
INF5820
Natural Language Processing - NLP

H2009
Jan Tore Lønning
jtl@ifi.uio.no



INF5830
Lecture 14
Nov 9, 2009

NER and 
Relation detection & classification



Today

Overview: Information extraction
(NP-)chunking
Named entity recognition
The Constraint Grammar approach
Relation detection and classification



Information extraction

Goal: Extract structured data from text
Track business news, or
Intelligence news (possible terrorist attacks)
Similarities to the frames from last week



Steps

The bottom-up approach:
1. Preproscessing: tokenization, segmentation
2. Tagging
3. Chunking
4. Named entity recognition
5. Reference resolution
6. Relation detection and classification
7. Temporal analysis
8. Template filling
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Chunking

Form of shallow parsing
Flat structures
Identify (some) phrases

Non-overlapping phrases
Compromises, cf. PP
Sometimes only interested in NPs



Approach 1: Cascaded FSTs



2: ML-approaches

Two tasks:
Identify the phrase (beginning-end)
Classify the phrase



ML-approaches continued

The two steps as a tagging task:

B_NP : begin NP
I_NP : inside NP
B_VP : begin VP
I_VP: inside VP

O: not part of a phrase
Etc.



ML: Classifier



ML: more

Training data from Penn treebank
Evaluation on found chunks

compared to test set
Recall and precision

(typo in hardcover book)
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Named Entity Classes

Choice of types is/should be application specific



Ambiguities



Named entity recognition

Two tasks:
Identify the phrase
(beginning-end)
Classify the phrase

Similar to chunking but
Different/more fine-
grained classification



Features



Training data
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CG-approach to NER

See OB-tagger
(text example: dn)

Same approach as to tagging:
Start with all possible classes
Write rules which remove alternatives
May end with more than one answer

http://omilia.uio.no:8050/cl/cgp/test.html
http://www.dn.no/forsiden/utenriks/article1232079.ece
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Relation detection and classification

Two steps
Detection: 
Is there a relation between two entities?
Classification: What kind of relation?



As logical relations



Supervised learning
Corpus marked with NEs and relations



Pattern-matching

1. Choose a pattern, e.g.
* has a hub at +

2. Find pairs in the construction, e.g.
Milwaukee-based Midwest has a hub at KCI
Bulgaria Air has a hub at Sofia Airport

3. Extend/refine pattern, e.g.
[ORG] has a ADJ* hub at [LOC]



Bootstrapping

1. Choose a pattern
2. Find pairs in the construction
3. Find other occurrences of these pairs
4. Extract patterns from this, e.g.

[ORG] which uses [LOC] as hub
[ORG]’s hub at [LOC]
[LOC] a ADJ* hum for [ORG]

5. Repeat from (2)



Bootstrapping loop



Beware

Check that bootstrapping does not drift 
away

Control against original tuples
Skip details

Evaluate, either
Count occurrences of relations in  sentences
in corpus  and evaluate against them
Count whether relaionship is entered into
data base



Information extraction

The information extraction approach shaped by
MUC: message understanding conferences
Competition: make the best system
1987-97
DARPA

See
Wikipedia
Bibliographical and historical notes J&M, 22

Overlap with other tasks/approaches
But comparison not always immediate

http://en.wikipedia.org/wiki/Message_Understanding_Conference
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