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Poiseuille flow of Lennard-Jones fluids in narrow slit pores
Karl P. Travisa) and Keith E. Gubbins
Department of Chemical Engineering, Riddick Labs, North Carolina State University,
Raleigh, North Carolina 27695-7905

~Received 13 July 1999; accepted 25 October 1999!

We present results from nonequilibrium molecular dynamics~NEMD! simulations of simple fluids
undergoing planar Poiseuille flow in a slit pore only a few molecular diameters in width. The
calculations reported in this publication build on previous results by including the effects of
attractive forces and studying the flow at narrower pore widths. Our aims are:~1! to examine the role
of attractive forces in determining hydrodynamic properties,~2! to provide clearer evidence for the
existence of a non-Markovian generalization of Newtons law,~3! to examine the slip-stick boundary
conditions in more detail by using a high spatial resolution of the streaming velocity profiles,~4! to
investigate the significance of the recently proposed cross-coupling coefficient on the temperature
profiles. The presence of attractive interactions gives rise to interesting packing effects, but
otherwise, does not significantly alter the spatial dependence of hydrodynamic quantities. We find
the strongest evidence to date that Newton’s Law breaks down for very narrow pores; the shear
viscosity exhibits singularities. We suggest a method to test the validity of the non-Markovian
generalization of Newton’s Law. No-slip boundary conditions are found to apply, even at these
microscopic length scales, provided one takes into account the finite size of the wall atoms. The
effects of any strain rate induced coupling to the heat flow are found to be insignificant. ©2000
American Institute of Physics.@S0021-9606~00!50304-3#
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I. INTRODUCTION

Classical Navier–Stokes~NS! hydrodynamic theory, ap
plied to structureless fluids, predicts that in the case of pla
Poiseuille flow, the streaming velocity of the fluid shou
depend quadratically on the coordinate normal to the con
ing boundaries. The NS equations assume that the trans
coefficients are independent of position and time, and
the state variables of temperature and density do not v
appreciably, on length and time scales comparable to
molecular mean free path and molecular relaxation tim
Computer simulation studies of confined fluids~see, for ex-
ample, Refs. 1–10! show that the density in the direction o
confinement can vary appreciably, especially close to
walls. In these cases it is therefore expected that the Nav
Stokes equations should fail. However, despite this, it i
remarkable fact that approximately quadratic velocity p
files are obtained in planar Poiseuille flow simulations
simple fluids confined to channels only 10 molecular dia
eters in width.9 Deviations from classical predictions a
present, but they appear to be weak; for example, the s
stress exhibits weak oscillations about the classical lin
profile. At pore widths less than about 10 molecular dia
eter, the velocity profiles are no longer quadratic.9,11

In this publication we present nonequilibrium molecu
dynamics~NEMD! simulation results for simple fluids un
dergoing planar Poiseuille flow, building on previous resu
by including the effects of attractive forces and studying

a!Author to whom correspondence should be addressed. Current add
Department of Chemistry, Imperial College, London SW7 2AY, Unit
Kingdom.
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flow at narrower pore widths. Our aims are~1! to examine
the role of attractive forces in determining hydrodynam
properties,~2! to provide clearer evidence for the existen
of a non-Markovian generalization of Newtons Law,~3! to
examine the slip-stick boundary conditions in more detail
using a high spatial resolution of the streaming velocity p
files, ~4! to investigate the significance of the recently pr
posed cross-coupling coefficient12,13 on the temperature pro
files.

We compare the properties of three different systems
B, and C. In system A, fluid–fluid, fluid–solid, and solid
solid intermolecular interactions are governed by the pur
repulsive part of the Lennard-Jones, or Weeks–Chand
Andersen~WCA! potential.14 In system B, these same inte
actions are now governed by the full 12-6 Lennard-Jo
potential, truncated at 2.5s. In system C, solid–solid and
fluid–fluid interactions are governed by a WCA potenti
but interactions between a fluid atom and a wall atom
governed by the same Lennard-Jones 12-6 potential as
in system B. Table I summarizes these differences. To m
mize the computational effort, we only conduct the syst
C simulations atH54.0s. The data for the WCA fluid at
H55.1s is old data reproduced from an earlier publication9

The remaining data are new.

II. NAVIER–STOKES HYDRODYNAMICS

A. Streaming velocity and boundary conditions

In classical hydrodynamics, the streaming or flow velo
ity at a point is obtained by solving the Navier–Stokes m
mentum flow equation. For planar Poiseuille flow at lo

ss:
4 © 2000 American Institute of Physics
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Reynolds number for a simple fluid confined between t
infinite parallel walls, the steady state continuity equat
~for flow in the x-direction! is

dPxz

dz
52

dp

dx
, ~1!

wherep is the equilibrium hydrostatic pressure,Pxz is thexz
element of the viscous part of the pressure tensor (P5P
2p1), and z is the direction normal to the walls. Th
Navier–Stokes equation for momentum flow is then obtain
by substituting the linear constitutive relation appropriate
an isotropic fluid,

Pxz~z!52h
dux~z!

dz
, ~2!

in Eq. ~1!. Hereh is the shear viscosity coefficient andux is
thex-component of the streaming velocity. From Eq.~1! and
~2! we have

h
d2ux~z!

dz2 5
dp

dx
. ~3!

Solving Eq.~3! leads to the general solution,

ux~z!52
1

2h

dp

dx
~a22z2!, ~4!

wherea is a constant determined by the boundary conditio
~the second arbitrary constant vanishes by symmetry!.

To fully specify the streaming velocity, the usual pra
tice is to assume no-slip boundary conditions, i.e., the t
gental component of the velocity vanishes at the bound
With this assumption, the constant,a, appearing in Eq.~4! is
equal toH/2. Computer simulation studies of LJ fluids flow
ing past walls with molecular structure revealed that the
slip condition was essentially correct.15,16 In some cases, i
was found that the tangental component of the stream
velocity extrapolated to zero at a position a few molecu
diameters inside or outside the fluid. Koplik and Banav
refer to this phenomenon as ‘‘microscopic slip,’’ though th
note that it is macroscopically insignificant.17

B. Local vs nonlocal viscosity

In obtaining Eq.~4! it has been assumed that the she
viscosity has no dependence onz, either explicitly or implic-
itly through any positional dependence of the state variab
p and T. It is also assumed that the shear viscosity is in
pendent of the magnitude of the driving force, namely,
pressure gradient. In the weak flow limit, the last of the
assumptions will be valid but, for high degrees of confin
ment, the positional dependence of the state variables,

TABLE I. Potentials employed in the three systems simulated.

System
Fluid–fluid
interactions

Wall–fluid
interactions

Wall–wall
interactions

A WCA WCA WCA
B LJ LJ LJ
C WCA LJ WCA
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the transport properties, are expected to become signific
We note that even in wide channels, the density and he
transport coefficients can depend on the localz position if the
temperature varies strongly with position as a result of v
cous heating effects. The effect of these variations can
incorporated in the Navier–Stokes formalism. The analy
of Todd and Evans13 for example, leads to a viscosity whic
varies with the fourth power ofz, to leading order. To ac-
count for density variations resulting from confinement, B
saniset al.3 introduced a nonlocal viscosity which is not
point function ofz, but, rather, a function of the local ave
age density atz. The local average density atz is obtained by
averaging the local density over a spherical volume cente
on z, with a diameter equal tos. They called their method
the local average density model, or LADM. Application
LADM requires a knowledge of the shear viscosity of a h
mogeneous fluid as a function of density for a given te
perature, and an appropriately course grained density pro
Using LADM, Bitsaniset al.3 calculated velocity profiles for
a number of flow situations corresponding to a fluid confin
by smooth, structureless walls. For planar Poiseuille flo
they obtained velocity profiles which deviated from the cla
sical quadratic behavior when the pore width was reduce
8s or less. Pozhar–Gubbins theory,18,19 when used in con-
juction with a local generalization of Eq.~2! for the case of
Poiseuille flow of a WCA fluid in a narrow pore, also pre
dicts nonquadratic velocity profiles, though the deviatio
are weak.20 It was pointed out by the authors of this pap
that for pores as narrow as 5 molecular diameters, a poss
replacement for the linear constitutive relation defined in E
~2! is the nonlocal form,

Pxz~x!52E
0

z

h~z;z2z8!g~z8!dz8, ~5!

whereg(z)5]ux /]z is the local strain rate. It is important t
note that Eq.~5! is still a linear relationship. Nonlinear cor
rections would involve the so-called Burnett coefficien
Equation~5! implies that the stress generated at positionz is
not simply proportional to the strain rate at that point, b
rather depends on the entire strain rate field which ex
throughout the fluid. For sufficiently wide pores, where de
sity inhomogeneities are weak, the viscous kernal will
proportional to a Dirac delta function, the constant of pr
portionality being the Navier–Stokes shear viscosity.

Travis et al.9 found that for a simple fluid confined in
slit-pore only five molecular diameters wide, the veloc
profile contained points of inflexion which imply local stra
rates of zero. Use of Eq.~2! would lead to the viscosity being
undefined at such points and lends weight to the use of
~5! instead of Eq.~2! as the more useful definition of viscos
ity. The data obtained by Traviset al.9 was from a simulation
at a single pore width using a model of the confined fluid
which no attractive forces were present.

C. Temperature, heat flux, and thermal conductivity

The equation of change for the specific internal ene
of a single component fluid composed of structureless, n
reacting particles is
IP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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r
dU

dt
52“•JQ2P:“u2p“•u, ~6!

whereU is the specific internal energy andJQ is the heat flux
vector. For planar Poiseuille flow at steady state, Eq.~6!
becomes

dJQz~y!

dz
52Pxz~z!g~z!. ~7!

The classical Navier–Stokes equation for heat flow
plicable to planar Poiseuille flow is obtained by substituti
Fourier’s Law,

JQz~z!52l
dT~z!

dz
~8!

into Eq. ~7!, to give

l
d2T~z!

dz2 5Pxz~z!g~z!, ~9!

wherel is the thermal conductivity~assumed to be indepen
dent of position! andT(z) is the local temperature at positio
z. Integrating Eq.~9! leads to an expression for the tempe
ture profile for planar Poiseuille flow,

T~z!5T02T4z4, ~10!

whereT0 is the temperature at the midchannel plane,z50,
andT4 is a constant determined by the boundary conditio

In very narrow channels, the assumption of const
thermal conductivity is expected to be invalid. In wide cha
nels, viscous heating may induce local variations in the d
sity, which in turn can produce spatial variations in tempe
ture, and ultimately, in the thermal conductivity. Todd a
Evans13 have discussed the consequences of allowing
these wide channel heat-induced variations upon the Nav
Stokes equations. Their analysis leads to a thermal con
tivity that varies as the fourth power inz to leading order.
The temperature profile however, remains quartic.

Baranyai, Evans, and Daivis12 found that heat flow in a
spatially inhomogeneous fluid could take place even in
absence of a temperature gradient. Consequently, they
tulated a corrected version of Eq.~8!,

JQz~z!52l
dT~z!

dz
1j

dg2~z!

dz
, ~11!

which includes the possibility of heat flow arising fro
variations in the square of the local strain rate. In the ab
equation,j is the strain rate induced cross coupling coe
cient. Substituting Eq.~11! into the Navier–Stokes heat flow
Eq. ~7! leads to a temperature profile of the form,

T~z!5T01T2z21T4z4 ~12!

which includes some quadratic character. Todd and Eva13

conducted Poiseuille flow simulations at a pore width of 6s
and found that their temperature profiles indeed containe
quadratic signature, in agreement with Eq.~12! and in sup-
port of the correctness of Eq.~11!. The existence ofj seems
unquestionable, but whether it can explain the results
Todd and Evans13 is less clear. The value ofj they obtain
~about 100 in Lennard-Jones reduced units!, seems rather
Downloaded 20 May 2009 to 202.198.16.217. Redistribution subject to A
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large. The system they studied is well into the nonline
regime since the local streaming velocity becomes sup
sonic towards the center of their channel. In this regime,
would not expect heat induced strain rate coupling to be
sole nonlinear contribution to the hydrodynamic picture, a
other sources could lead to a quadratic term in the temp
ture profile.

Liem, Brown, and Clarke5 also found deviations from
the hydrodynamic temperature profile in their results, o
tained from computer simulations of planar Couette flo
Since there can be no strain rate induced heat flows for
alized planar Couette flow, it seems likely that Liemet al.’s
temperature profile differed from the hydrodynamic pred
tion because of viscous heating effects.

Mansour et al.10 also found deviations between the
measured temperature profiles and those predicted from
drodynamic theory. Their measured profiles were obtain
from planar Poiseuille flow simulations using hard spher
Their temperature profiles exhibited some quadratic cha
ter. They ascribed this effect to the breakdown of the
sumption of local thermodynamic equilibrium. By lowerin
the Knudsen number~either by increasing the density or in
creasing the pore width! they found that the hydrodynami
temperature profile was recovered. When the mean free
of the molecules is large compared to the pore width, lo
equilibrium is seldom restored in the vicinity of the walls.

Finally, there remains a question mark over the use o
temperature in Eq.~11! which is based on the ideal gas the
mometer. Recently, Ayton, Jepps, and Evans21 have indi-
cated that a temperature based upon the thermodynamic
nition, (]U/]S)uV ~the partial derivative of the interna
energy with respect to the entropy at constant volume!, may
be the appropriate temperature to use in Eq.~11!. In the weak
flow regime, the ideal gas, or kinetic temperature, sho
become equivalent to the thermodynamic temperature.

III. METHOD

A. Simulation details

The NEMD technique used to simulate planar Poiseu
flow has previously been described in detail,7,9,22,23and here
we only briefly outline the way in which the simulation
were carried out. In our simulations we apply a const
force in thex direction to each particle, which has the sam
effect as allowing gravity to initiate the flow of fluid dow
the channel. The geometry of the system is shown in Fig
Both the fluid and the wall atoms interact via a cut a
shifted Lennard-Jones interatomic potential function defin
by

f~r !5H 4eF S s

r D 12

2S s

r D 6G2f~r c! r<r c

0 r .r c

, ~13!

wherer is the scalar interatomic distance,r c is the truncation
distance, andf(r c) is the value of the potential energy at th
point of truncation whiles ande are the Lennard-Jones dis
tance and energy parameters. In all our simulations the w
atoms and fluid atoms have the same Lennard-Jones pa
eters and the same mass.
IP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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Throughout the remainder of this paper we give
quantities in terms of Lennard-Jones reduced units~units de-
fined in terms ofs, e and the particle mass and will b
denoted by the asterisk notation!.

The WCA potential is a special case of the cut a
shifted Lennard-Jones potential which is generated by tr
cating the potential at the distance for which it is a minimu
21/6s. Because the WCA potential is shifted at the locati
of the energy minimum, it is a purely repulsive potential. W
also consider a Lennard-Jones potential truncated and sh
at r c52.5s. This potential, which we henceforth refer to
the Lennard-Jones~LJ! potential, contains both an attractiv
and a repulsive contribution.

The system is surrounded by periodic images of itsel
each of the three Cartesian dimensions. We note here tha
simulation geometry is such that the applied force is in thx
direction and the heat flow is in thez direction. We examine
two different pore widths,H55.1s andH54.0s. Here,H is
defined as the separation in thez direction between the cen
ters of the first layer of wall atoms adjacent to the fluid. F
the H55.1s simulations we used a total of 360 fluid atom
bound by 216 wall atoms which were three atomic lay
thick ~72 atoms per layer!. In the H54.0s simulations we
used 288 fluid atoms but kept the number of wall atoms
same.

The wall atoms were fixed in a fcc lattice structure
harmonic restoring forces with a spring constant set
150.15(e/s2), together with a holonomic constraint mech
nism that fixed the center-of-mass of each layer of wall
oms, while allowing individual wall atoms the freedom
vibrate about their lattice sites. There is only one three-ato
thick wall per simulation cell. The second wall is simply th
periodic image of the first wall. This periodicity also ensur
that the total density of the system remains constant. E
layer of wall atoms has a surface density,ns* 5Nw

s2/(LxLy)50.615 ~whereNw is the number of wall atoms
per wall layer!, while the layer separation is 1.085s. For
details of the governing equations of motion and the integ
ing scheme used to solve them, the reader is referred to R
7, 22, 23.

The target density for all systems wasn* 5Ns3/V

FIG. 1. Simulation geometry for planar Poiseuille flow. They-axis is normal
to the page.
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50.75, whereN is the number of fluid atoms andV is the
volume accessible to the fluid. However the mean den
calculated in the simulations was lower than this. We n
that there is no unique average density of the fluid beca
there is no unambiguous definition for the volume access
to the fluid. For the purpose of these simulations, we de
the volumeV5LxLyl z , wherel z is H2s ~see Fig. 1!.

The walls of the system were maintained at a const
temperature ofT* 5TkB /e50.722 and a number density o
nw* ([3Nw* )50.85. Temperature control was achieved by a
plication of a Gaussian thermostat.24 We stress here that th
thermostat is applied to the wall atoms only. Viscous h
generated by the fluid is removed via conduction through
walls.

In all our simulations, we use a value of the appli
force of 0.1~e/s!. This particular value was chosen in lin
with earlier work,9 where 0.1~e/s! was found to be large
enough to promote measurable fluxes yet low enough to
sure that the system response remained linear. The sim
tions were started by equilibrating an initially crystallin
fluid for two million time steps followed by a similar perio
of equilibration with the external field switched on. Produ
tion runs consisted of 1.6– 2.43107 time steps with a re-
duced time stept* 5t(1/s)Ae/m50.001.

B. Calculation of hydrodynamic quantities

To calculate the hydrodynamic properties of interest,
used the planes method of calculating the kinetic proper
~PKP!.25,9 Briefly, one divides the simulation cell along thez
direction into a number of equally spaced planes of areaLx

3Ly . The number density, kinetic energy density, and m
mentum density can then be evaluated at the planes posi
by keeping track of the numbers of particles crossing e
plane in a given direction with a given velocity and kinet
energy. The temperature and streaming velocity at the p
positions can then be evaluated using their hydrodyna
definitions. The expression for the momentum density a
plane is25

J̄x~z!5 lim
t→`

1

tA (
i

(
0,ta~ i !,t

mẋi~ ta~ i !!

użi~ ta~ i !!u
, ~14!

where J̄x(z) is the average momentum density atz, $ta( i )%
are the timesa at which thez coordinate of particlei is equal
to z, ẋi and żi are thex and z components of velocity of
particle i, m its mass,t is time interval over which we aver
age the planes calculations andA is the xy-plane area. The
mean number density at a plane,n̄(z), is given by a similar
expression

n̄~z!5 lim
t→`

1

tA (
i

(
0,ta~ i !,t

1

użi~ ta~ i !!u
. ~15!

The average streaming velocity at a plane is defin
through the hydrodynamic expression

J̄x~z!5mn̄~z!ux~z!, ~16!

while the local temperature is defined through
IP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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1

2m K (
i 51

N

@pi2mu~zi !#•@pi2mu~zi !#L
5

~3n̄~z!2d!

2
T̄~z!kB , ~17!

where d is the number of degrees of freedom used up
determining the local streaming velocity. The quantity on
left-hand side of Eq.~17! is the local peculiar kinetic energ
at a plane. Note that thep’s appearing in Eq.~17! are labo-
ratory momenta.

In all our simulations we use a total of 200 planes
achieve a high resolution of properties.

IV. RESULTS AND DISCUSSION

A. Density profiles

The number density profiles obtained from the two po
widths are shown in Figs. 2 and 3. Taking first the 5.1 p
width ~Fig. 2!, we see that system B density profile sho
five maxima, whereas system A profile shows four disce
ible peaks and one very weak peak in midchannel. The
peaks nearest the walls show that the fluid forms layers.
strength of the wall–fluid interaction determines the dens
of these layers. Attractive wall–fluid interactions result
more ordered layers~and hence higher density! near to the

FIG. 2. Number density profiles for system A~WCA system, filled circles!
and system B~LJ system, open circles! for H* 55.1 ~error bars are too smal
to display!.

FIG. 3. Number density profiles for system A~WCA system, filled circles!,
system B~LJ system, open circles!, and system C~fluid–fluid and solid–
solid WCA, fluid–solid LJ, open triangles! for H* 54.0 ~error bars are too
small to display!.
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walls, as is evident in Fig. 2. The existence of high dens
fluid layers close to the walls induces the formation of flu
layers adjacent to these, which, in turn induce further lay
ing, the effect becoming weaker with increasing distan
from the walls. The induced layering effect is stronger
system B than in A, a fact attributed to the presence of
tractive forces in the former. Since the fluid cannot supp
the existence of more than three layers in a slit pore of fi
molecular diameters, induced layering results in an osci
tory midchannel density profile, but these oscillations a
relatively weak. We note that in both cases, the density f
to zero atz* 562.25 while the walls are physically locate
at z* 562.55 a fact which reflects the excluded volume ar
ing from the finite size of the wall atoms.

The density profiles obtained from theH* 54.0 simula-
tions are shown in Fig. 3. Once again, the system B pro
has five maxima present but now, the midchannel peak
become more intense than the two surrounding peaks.
system A profile has only three maxima, corresponding
three fluid layers, while the system C profile possesses
maxima. A 20% decrease in slit-width has resulted in la
differences between the fluid structure in the three syste
A, B, and C. Once more, we see that the presence of att
tive wall–fluid forces leads to the formation of bounda
liquid layers of higher density than is the case for repuls
wall–fluid interactions. The density of these layers is high
in system C, where the fluid atoms have a greater affinity
the wall atoms than they do for each other. The density p
files in both systems A and B fall to zero at the location
the walls, i.e.,z* 562.0. In the case of system C, the dens
profile does not go to zero at the location of the walls in
cating that the fluid atoms are wetting the walls.

In Fig. 4 we show the density profiles in the direction
flow for theH* 54.0 simulations. In obtaining these profile
we have averaged over they andz variations. We see that th
fluids are highly structured in all three systems. The den
oscillates with a wavelength of the order ofs. Clearly the
wall structure has been imposed upon the fluid. This late
ordering effect has been seen previously in equilibriu
simulations of confined fluids.2 The amplitude of the density
oscillations increases with the inclusion of attractive wa
fluid contributions and is largest for system C.

FIG. 4. Number density profiles as a function ofx for H* 54.0: system A
~WCA system, filled circles!, system B~LJ system, open circles!, and sys-
tem C ~fluid–fluid and solid–solid WCA, fluid–solid LJ, open triangles!.
IP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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B. Flow velocity profiles

The streaming velocity profiles obtained from theH*
55.1 simulations are shown in Fig. 5. The profiles for bo
systems A and B are of similar shape. Neither profile
quadratic; however, they possess an underlying quad
signature with superimposed oscillations. The two veloc
profiles differ in magnitude, possibly a result of their diffe
ence in fluid temperature~see Figs. 13 and 14!. The side
lobes on the system B profile are also more pronounced
for system A, and the profile is flatter towards the center
the pore. The velocity, in both cases, extrapolates to zer
z* 562.0 while the walls are located atz* 562.55.

Figure 6 shows the streaming velocity profiles from t
H* 54.0 simulations. All profiles deviate from the con
tinuum quadratic form. In the system B case, there are f
clear maxima present, while for systems A and C, only th
are discernible. While all three velocity profiles extrapola
to zero at roughly the same point (z* 561.5), the curvature
of the profiles close to the point of zero velocity is differen
The system A velocity profile is closest in form to that pr
dicted by Bitsaniset al.11 for the same pore width, althoug
the side lobes on our simulated profile are much more p
nounced than their theory predicts.

FIG. 5. Streaming velocity data forH* 55.1 together with curves obtaine
from fitting Eq. ~18! to the velocity data. Only the data lying inside th
no-slip planes is shown; system A~WCA system, filled circles! and system
B ~LJ system, open circles!.

FIG. 6. Streaming velocity data forH* 54.0 together with curves obtaine
from fitting Eq. ~18! to the velocity data. Only the data lying inside th
no-slip planes is shown: system A~WCA system, filled circles!, system B
~LJ system, open circles!, and system C~fluid–fluid and solid–solid WCA,
fluid–solid LJ, open triangles!.
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The nonzero value of the velocity profiles at the w
locations has been interpreted by Koplik and Banavar17 as
microscopic slip. At the pore widths we have studied, t
pore volume cannot be expressed without ambiguity. T
excluded volume of implicit wall atoms becomes increa
ingly significant as the pore width decreases. If the p
width is defined by the plane of closest approach to the w
atoms then the velocity profiles appear to extrapolate to z
at this point ~at least within the statistical uncertainties of o
data!. With this interpretation, our results could be taken
imply that slip does not occur. More precise data is neede
qualify this.

The location of the no-slip planes seems to be indep
dent of the nature of the wall–fluid interaction and also
dependent of whether the wall–fluid and fluid–fluid intera
tions are the same. Furthermore, it appears to be indepen
of pore width, being located 0.5 molecular diameters aw
from the walls in all cases.

Following Traviset al.,9 we have tried a functional fit to
our streaming velocity data that retains the Navier–Sto
solution with the addition of a truncated Fourier cosine
ries, to account for the deviations from classical behav
This latter contribution is justified on the grounds that for
fully periodic system, the local streaming velocity will be
periodic function of thez coordinate. Thus, the velocity i
fitted to

ux~z!5a01a1z21 (
n52

nmax

an cosF2p~n21!z

H* eff G , ~18!

wheren is an integer,H* eff is the effective pore width and
the quantitiesa0 ...an are undetermined constants. We defi
the effective pore width to be twice the value of the no-s
plane location. For the two pore widths we studied,H*
54.0 andH* 55.1, H* eff turns out to be 3 and 4, respec
tively. We find that 8 terms are needed to adequately rep
sent theH* 55.1 data. ForH* 54.0, 9 terms are required t
fit the systemC velocity profile, 8 terms are needed for th
system B data, and only 6 terms are required to describe
system A profile. Figures 5–6 show the velocity data fro
H* 54.0 and 5.1 simulations together with the least squa
fit curves obtained from fitting the data to Eq.~18!. Equation
~18! provides a reasonable fit to the profiles, but it tends
lead to incorrect behavior close to the no-slip plane.

C. Strain rate profiles

The scalar strain rate is defined as the nonvanish
component of the strain rate tensor“u, which, for planar
Poiseuille flow is

g~z!5
dux~z!

dz
, ~19!

from which it follows that the classical Navier–Stokes stra
rate profile will be a linear function of the coordinatez, nor-
mal to the confining walls. Since our simulated stream
velocity data deviate from classical behavior, we do not o
tain linear strain rate profiles. Based on the function used
fit our streaming velocity data, Eq.~18!, we can calculate a
nonclassical strain rate curve from
IP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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g~z!52a1y2
2p

H* eff (
n52

nmax

an~n21!sin F2p~n21!z

H* eff G . ~20!

This method is to be preferred over numerical differentiat
of the streaming velocity data, since the latter method yie
profiles which contain too much statistical noise.

The strain rate profiles obtained from Eq.~20! for the
H* 55.1 simulations are shown in Fig. 7. We have trunca
the strain rate fits at the location of the no-slip interfa
(z* 562.0). From the figure we see that both the system
and system B strain rate profiles display significant osci
tions about an underlying linear trend. While the underlyi
slopes of the two strain rate profiles are slightly differe
they have the same qualitative features. The period
wavelength of the oscillations are approximately the sa
The fact that the two profiles differ in slope is a direct co
sequence of the temperature difference between the W
and LJ fluids; the higher temperature of the former gives
to a steeper velocity profile and hence greater strain rate.
this particular pore width there is remarkably little differen
in the two strain rate profiles.

The strain rate profiles obtained from Eq.~20! for the
H* 54.0 simulations are shown in Fig. 8. As for theH*
55.1 case, all profiles have an underlying linear trend w

FIG. 7. Strain rate profiles forH* 55.1: system A~WCA system, filled
circles! and system B~LJ system, open circles!. These profiles were ob
tained from Eq.~20! using the least squares fit coefficients obtained fr
fitting the velocity profiles.

FIG. 8. Strain rate profiles forH* 54.0: system A~WCA system, filled
circles!, system B~LJ system, open circles!, and system C~fluid–fluid and
solid–solid WCA, fluid–solid LJ, open triangles!. These profiles were ob
tained from Eq.~20! using the least squares fit coefficients obtained fr
fitting the velocity profiles.
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superimposed oscillations. However, unlike the wider p
width example, the oscillations in these profiles are out
phase. This fact is a consequence of the number of te
used to fit the streaming velocity profiles for the three s
tems. The most important feature of Fig. 8 is the number
zeros present in the three profiles. In the case of the syste
and B profiles, there are nine points at which the strain r
becomes zero, while for the system C profile, there are
seven such points. This difference however, is unlikely to
real; the system C profile has the wrong behavior in
vicinity of the no slip plane~it does not extrapolate to zero!,
which is an artifact stemming from the poor fit of Eq.~18! to
the system C velocity profile close to the no-slip plane. T
presence of zeros in the strain rate profiles implies that us
Eq. ~2! would give rise to an unphysical shear viscosity co
taining singularities.

D. Stress profiles

The local stress,Pxz(z) may be calculated via two dif-
ferent methods; the so-called method of planes7 or by direct
integration of the hydrodynamic equation of motion. T
former of these two methods yields an exact statistical m
chanical expression for the pressure tensor evaluated
plane. The second method is a mesoscopic method sin
does not require any molecular information. Toddet al.7

compared both of these methods in their simulations o
simple fluid undergoing planar Poiseuille flow and found th
the mesoscopic method yielded superior statistics.
choose therefore, to use this latter method for calculating
stress in our simulations.

The mesoscopic expression for the stress (2Pxz) fol-
lows from integrating

dPxz

dz
5nFe , ~21!

whereFe is the external force which drives the flow andn is
the fluid number density. This equation is equivalent to E
~1! if an external force drives the flow rather than a press
gradient, giving

Pxz~z!5FeE
0

z

n~z8!dz81C, ~22!

whereC is a constant of integration whose value is det
mined by the fact that the stress is zero at the center of
channel.

One can also calculate the stress exerted by the fluid
the walls. From the definition of the pressure tensor,P,

dF52P•dA ~23!

we can write

2Pxz
walls5

Fz
walls

LxLy
, ~24!

whereFz
walls is the total intermolecular force exerted on th

layer of wall atoms in direct contact with the fluid by th
fluid atoms. Equation~22! shows that the stress profile fo
planar Poiseuille flow will be a linear function of thez coor-
IP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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dinate if the density is constant across the channel. In
simulations the density is nonuniform, yielding a nonline
stress profile.

In Figs. 9 and 10 we show the stress profiles for the t
pore widths,H* 55.1 andH* 54.0. These profiles were ob
tained through numerical integration~using the trapezium
rule! of the density data. The profiles are displayed for o
the left side of the channel. From Fig. 9 we see that both
system A and system B profiles deviate only a little from t
classical linear form. The stress levels out at roughly
location of the no-slip plane (z* 522). There is good agree
ment between the two stress profiles across the entire r
except for one or two points very close to the walls.

In Fig. 10 we see that the deviations in the three str
profiles from linearity are more significant than was the c
for H* 55.1. The oscillations are typically of longer wav
length. The stress profiles for system A and B are very si
lar, while the system C profile differs markedly across t
entire range ofz from these two. The different nature of th
wall-fluid and fluid–fluid interactions in the system C ca
has a significant effect on the fluid stress. By contrast, a l
of attractive interactions in the system A fluid give rise to
weak effect on the fluid stress. As for theH* 55.1 case, the
stress profiles level out at approximately the location of

FIG. 9. Stress profiles forH* 55.1: system A~WCA system, filled circles!,
and system B~LJ system, open circles!. These profiles were obtained from
numerically integrating the density profiles using the trapezoidal rule.

FIG. 10. Stress profiles forH* 54.0: system A~WCA system, filled circles!
system B~LJ system, open circles!, and system C~fluid–fluid and solid–
solid WCA, fluid–solid LJ, open triangles!. These profiles were obtaine
from numerically integrating the density profiles using the trapezoidal r
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no-slip plane. The value of the stress at this point is equa
the stress at the walls calculated independently via Eq.~24!.

E. Heat flux and temperature profiles

The heat flux across the channel may be calculated v
mesoscopic route similar to the method used for calcula
the nonequilibrium stress, or via a method of planes~MoP!
expression. The MoP route to the heat flux22 utilizes an exact
statistical mechanical expression forJQ . However, as Travis
and co-workers point out,9 the MoP expression forJQ relies
on an a priori knowledge of the instantaneous streami
velocity, which is not known accurately in the simulation.
poor guess for the streaming velocity can lead to an incor
heat flux profile being measured. In this work we therefo
choose a mesoscopic route to the heat flux. Integration of
~7! yields

JQz~z!52E
0

z

Pxz~z8!g~z8!dz81C, ~25!

where C is an arbitrary constant determined from the fa
that the heat flux is zero atz* 50. Inspection of Eq.~25!
reveals that the classical heat flux profile should be a cu
polynomial inz.

The heat flux profiles obtained from theH* 55.1 simu-
lations for system A and B are shown in Fig. 11. We see t
both profiles clearly deviate from the classical solution. S
tem A and B profiles have the same qualitative features
the latter heat flux extrapolates to a greater magnitude at
no-slip interface (z* 522.0).

The heat flux profiles obtained from theH* 54.0 simu-
lations for systems A, B, and C are shown in Fig. 12. A
three profiles display significant deviations from the classi
result. Qualitatively, all profiles show similar features b
they differ in the amplitude and wavelength of the oscillati
centered aroundz* 521.0. The magnitude of the system
heat flux is greater at the no-slip interface (z* 521.5) than
either the system B or system C heat fluxes.

The temperature across the channel in each of our si
lations is calculated from Eq.~17!. In Fig. 13 is shown the
temperature profiles obtained from theH* 55.1 simulations
together with the curves representing the least squares fi.

FIG. 11. Heat flux profiles forH* 55.1: system A~WCA system, filled
circles!, system B~LJ system, open circles!. These profiles were obtaine
from numerically integrating the product of the stress and strain rates u
the trapezoidal rule.
IP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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Eq. ~10! to the data. Both profiles are almost linear and fe
tureless. In the case of the system B results, the tempera
rises slightly in the pore compared to the wall temperat
~T0* 50.749 whileTw* 50.722!. The system A case is rathe
different. Here,T0* 50.951, which implies a very large dif
ference between the wall and fluid temperatures. Lookin
Fig. 14, we see much the same situation atH* 54.0. There is
only a small difference between the system B and system
temperature profiles but a very large difference betw
them and the system A profile.

Lack of attractive interactions between the wall and flu
atoms gives rise to a very poor thermal coupling between
wall and fluid momenta. The system A case is clearly u
physical in that very large temperature gradients are pre
in the region close to the walls. It is this higher temperat
that is responsible for the higher flow velocity exhibited
system A. It should be noted that this large temperature ju
is not unique to these simulations, and is therefore no
function of the high degree of confinement; similar tempe
ture jumps can be seen in pores of width 69s.13

Within the accuracy of our temperature data we find
evidence of a quadratic term, which might be expected
the basis of either strain rate coupling or from a possi
breakdown of local thermodynamic equilibrium.

FIG. 12. Heat flux profiles forH* 54.0: system A~WCA system, filled
circles!, system B~LJ system, open circles!, and system C~fluid–fluid and
solid–solid WCA, fluid–solid LJ, open triangles!. These profiles were ob
tained from numerically integrating the product of the stress and strain r
using the trapezoidal rule.

FIG. 13. Temperature profiles forH* 55.1: system A~WCA system, filled
circles! and system B~LJ system, open circles!. The solid lines are the leas
squares fit curves of Eq.~10! to the temperature data. Symbols are display
for every second data point to maintain clarity.
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F. Viscosity and thermal conductivity

In Sec. IV C the point was made that the strain rate p
files contained zeros. By symmetry, the strain rate must
zero at the center of the channel and hence the Nav
Stokes shear viscosity is undefined at this point. Howev
the presence of zeros elsewhere in the strain rate profile
plies that Eq.~2! is incorrect in general.

In Figs. 15 and 16 we show the local shear viscosity
the two different pore widths,H* 55.1 andH* 54.0. The
shear viscosity in these plots was calculated using Eq.~2!,

h~z!5
2Pxz~z!

g~z!
. ~26!

In all cases, the shear viscosity profile displays disco
nuities resulting from zeros in the strain rate profiles.
procede any further with the analysis, one could take spa
Fourier transforms of the stress and strain rate profiles, t
evaluate the wave vector dependent viscosity via

P̃xz~kz!52h̃~kz!g̃~kz! ~27!

which follows from taking the 1D spatial Fourier transfor
of Eq. ~5! ~denoted by a tilde!. An effective Navier–Stokes
shear viscosity would then be obtained by taking the z
wave vector limit ofh̃(kz). We tried such an analysis on ou

FIG. 15. Shear viscosity forH* 55.1: system A~WCA system, filled
circles! and system B~LJ system, open circles!.

es

FIG. 14. Temperature profiles forH* 54.0: system A~WCA system, filled
circles!, system B~LJ system, open circles!, and system C~fluid–fluid and
solid–solid WCA, fluid–solid LJ, open triangles!. The solid lines are the
least squares fit curves of Eq.~10! to the temperature data. Symbols a
displayed for every second data point to maintain clarity.
IP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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data but were unable to obtain meaningful and consis
wave vector dependent viscosities. We do not have a h
enough spatial resolution in our profiles to enable accu
discrete Fourier transforms to be calculated.

Our results suggest that the simple linear constitut
relation Eq.~2! should be replaced by a more general re
tionship such as Eq.~5! in cases where the strain rate vari
on a microscopic scale, such as is the case for highly c
fined fluids under flow.

We evaluate the thermal conductivities using Eq.~8!
with the gradient in temperature obtained from differenti
ing Eq.~10!. Figures 17 and 18 show the thermal conduct
ity profiles forH* 55.1 andH* 54.0, respectively. Only the
data inside the no-slip planes is shown. In Fig. 17, the
thermal conductivity exhibits two oscillations; one center
at z* 521.5 and a larger amplitude oscillation centered
z* 520.4. The WCA thermal conductivity also displays o
cillations, albeit weaker in amplitude, but in-phase w
those of the LJ profile. In addition, the WCA thermal co
ductivity profile displays a peak aroundz* 520.1.

In Fig. 18, we show the thermal conductivity profiles f
H* 54.0. All three profiles exhibit oscillations in their the
mal conductivity profiles. Once more, the oscillations a
weakest in amplitude for the WCA case. All three profil
exhibit sharp increases at aroundz* 520.25. These sharp
increases stem from the large uncertainty in calculating

FIG. 16. Shear viscosity forH* 54.0: system A~WCA system, filled
circles!, system B~LJ system, open circles!, and system C~fluid–fluid and
solid–solid WCA, fluid–solid LJ, open triangles!.

FIG. 17. Thermal conductivity profiles forH* 55.1: system A~WCA sys-
tem, filled circles! and system B~LJ system, open circles!.
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ratio of heat flux to temperature gradient near to the po
where both quantities become close to zero.

Within the statistical uncertainties of our data there
little evidence to suggest that Fourier’s Law, Eq.~8!, must be
replaced by a nonlocal generalization, analogous to the c
of viscosity and Newton’s Law.

V. SUMMARY

We have carried out NEMD simulations of simple fluid
undergoing planar Poiseuille flow in a slit pore at two diffe
ent pore widths,H* 55.1 andH* 54.0. Three different sys-
tems were studied. In one case, the WCA potential gove
interactions between all pairs of atoms irrespective
whether they are wall atoms or fluid atoms. In another ca
we used a Lennard-Jones potential, truncated and shifte
2.5s, to model interactions between all pairs of atoms.
nally, we considered the case where a WCA potential
scribed interactions between pairs of wall atoms and betw
pairs of fluid atoms but with a Lennard-Jones potential
govern interactions between the wall and fluid atoms. Th
three fluid systems were studied so that we could exam
the effects of attractive interactions on the hydrodynam
properties. In addition, we wanted to see how the simula
properties differed from continuum hydrodynamic pred
tions as the pore width became more narrow, such that
cluded volume effects became significant.

At a pore width of five molecular diameters, the pre
ence of attractive forces has a significant, but not large, ef
on the density profile. The number of fluid layers formed
the same for the WCA and Lennard-Jones systems tho
the intensity of the midchannel density peak is greater in
latter system. It may seem surprising that the presence
attractive forces does not produce a more significant ef
on the density profile close to the walls. However, the flui
wall interactions are not very strong in our model. We stre
that this wall model was used for convenience, and not as
attempt to closely model a particular real porous system

When the pore width is lowered to four molecular diam
eters, more significant differences are seen between t
two systems. The number of fluid layers formed is greater
the Lennard-Jones system than for the WCA system. Th
a direct consequence of the greater excluded volume pre

FIG. 18. Thermal conductivity profiles forH* 54.0: system A~WCA sys-
tem, filled circles!, system B~LJ system, open circles!, and system C~fluid–
fluid and solid–solid WCA, fluid–solid LJ, open triangles!.
IP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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in the WCA system resulting from the absence of attract
forces. For system C, when the wall–fluid interactions are
but the fluid–fluid interactions are WCA, four fluid laye
are present, but the two midchannel layers are quite diffu
Again, this effect can be understood in terms of exclud
volume and molecular packing effects.

We find that the streaming velocity profiles in all o
simulations deviate from the continuum quadratic soluti
Our results provide conclusive evidence that the Navie
Stokes equations break down for pore widths lower than
molecular diameters. This breakdown, being gradual~oscil-
lations occur about an underlying continuum solution!, sug-
gests that it might be possible to extend hydrodynamics
the low wavelength regime. The origin of the departure fro
the classical Navier–Stokes profiles stems from the use
local version of Newton’s Law of viscosity, which is invali
if the fluid is highly inhomogeneous. The Navier–Stok
equation can be generalized by introducing a visc
memory kernal which accounts for nonhydrodynamic~i.e.,
low wavelength, high frequency! phenomena. We have sug
gested how one might test the validity of this generalizat
of Newtons Law, however, at present, we do not have su
cient spatial resolution in our stress and strain rate profile
enable us to calculate the viscous memory kernal.

We have examined the behavior of the streaming ve
ity profiles in the region close to the walls in an attempt
establish the validity of the no-slip boundary conditions
microscopic distances. We find that velocity in all cases
trapolates to zero at a point inside the location of the wa
This phenomenon has in the past been interpreted as m
scopic slip.17 However, in narrow pores the excluded volum
of the wall atoms becomes significant and one is no lon
justified in defining the walls in terms of the center-of-ma
of the innermost layer. Our results show that if one takes i
account the excluded volume of the wall atoms, the no-
boundary conditions are still obeyed in pore spaces of ju
few molecular diameters. The curvature of the velocity p
files close to the no-slip interface is found to differ depen
ing on the potential model chosen for the wall–fluid intera
tion; the presence of attractive forces results in the velo
profile becoming concave with respect to the ordinate.

Our calculated temperature profiles conform to the c
tinuum predictions of a fourth order polynomial in th
z-coordinate, at least within the present accuracy of
simulations. We do not find any evidence for a quadra
term, predicted from the modified form of Fourier’s Law12

and therefore conclude that the effects of any strain rate c
pling are insignificant for pore spaces of these dimensio
The large temperature jump in the vicinity of the walls o
served by Akhmatskayaet al.20 and Todd and Evans,13 is
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reproduced in our results, although only in cases where th
is no attractive component to the wall–fluid interction e
ergy. Lack of an attractive tail in this potential gives rise
poor thermal coupling between the fluid and the wall. T
thermal conductivity was calculated using Fourier’s Law a
was found to exhibit oscillations across the pore. These
cillations originate from oscillations in the heat flux profil
We find no evidence for singularities in the thermal condu
tivity, unlike the case for shear viscosity.

In summary then, our results confirm the breakdown
Navier–Stokes equations for fluids contained within co
fined spaces of the order of five or fewer molecular dia
eters. The observed break down occurs in a gradual way
may provide the basis for an attempt to extend hydrodyna
ics to lower wave vector regimes.
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