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Abstract. Satellite remote sensing is a convenient tool
for studying snow and glacier ice, allowing us to conduct
research over large and otherwise inaccessible areas.
This paper reviews various methods for measuring snow
and glacier ice properties with satellite remote sensing.
These methods have been improving with the use of new
satellite sensors, like the synthetic aperture radar (SAR)
during the last decade, leading to the development of
new and powerful methods, such as SAR interferometry
for glacier velocity, digital elevation model generation of
ice sheets, or snow cover mapping. Some methods still
try to overcome the limitations of present sensors, but

future satellites will have much increased capability, for
example, the ability to measure the whole optical spec-
trum or SAR sensors with multiple polarization or fre-
quencies. Among the methods presented are the satel-
lite-derived determination of surface albedo, snow
extent, snow volume, snow grain size, surface tempera-
ture, glacier facies, glacier velocities, glacier extent, and
ice sheet topography. In this review, emphasis is put on
the principles and theory of each satellite remote sensing
method. An extensive list of references, with an empha-
sis on studies from the 1990s, allows the reader to delve
into specific topics.

1. INTRODUCTION

There have been tremendous technological achieve-
ments in the twentieth century that enable scientists to
undertake research at virtually every spot on Earth. In
parallel, advances in space technology during the last
decades have provided us with a rapidly increasing num-
ber of satellite platforms that can be used to study
complex physical processes of the Earth-atmosphere sys-
tem. The development within this field concerns not only
the growing number of satellites but also the rapid
progression of sensor capabilities. In the future a major
challenge will be connected with combining various
sources of information gathered from space, i.e., data
assimilation, and to make use of this information in a
systematic, repetitive manner to monitor temporal and
spatial variability, for example, in climate-change re-
search.

In the field of glaciology, satellite remote sensing has
proven to be a particularly useful tool because areas of
interest are often inaccessible. Further, in many regions
at high latitudes, like the Greenland and Antarctic ice
sheets, it is only during parts of the year that effective
ground-based research can be carried out due to the
harsh climate environment and the lack of daylight.
Satellite remote sensing often permits real-time, year-
round, and long-term studies. Also, the large spatial

coverage of satellite remotely sensed data enables mon-
itoring and process studies over large areas. In this way,
satellite data help in understanding processes and telecon-
nections on the regional, continental, or even global scale,
for example, global satellite-derived maps of snow cover.
Such products are particularly important because they as-
sist interpretation and analysis concerning global change.

Also, on smaller scales, satellite remote sensing can
be a vital tool both for obtaining a basic understanding
of processes (e.g., glacier velocities from interferometry
products) and for monitoring programs (e.g., glacier
retreat for climate change detection). Monitoring or
routine measurements can also provide early warnings
(e.g., disintegration of ice shelves at the Antarctic Pen-
insula) or even surprises. One illustrative example of the
latter is the satellite-derived detection of a large iceberg
break-off from the Filchner-Ronne ice shelf in Antarc-
tica in October 1998: A German summer station, the
Filchner Station, happened to be located on this partic-
ular iceberg. On the basis of information from space, the
German Antarctic Program was able to take necessary
precautions before the upcoming Antarctic season.

Previous reviews on remote sensing of snow and gla-
cier ice have been done by Hall and Martinec [1985],
Foster et al. [1987], Rott [1987], Bernier [1987], and Mas-
som [1991]. For complementary information we also
want to refer to Bindschadler [1998] for satellite studies
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of ice sheets. A thorough overview on existing satellite
sensors is given by Massom [1995]. Building upon these
studies, this paper reviews various methods for measur-
ing snow and glacier ice properties with satellite remote
sensing. Emphasis is especially put on explaining the
principles and theory of each method. An extensive list
of references, with an emphasis on studies from the
1990s, allows the reader to delve into specific topics. We
have tried to identify the most important studies within
each field, but because of the large number of articles
published we are aware that our review cannot be com-
plete and that some work or topics may be missing. We
excluded, for example, ground studies and most studies
using airborne remote sensing.

2. REMOTE SENSING OF SNOW

Snow plays an important role in the Earth’s climate
system. A snow cover insulates the ground, and fresh
snow reflects up to 80% or more of the incoming solar
energy, which compares drastically with only 20% or less
for bare ground [Weller and Holmgren, 1974]. In Arctic
regions, such a change of reflectance can take place
within only a few days during spring snowmelt. The
global extent of snow therefore has great influence on
the Earth’s climate and biota. Extent and snow volume
in terms of depth and snow water equivalent (SWE) are
important for runoff assessment, water management,
and flood control. Fifty to ninety percent of the annual
precipitation and runoff in Arctic regions is from snow-
fall [McNamara et al., 1998; Winther and Hall, 1999]. The
study of albedo, snow grain size, and surface tempera-
ture is applicable not only to snow cover on land, but
also to snow cover on glaciers and ice sheets and can
therefore also be viewed as remote sensing of glaciers.
These properties are often also important input param-
eters for various models, such as surface runoff and
energy balance models.

2.1. Reflectance and Albedo

2.1.1. Reflectance characteristics and factors influ-
encing reflectance. The spectral region between 0.4
and 3 mm is called the reflective part of the spectrum,
because reflection is the predominant mechanism,
whereas emission predominates in the thermal infrared
region (3–100 mm). The measured property for wave-
lengths below 3 mm therefore is reflectance, being the
percentage of energy reflected at wavelength l. Reflec-
tance varies strongly with l (Figure 1), and the resulting
reflectance curve, i.e., reflectance versus l, is unique for
each surface type (Figure 2). This allows us to identify
various surface types and differentiate them from each
other. Albedo is then reflectance integrated over the
reflective part of the spectrum.

Present satellite sensors only measure reflectance for
a limited number of wavelength bands Dl. The Landsat
thematic mapper (TM), for example, has six bands be-
tween 0.4 and 3 mm and measures therefore only six
limited parts of the reflectance curve in Figure 1. The
sensor may thus be unable to differentiate surfaces hav-
ing similar reflectance in these wavelength bands. An
example is the difficult differentiation between snow and
clouds discussed below (see section 2.3.1). For albedo
determination the limited number of bands means a
discontinuous coverage of the spectrum. Thus additional
information is needed for wavelengths not covered by a
wavelength band (see section 2.1.2). The new generation
of satellite sensors, however, will eventually eliminate
these problems.

The Moderate-Resolution Imaging Spectroradiom-
eter (MODIS) and the Medium-Resolution Imaging
Spectrometer (MERIS) belong to a new class of satellite
sensors with greatly improved capabilities (Table 1).
These imaging spectrometers are able to record a con-
tinuous spectral range, in contrast to multispectral scan-
ners, as, for example, Landsat or Système Probatoire
Pour l’Observation de la Terre (SPOT), which only

Figure 1. Semi-infinite direct-beam albedo versus wavelength for several values of direct-beam zenith
angles. Reprinted from Wiscombe and Warren [1980] with permission from the American Meteorological
Society.
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record distinct, selected bands within a spectral region.
MERIS and MODIS will have 15 and 36 selected bands
in their spectral range, but future satellite sensors will
provide real continuous coverage and allow whole spec-
tral curves to be recorded. The Airborne Visible and
Infrared Imaging Spectrometer (AVIRIS), which is not
part of this review, is such an example. The Earth Ob-
server 1 (EO 1), launched in November 2000, has an
imaging spectrometer called Hyperion. Hyperion has
220 bands, giving continuous coverage between 400 and
2500 nm in 10-nm intervals. It will work, however, only
on an experimental basis.

Important studies on the reflective properties of snow
were done by Wiscombe and Warren [1980], Warren and
Wiscombe [1980], Warren [1982], and Zeng et al. [1984],
and a summary on factors influencing reflectance is
given by Foster et al. [1987], Winther and Hall [1999], and
Winther et al. [1999]. Impurities in the snow cover like
carbon soot, volcanic ash, and continental dust have a
strong effect on reflectance, but mostly in the visible
region (0.4–0.7 mm). Grain size affects reflectance
mostly in the near and middle infrared (0.7–3.0 mm),
leading to lower reflectance for larger grain sizes (Figure
3). Satellite bands in this region have therefore been
used for grain size determination [see, for example,
Dozier et al., 1981; Bourdelles and Fily, 1993; Fily et al.,
1997, 1999]. Liquid water content in the snowpack has
the effect of increasing the effective grain size and thus
of lowering the albedo. Model work by Choudhury and
Chang [1979], Wiscombe and Warren [1980], and Warren
[1982] furthermore concludes that snow reflectance is

independent of snow density. Observed density depen-
dence may therefore actually be a dependence on grain
size [Warren, 1982].

Reflectance of snow is anisotropic and dependent on
incidence and view angle. This dependence is described
by the bidirectional reflectance function (BDRF). Knap
and Reijmer [1998], for example, have examined the
BDRF for wavelengths equivalent to Landsat TM bands
2 and 4 and find errors of several percent when neglect-
ing the BDRF. However, most satellite-derived albedo
studies have generally not corrected for the anisotropic
reflectance behavior of snow. The effect of anisotropic
reflection increases as snow metamorphoses, for exam-
ple, with increasing grain size and surface melt-freeze
processes that sometimes produce a highly specular sur-
face (“firnspiegel”).

2.1.2. Measuring reflectance and albedo from sat-
ellite. The following method uses the Landsat the-
matic mapper (TM) and has been widely used for de-
termining albedo from space [Dozier, 1984, 1989; Hall et
al., 1989, 1990a, 1990b, 1992a; Winther, 1992; Winther
and Hall, 1999]. First, the raw digital numbers (DN) of
the image are converted to spectral radiance Ll, i.e.,
reflected energy. Ll for DN 5 0 and DN 5 255 is known
from satellite characteristics, and Ll for the remaining
digital numbers is calculated by linear interpolation
[Markham and Barker, 1986]. It follows that

at-satellite planetary reflectance rp

5
reflected energy Ll

incoming solar energy Es
. (1)

Ground reflectance deviates from rp due to gaseous
absorption and scattering by molecules and aerosols in
the atmosphere [Tanré et al., 1990]. Hall et al. [1989]
reported ground reflectance to be 5–17% higher than
Landsat at-satellite reflectance over the Forbindels gla-
cier in Greenland. In order to get ground reflectance,
at-satellite reflectance rp needs to be corrected for at-
mospheric effects with radiative transfer models (e.g.,
using the computer code by Tanré et al. [1990]).

The ground reflectance calculated so far is only the
narrowband reflectance of a particular spectral band of
wavelength Dl. Albedo, however, is defined as the re-
flectance integrated over the visible to infrared regions
of the spectrum (0.4–3 mm). Narrowband reflectance
rDl is the percentage of energy reflected in Dl. For the
same interval Dl, the incoming solar energy is EsDl. The
reflected energy is thus EsDlrDl. It follows that ¥

EsDlrDl is the integrated reflected energy and ¥ EsDl is
integrated incoming energy. Albedo a is thus

a 5 integrated reflectance

5
integrated reflected energy
integrated incoming energy 5

O
Dl

EsDlrDl

O
Dl

EsDl

.

(2)

Figure 2. Spectral reflectance curves for snow and ice in
different formation stages (modified from Zeng et al. [1984]).
Reprinted with permission from the International Association
of Hydrological Sciences.
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Here we encounter the problem that we need to
integrate over the whole spectrum. This will be possible
with imaging spectrometers, as discussed earlier. For
present sensors like Landsat, however, reflectance is
only known in the regions Dl covered by Landsat’s
spectral bands. To fill these gaps, Hall et al. [1989]
interpolated reflectances in the visible region, where
variation is low. Modeled values from Choudhury and
Chang [1979] have been used between 0.9 and 3 mm. It
is important to use the full spectrum for calculating
albedo since the reflectance of snow drops to very low
values in the shortwave infrared [Hall et al., 1989]. As-
suming that visible reflectance represents surface albedo
results in albedo values that are too high.

More accurately, albedo is hemispheric reflectance
integrated over all incidence angles. The satellite, how-
ever, measures only reflectance in the look direction,
assuming the reflectance for other incidence angles to be
the same as the measured reflectance. This method thus
is correct only for a surface that is 100% reflective and
diffuse (Lambertian reflector), reflecting incoming en-
ergy equally in any direction. However, in reality, snow
reflects anisotropically due to its bidirectional reflec-
tance characteristics described by the BDRF, as dis-
cussed above, and a specular, forward scattering compo-
nent increases with age of the snow (i.e., the snow grain
size) and low Sun angle [Wiscombe and Warren, 1980].
The method above therefore may overestimate or un-

derestimate albedo slightly due to this increased forward
scattering [Hall et al., 1989]. Hall et al. [1990b] find that
in situ and Landsat-derived albedo values correspond
within 6% in the Wrangell Mountains in Alaska.

An alternative method for converting narrowband
reflectance to albedo is to use an empirical relation
instead of using (2). These equations connect the values
of the narrowband reflectance of the different sensor
bands (rDl(1) and rDl(2), e.g., TM2 and TM4) to albedo
a with constants c1 through c4, as in the following
example taken from Knap et al. [1999]:

albedo a 5 c1rDl~1! 1 c2~rDl~1!!
2 1 c3~rDl~2!! 1 c4~rDl~2!!

2.

(3)

Knap et al. [1999] compare such weighting functions
with ground measurements on Morteratsch glacier, Swit-
zerland. These relations frequently give poor agreement
with ground measurements at places other than those
for which they were developed. Additionally, some of
these relations are only designed for specific surface
types, like snow, clean ice, or dirty ice, and require prior
classification.

The advanced very high resolution radiometer
(AVHRR) has also been used for determining snow
albedo. Use of the AVHRR, with its 1100-m resolution,
is acceptable for large ice sheets, like Greenland, where
large areas of similar snow conditions exist. On smaller
ice masses and over seasonally snow covered ground,
mixed pixels occur frequently, containing several surface
types within one pixel, which makes interpretation diffi-
cult.

The method for determining albedo with AVHRR is
principally the same as described for Landsat data.
Haefliger et al. [1993], Knap and Oerlemans [1996], and
Stroeve et al. [1997] calculate narrowband ground reflec-
tance on the Greenland ice sheet with AVHRR. Differ-
ences to ground measurements (overestimation or un-
derestimation) are generally between 2 and 14%. Both
Knap and Oerlemans [1996] and Stroeve et al. [1997] find
that errors due to atmospheric correction or anisotropic
reflection are too small to account for this deviation, and
all three studies assume sensor drift and inaccurate
calibration constants to be the main cause of error. Knap
and Oerlemans [1996] also calculate albedo from nar-
rowband reflectance using a weighting function given by
Li and Leighton [1992], comparable to (3). The differ-
ence compared with ground measurements here is ;8%.
Stroeve et al. [1997] conclude in their study that Li and
Leighton’s [1992] weighting function is insufficient for
calculating snow albedo because atmospheric correction
is applied after integrating at-satellite, narrowband re-
flectance. Calculating ground albedo from integrated
at-satellite reflectance assumes equal atmospheric atten-
uation for all wavelengths. Atmospheric attenuation,
however, varies with wavelength, and narrowband reflec-
tance needs to be atmospherically corrected before con-
version to integrated reflectance.

Figure 3. Spectral reflectance of snow from 0.4 to 2.5 mm as
a function of grain size [from Nolin and Dozier, 1993]. Note the
steep decrease in reflectance with increasing grain size in the
spectral region between 0.7 and 1.3 mm. Calculations were
made using a discrete-ordinate radiative transfer model. Re-
printed from Remote Sensing of the Environment with permis-
sion from Elsevier Science.
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2.2. Surface Temperature
Emission of radiation is the dominating effect in the

thermal infrared region (3–100 mm). Satellite sensors
have their thermal infrared bands located between 10.5
and 12.5 mm. In this region, atmospheric effects are
minimal. Additionally, even though infrared emission
varies with wavelength, the emissivity is close to 1.0 for
the wavelengths between 10.5 and 12.5 mm [Warren,
1982; Dozier and Warren, 1982]. Therefore the assump-
tion is generally made that the snow surface approxi-
mates a blackbody in this part of the spectrum. It ab-
sorbs incoming energy in this wavelength region and
radiates it according to surface temperature. Dozier and
Warren [1982] show that emissivity is dependent on
viewing angle and that neglecting to account for this fact
can lead to errors of up to 3 K.

Orheim and Lucchitta [1988] see surface patterns in
Antarctic snow in TM band 5 (1550–1750 nm) and TM
band 7 (2080–2350 nm) due to grain size dependence
that do not appear in the thermal infrared TM band 6.
This suggests that the emissivity is insensitive to snow-
pack parameters in TM band 6 (10.4–12.5 mm), which
also is shown by modeling [Wiscombe and Warren, 1980].
This wavelength region can thus be used for calculating
surface temperature. Salisbury et al. [1994], however,
find that emissivity does vary due to particle size, density,
and liquid water content in this wavelength region. This
departure from blackbody behavior can lead to errors.
Some examples of surface temperature determination
are given in the following:

Landsat TM band 6 has been used for surface tem-
perature calculation by Orheim and Lucchitta [1988],
Pattyn and Decleir [1993], and Winther [1993a]. Compar-
ison with ground measurements shows quite large devi-
ations, usually an overestimation or underestimation of
;108C. Inaccurate prelaunch and atmospheric effects
have been assumed to be the reasons. Both Orheim and
Lucchitta [1988] and Pattyn and Decleir [1993] conclude
that Landsat TM band 6 “faithfully” reproduced relative
temperature variations but not absolute temperature.

Key and Haefliger [1992] developed an algorithm for
surface temperature retrieval, it principally being a
weighting function comparable to (3) for albedo, which
relates brightness temperature from AVHRR bands 4
and 5 (10.3–11.3 mm and 11.5–12.5 mm) to surface
temperature. A short summary of the method is given by
Haefliger et al. [1993]. The accuracy has been determined
to be between 1 and 4 K [Key et al., 1997]. A refined
version, presented by Key et al. [1997] for AVHRR and
the Along Track Scanning Radiometer (ATSR), finds an
agreement with ground measurements between 0.3 and
2.1 K, where the larger errors are attributed to spatial
variation within the low-resolution pixel. Bamber and
Harris [1994] and Stroeve et al. [1996], using the dual-
angle view of ATSR, report an accuracy of better than
0.2 K for their algorithms. ATSR looks at the surface
both vertically and inclined in the forward direction,

which allows much improved atmospheric correction
with increased accuracy.

2.3. Snow Extent, Snow-Covered Area (SCA)

2.3.1. Small-scale mapping. An automated snow-
mapping algorithm was presented by Dozier [1989]. A
threshold in Landsat TM band 1 (450–520 nm) differ-
entiates snow and clouds from other surfaces, while a
threshold in TM band 5 (1550–1750 nm) differentiates
snow and clouds. As an additional requirement, the
normalized difference image between TM band 2 (520–
600 nm) and TM band 5 distinguishes snow from bright
soils, rocks, and clouds. Using this algorithm, a pixel is
identified as either snow-covered or non-snow-covered.
This introduces an error for mixed pixels. Spectral mix-
ture analysis has been used to overcome this problem
[Nolin et al., 1993; Rosenthal and Dozier, 1996]. The
spectrum of a single pixel, i.e., reflectance values plotted
against the wavelength or sensor band, is a mixture of
the spectra of the different surfaces contained within the
pixel. Spectral mixture analysis models the pixel spec-
trum with a least squares fit as a linear combination of
the different surface spectra that are present within the
pixel. The surface spectra are thus extracted, and the
fractional contribution of each surface spectrum to the
pixel spectrum is determined. Assuming that this frac-
tional contribution equals aerial fraction of that surface,
an image can now be displayed showing fractional snow
coverage of each pixel [Nolin et al., 1993].

Pixel reflectance usually needs to be corrected for
topographic effects with a digital elevation map (DEM)
when illumination varies due to slope, aspect, and
shaded areas. Spectral mixture analysis correctly identi-
fies surfaces without topographic correction if the spec-
tra for different illumination differ only in amplitude but
not in shape [Rosenthal and Dozier, 1996]. To allow
operational snow mapping, Rosenthal and Dozier [1996]
identify fractional snow cover in the Sierra Nevada with
spectral mixture analysis for only a few representative
regions. They then use a faster decision tree to identify
pixels with the same fractional snow cover on larger
areas. By testing against aerial photography and ground
data, Rosenthal and Dozier [1996] conclude that this
method gives results as accurate as, but faster and less
expensive than, snow mapping with high-resolution pho-
tography. However, this method has not yet been proven
to work in an automated way over large areas (e.g.,
globally), and present operational algorithms do not use
this method.

The occurrence of mixed pixels is a general problem
in snow mapping and makes a pixel’s assignment to a
particular surface type difficult. The larger the pixel size
is, the larger the likelihood is that a pixel contains
several surface types. Erroneous assignments of a single
pixel thus result in a larger aerial error for larger pixel
sizes. Figure 4 shows the same area mapped with Land-
sat TM (30-m pixel), AVHRR (1100-m pixel), and Spe-
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cial Sensor Microwave Imager (SSM/I) (25-km pixel).
Differences are obvious and due to scale as well as to
differences in methods. Errors in snow mapping due to
scale effects have not yet been reported in detail. Even
though the problem of mixed pixels is smaller for high-
resolution sensors like Landsat or synthetic aperture
radar (SAR), these sensors are not being used for reg-
ular, operational snow mapping. The reason is the low

temporal resolution, being at most two times per month
(see Tables 1 and 2), whereas sensors with lower reso-
lution provide daily images of the same area. A good
compromise is MODIS, described further below, with its
pixel size of 500 m and almost daily repeat time.

A general limitation for accurate snow mapping in the
visible part of the spectrum is the presence of cloud
cover, which can hinder mapping of snow for long peri-

Figure 4. North and South Dakota, United States. (left) Landsat thematic mapper (TM) derived snow map
acquired on February 7, 1998, using the Moderate-Resolution Imaging Spectroradiometer (MODIS) SNOW-
MAP algorithm. (middle) National Operational Hydrologic Remote Sensing Center (NOHRSC) snow map
acquired on February 7, 1998. (right) Special Sensor Microwave Imager (SSM/I) derived map from February
7–8, 1998, using the algorithm from Chang et al. [1987]. Each image is 185 km across. [After Hall et al., 2000].

TABLE 2. Comparison of Synthetic Aperture Radar and Passive Microwave Sensors

ASAR
(Envisat)

AMISAR (ERS-
1/ERS-2)

SAR
(RADARSAT) SAR (JERS 1)

SIR-C
(Space Shuttle)

X-SAR
(Space Shuttle)

SSM/I
(DMSP F8,

F10, F11–14)
SMMR

(Nimbus 7)

Band C C C L C, L X z z z z z z

Frequency, GHz 5.3 5.3 5.3 1.275 5.3/1.275 9.6 19.35, 22.235,
37.0, 85.5

6.6, 10.7,
18.0, 21.0,
37.0

Polarization HH/VV VV HH HH HH, VV, HV,
VH

VV V (all),
H (not 22.2)

V, H

Resolution, m ,30/150/1000 ,30 8–100 18 25 10–25 .25,000 .25,000
Repeat, days 35 35 24 44 N/A N/A ,1 ,6
Incidence angle 148–458 208–268 108–608 378–438 208–558 158–558 53.18 50.38
Image size, km 100 3 100 100 3 100 50 3 50 to 75 3 80 100 3 62.5 100 3 62.5 z z z z z z

400 3 400 500 3 500 50 3 31.2
Swath, km 60–100 100 45–500 75 10–100 50/100 1400 780

400
Coverage up to 87.58N,

79.88S
up to 84.58 up to 908 up to 85.58 up to 608

(selected
areas)

up to 608
(selected
areas)

up to 908 up to 858

Mission launch June
2001

since
July 17, 1991/
since April 20,
1995

since Nov. 4,
1995

Feb. 11, 1992 April and
Oct. 1994;
Sept. 1999

April and
Oct. 1994;
Sept. 1999

since
July 1987

Oct. 1978 to
Aug. 1987

Altitude, km 799.8 785 798 568 222 222 830 955
Inclination 98.558 97.58 98.78 97.78 578 578 98.88 99.18

Satellite is given below sensor, in parens.
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ods of time, thus lowering the temporal resolution of
optical sensors even further. On partly cloudy images it
can be impossible to distinguish snow from clouds, since
both have a similar reflectance up to 1100 nm [Massom,
1991]. Between 1.55 and 1.75 mm, however, snow reflec-
tance drops to almost zero, while reflectance of most
clouds remains high. Thus a spectral band in this region
(e.g., Landsat TM band 5 for small-scale mapping,
MODIS band 6 and AVHRR-3 band 3a for medium-
scale mapping) allows snow/cloud discrimination, de-
tecting cirrus, stratus, and cumulus clouds. Thin cirrus
clouds, however, are often not discriminated from snow
with this method [Hall et al., 1995a].

SAR presently allows only limited snow mapping.
Like passive microwave remote sensing, discussed be-
low, SAR enables mapping through cloud cover. Being
an active sensor, the resolution is about 3 orders of
magnitude higher than with passive microwave sensing
(tens of meters versus tens of kilometers). The interpre-
tation of the recorded backscatter s, however, is more
complicated. At SAR wavelengths the radar penetration
depth is of the order of 20 m for cold and dry snow [Rott
and Nagler, 1994], the major scattering source being the
snow-ground interface. This makes it hardly possible to
separate dry snow from bare ground, at least with single-
polarization, single-frequency SAR [Rott and Nagler,
1994; Koskinen et al., 1997]. Just a small amount of liquid
water, however, reduces the penetration depth to a few
centimeters, making surface scattering more dominant
than volume scattering. Rott and Nagler [1993] find a
penetration depth of 13.8 cm for 1% liquid water con-
tent and 4.9 cm for 3% (compared with 20 m for dry
snow). It is therefore possible to map wet snow cover.
However, wet snow and wet soil [Haefner et al., 1994] or
wet snow and smooth surfaces [Shi and Dozier, 1997] can
still be indistinguishable. Guneriussen [1998] find that
snow and bare ground on Kongsfjellet, Norway, can be
better discriminated at high incidence angles.
RADARSAT and Envisat advanced SAR (ASAR), hav-
ing higher incidence angles than ERS SAR, are there-
fore expected to give better results.

Very accurate radiometric and geometric corrections
are necessary when using a single SAR image, requiring
high-resolution DEMs [Guneriussen et al., 1996]. Rott
and Nagler [1994] use multitemporal images and deter-
mine the existence of wet snow in the Austrian Alps by
comparing the image that is mapped (smap) with a
reference image (sref) containing no snow or only dry
snow. This relaxes the need to correct for incidence
angle variations because relative values are used and
repeat orbits are accurate. Wet snow is present in their
study when smap divided by sref is less than 0.9. Quali-
tative assessment indicates good accuracy. A similar
approach is used by Baghdadi et al. [1997] for a study
area in southeastern Québec, Canada. Wet snow is
present when smap minus sref is less than or equal to 23
dB and smap is between 218 and 211 dB. Applying this
mapping algorithm to a totally snow free image, they

find that less than 3% of no-snow pixels are incorrectly
mapped as wet snow.

For a test site in northern Finland, Koskinen et al.
[1997] are able to determine the relative fraction of
snow-free ground within a pixel by comparing a SAR
image to an image right before and after the melt sea-
son. Qualitative assessment gives good agreement with
other observations.

Shi et al. [1994] find 80% agreement between wet
snow cover derived from Landsat TM and C-band sin-
gle-polarization SAR (airborne) in the Ötztal Alps in
Austria. Using texture information, i.e., the standard
deviation of the backscatter in a 9 3 9 pixel area,
increases accuracy. The accuracy also increases using
multipolarization SAR. This suggests improved mapping
capability with the multipolarization ASAR sensor to be
launched on Envisat in June 2001. Shi et al. [1997] use
spaceborne imaging radar-C/X-band synthetic aperture
radar (SIR-C/X-SAR), which was flown on the space
shuttle in 1994. Using this multipolarization and multi-
frequency SAR, they are able to distinguish dry snow
from other surfaces at an alpine site in the Sierra Ne-
vada. This shows a high potential once such sensors are
available in space. A further promising approach is the
use of interferometric techniques (see also section
3.2.2), using the phase of the SAR signal in addition to
backscatter [Shi et al., 1997; Strozzi et al., 1999]. A
coherence image shows the correlation of the phase
between two SAR images and thus changes with time.
Using coherence images, Shi et al. [1997] mapped dry
and wet snow with an accuracy of better than 86%
compared with a Landsat TM derived map.

2.3.2. Medium-scale mapping. The National Op-
erational Hydrologic Remote Sensing Center (NOHRSC)
publishes weekly snow charts with 1.1-km resolution for
North America (Figure 4). These maps are available
online at http://www.nohrsc.nws.gov/. Snow cover is
mapped from AVHRR utilizing multiple channels (http://
www.nohrsc.nws.gov/html/papers/theta/theta.htm). Each
pixel represents a vector, the vector components being
the digital numbers of the spectral bands. The angle
between this vector and a reference vector is calculated
and viewed as a value in an image. Similar areas cluster
at a specific angle, which allows discrimination of snow-
covered areas. AVHRR bands 3, 4, and 5 are used for
snow-cloud separation, while AVHRR bands 1–4 are
used to determine the extent of snow and clouds. Thus
two thresholds have to be set manually by the analyst.
There are no comprehensive studies examining the ac-
curacy of the NOHRSC snow maps. This is a general
problem for all snow-mapping algorithms. Accuracy de-
termination would require reliable ground truth maps,
which do not exist, especially for larger-scale and hemi-
spheric snow maps.

In Norway the Norwegian Water Resources and En-
ergy Directorate (NVE) produces snow maps from
AVHRR using an algorithm developed by Andersen
[1982]. AVHRR bands 3, 4, and 5 are used for snow/
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cloud discrimination, while AVHRR band 2 is used for
snow mapping. The value distribution is viewed in a
histogram, and an upper limit for 100% snow cover is set
from glacier or snow-covered areas, while the lower limit
of 0% snow cover is set from water or land areas. Then
the percentage of snow cover is interpolated linearly
[Schjødt-Osmo and Engeset, 1997]. The Tromsø Satellite
Station also provides snow maps of Norway based on
Andersen’s [1982] algorithm. This is a simple and robust
algorithm, which can be easily applied to the satellite
images. As with the previous algorithm, however, accu-
racy determination is poor.

An algorithm, called SNOWMAP, has been devel-
oped for the MODIS sensor using the corresponding
Landsat TM bands. On MODIS this algorithm will allow
mapping of global snow cover automatically at a 500-m
scale [Hall et al., 1995a]. Maps can be created daily,
cloud cover permitting. SNOWMAP is a straightforward
algorithm with good results and is easier to implement
than many of the other algorithms presented. Its big
advantage will be the daily coverage while still providing
maps at a 500-m scale. SNOWMAP is based on the
normalized difference snow index (NDSI), which is cal-
culated with at-satellite reflectance values rather than
with raw, digital numbers:

NDSI 5
MODIS band 4 2 MODIS band 6
MODIS band 4 1 MODIS band 6 . (4)

The NDSI has been used previously by Kyle et al.
[1978], Bunting and d’Entremont [1982], and Dozier
[1989]. Since snow reflects more energy in the visible
part than in the midinfrared, this ratio enhances the
contrast between snow and bare ground. Additionally,
the reflectance of clouds remains high in MODIS band
6 (1628–1652 nm). Thus the NDSI allows us to discrim-
inate some clouds and snow. Snow is mapped for pixels
with an NDSI greater than 0.4 [Hall et al., 1995a; Dozier,
1989]. Since water bodies may have similar NSDI values,
an additional requirement is introduced; the reflectance
has to be larger than 11% in MODIS band 2 (841–876
nm) in order to be mapped as snow.

Comparing the SNOWMAP algorithm with an exist-
ing, validated snow map, Hall et al. [1995a] conclude that
SNOWMAP is 98% accurate in identifying pixels that
have more than 60% snow cover. Mixed pixels with less
than 60% snow cover are mapped as bare ground. Errors
are greater in forested areas, where vegetation masks the
snow cover. Klein et al. [1998] therefore add an addi-
tional requirement, combining the NDSI with the nor-
malized difference vegetation index (NDVI). If the
NDVI identifies a pixel as a forested pixel, snow cover is
assumed also for NDSI values lower than 0.4. In order to
avoid mapping dark targets as snow with this method,
the MODIS band 4 (545–565 nm) reflectance has to be
larger than 10% in forested pixels. Applying this method
results in a significant improvement in snow cover map-
ping relative to the original algorithm. A further error is

introduced due to the underestimation of snow cover in
mountainous areas. Since the satellite looks at sloped
surfaces with an angle, the pixel area is much smaller
than the real area. Hall et al. [1995b] use a DEM with the
SNOWMAP algorithm to adjust for this effect in Glacier
National Park, Montana. The pixel area is corrected to
real area using a correction factor, depending on topo-
graphic relief. Without this correction the snow cover
would be underestimated considerably in high-relief ar-
eas [Hall et al., 1995b]. This correction, however, is not
presently implemented in the SNOWMAP algorithm.

2.3.3. Large-scale mapping. Between November
1966 and May 1999 the National Oceanic and Atmo-
spheric Administration/National Environmental Satel-
lite Data and Information Service (NOAA/NESDIS)
provided weekly, large-scale snow cover maps of the
Northern Hemisphere [Robinson, 1993], providing a
valuable climatic record. The presence of snow was
determined by visual analysis of the AVHRR images
from the previous 7 days, using the most recent clear
view of the surface. The observation is therefore biased
toward the end of the week [Basist et al., 1996]. If a
particular region was cloud-covered for the entire week,
the analyst used the previous week’s snow cover [Basist
et al., 1996]. A cell was marked as snow-covered when
50% or more was snow-covered [Robinson et al., 1993],
while forests were assumed to be snow-covered if the
surrounding areas were snow-covered [Hall et al.,
1995a]. The resolution was approximately 190 km [Basist
et al., 1996]. Between 1972 and 1991 the highest snow
extent was in January, being on average 46.6 3 106 km2,
while the lowest extent was in August, with 3.9 3 106

km2 [Robinson, 1993]. Some inconsistencies in area cal-
culation due to different land masks before and after
1981 were identified by Robinson [1993].

Since February 1997, NESDIS produces a daily,
Northern Hemispheric snow and ice chart instead on an
improved 25-km scale (the NESDIS Interactive Multi-
sensor Snow and Ice Mapping System (IMS)). Since
June 1999, these snow maps (Figure 5) replace com-
pletely the previous AVHRR-based maps. The 15-
month period, in which both maps were produced, was
used to analyze differences between the two products, to
provide a seamless transition between both products,
and to ensure integrity of the long time series of data
[Ramsay, 1998]. The new product, available at http://
www.ssd.noaa.gov/, is based on imagery from various
polar-orbiting and geostationary satellites as well as
from snow maps from the Special Sensor Microwave
Imager (SSM/I), which are discussed below, and surface
information. A description of the IMS system is given by
Ramsay [1998]. The absolute accuracy of the NESDIS
snow maps for both algorithms presented above is un-
certain, since the true snow extent is not known. How-
ever, using the same method over such a long time
period (since 1966) reveals trends in snow extent. Rob-
inson et al. [1993] report that monthly snow cover be-
tween 1972 and 1991 has been below normal since 1987
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and that 1978 had the most snow (27.3 3 106 km2) while
1990 had the least snow (27.3 3 106 km2). The MODIS
snow maps described above will be an advancement to
the NOAA maps, since they will provide global snow
maps on a much improved scale (500 m).

Passive microwave remote sensing allows snow map-
ping under cloudy skies because microwaves penetrate
nonprecipitating clouds. The intensity of the radiation in
the microwave part is, however, so low that the resolu-
tion of passive microwave sensors is of the order of tens
of kilometers (15–25 km). Snow is identified by the
attenuation of the known level of ground-emitted micro-
wave radiation by the overlying snow cover due to vol-
ume scattering in the snowpack. Shallow or wet snow
cover is difficult to identify. Shallow snow hardly atten-
uates the radiation, and regarding wet snow, only a small
amount of liquid water (1%) causes surface scattering to
dominate over volume scattering [Bernier, 1987; Mätzler
and Hüppi, 1989]. This causes brightness temperatures
to be higher, thus causing wet-snow pixels to be identi-
fied as snow-free [Walker and Goodison, 1993]. During
times of snowmelt this can lead to apparent disappear-
ance and reappearance of snow cover on successive
satellite passes due to changing wetness conditions (Fig-
ure 6) [Walker and Goodison, 1993]. On ice sheets with-
out bare ground, like Greenland, this brightness temper-

ature increase can be used for mapping areas of
snowmelt [Mote et al., 1993; Abdalati and Steffen, 1997].

NESDIS produces daily snow charts for the Northern
Hemisphere from SSM/I, which are averaged into
weekly snow products. A description of the algorithm is
given by Grody and Basist [1996]. Snow cover is identi-
fied when the brightness temperature in the 19-GHz
channel is higher than in the 37-GHz channel (or higher
in the 22-GHz channel compared with the 85-GHz chan-
nel). The passive microwave algorithm has been adjusted
to agree as best as possible with the AVHRR-derived
hemispheric snow cover maps described above in order to
preserve the continuity of this long time series [Basist et al.,
1996]. The daily SSM/I maps record transient snow cover
that is not included in the weekly AVHRR maps and are
not negatively influenced by persistent cloud cover.
Snow in forested areas is underestimated by SSM/I.
Snow cover in spring and summer is also underestimated
in comparison with the AVHRR maps, because SSM/I
has difficulties in observing melting snow. These differ-
ences between the AVHRR and SSM/I derived maps
are discussed in more detail by Basist et al. [1996].

There also exist monthly snow cover charts of the
Northern Hemisphere between 1978 and 1987 from the
scanning multichannel microwave radiometer (SMMR)
sensor [Chang et al., 1990]. Robinson [1993] compares

Figure 5. The National Environmental Satellite Data and Information Service (NESDIS) daily Northern
Hemisphere snow and ice chart for Tuesday, November 7, 2000. These maps are produced using the
Interactive Multisensor Snow and Ice Mapping System (IMS), which is operational since June 1999. Reprinted
with permission from the Satellite Service Division (SSD) of NESDIS.
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the differences between the SMMR and the AVHRR
maps. Similarly to Basist et al. [1996] above, he finds that
the SMMR maps underestimate snow cover, most likely
because they do not recognize wet and shallow snow
cover correctly. The differences are biggest in summer
and fall, being just 20–40% of the visible AVHRR
estimates in summer compared with 40–70% in fall and
80–90% in winter.

2.4. Snow Depth and Snow Water Equivalent (SWE)
Only the microwave region allows direct mapping of

snow volume, because only in these wavelengths is there
penetration through the snowpack. In the visible region,
additional information is needed. Cline et al. [1998], for
example, combine a snow depletion model with Landsat
data to derive snow depth. The NOHRSC AVHRR
snow maps, described earlier, are labeled by elevation,
i.e., mapped by elevation zone. Thus approximate SWE
maps are available using a simple linear relation of SWE
versus elevation.

Multipolarization SAR, like the future ASAR or
RADARSAT 2 sensors, may allow direct snow depth
estimation. On the basis of model SAR simulation for
snow conditions in the Sierra Nevada, Shi et al. [1990]
find a relationship between snow depth and the ratio and
also the difference of the vertically and horizontally
polarized SAR signal. There have not been any further
studies, however, examining this relation. A new method
for estimating SWE of dry snow cover with interfero-
metric techniques has just been presented by Gunerius-
sen et al. [2000]. SAR sensors also record the phase of
the wave signal. Even though the SAR backscatter is
unaffected by dry snow, as discussed above, the radar
wave will be refracted in the snow cover. Changes be-
tween two SAR images in time can therefore be seen as
a change in phase, and Guneriussen et al. [2000] present
a relation between this phase change and SWE, which
they find supported by observations in the Heimdalen
area of Norway. More studies testing this method
against ground truth are needed. If successful, this
method will provide a direct high-resolution SWE mea-
surement from satellite, unaffected by cloud cover. One
limitation of using SAR, however, is the low temporal
resolution, generally covering one area not more than
two times per month.

On a much larger scale, passive microwave remote
sensing has been used to map snow depth or SWE. The
low resolution (;25 km) is good for daily, hemispherical
snow mass observations. The microwave radiation stems
from emission from the snow itself and from emission
from the ground. This upwelling radiation is scattered by
the snow grains in the snow such that the radiation is
attenuated for a deeper snow cover. The deeper the
snow cover is, the less radiation comes through, and
lower brightness temperature is detected. Therefore an
inverse relationship between snow depth and brightness
temperature exists, implemented in algorithms by using
the brightness temperature difference between the 18-
and 37-GHz bands [Chang et al., 1987; Goodison and
Walker, 1995]. The agreement between satellite-derived
snow depth and individual ground measurements is
quite poor, as found by Tait and Armstrong [1996] com-
paring the algorithm by Chang et al. [1987] with ground
data from the former Soviet Union. This, however, is
also an effect of scale, assuming single measurements to
be representative for a 25- 3 25-km pixel. Goodison and
Walker [1995], for their algorithm, find that areally av-
eraged SWE values are within 10–20 mm of satellite-
derived values. This is very good, given the poor agree-
ment with point measurements.

Several effects cause the relation between brightness
temperature and snow depth to break down, thus caus-
ing error. The scattering influence of the snow grains
saturates at snow depths greater than 50–100 cm.
Brightness temperature therefore no longer changes
with depth for deep snow cover, leading to an underes-
timation of snow depth in some areas in winter and early
spring [Tait and Armstrong, 1996]. Shallow snow cover

Figure 6. Canadian prairie snow cover derived from SSM/I
for (a) February 24, 1988, and (b) February 25, 1988, showing
snow (darker shading) and snow-free areas (white) [from
Walker and Goodison, 1993]. Solid and lighter shaded areas are
not mapped for snow. Air temperatures (8C) at synoptic sta-
tions at the time of the SSM/I orbit are plotted. The snow
boundary extracted from Figure 5 (in Figure 6a) defines the
area where the snow has “disappeared” due to possible wet
snow conditions. Reprinted from the Annals of Glaciology with
permission of the International Glaciological Society.
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hardly attenuates the microwave, and wet snow, as men-
tioned above, is not distinguished from bare ground and
does not give volume scattering necessary for snow vol-
ume determination. A wet-snow indicator based on the
polarization difference in the 37-GHz band distinguishes
wet snow from ground [Walker and Goodison, 1993].
This allows more accurate estimation of snow extent, but
not estimation of SWE for wet-snow areas.

Additionally, the brightness temperature depends not
only on snow depth, but to a large extent also on grain
size, since for the same snow depth larger snow grains
increase volume scattering and thus decrease brightness
temperature. This is seen in the results from Hall et al.
[1986] and Chang et al. [1987], where larger depth hoar
crystals in Alaska give a lower brightness temperature,
leading to an overestimation of snow depth. Since algo-
rithms have successfully related snow depth to bright-
ness temperature without considering grain size, it has
been assumed that for a given region there is a relation
between snow depth and grain size [Armstrong et al.,
1993]. Another source of error stems from green forest
cover above the snow-covered ground, which emits ra-
diation itself, leading to increased brightness tempera-
tures and an underestimation of snow depth. As a con-
sequence, Tait [1998] developed a relation for different
landscape types, considering areas of large grain size,
areas of snowmelt, vegetated areas, and mountainous
areas. Foster et al. [1997] adjusted the algorithm of
Chang et al. [1987] for different continental areas, which
considerably increased the agreement with snow-depth
maps created by the U.S. Air Force from ground data. In
this study the algorithm by Chang et al. [1987] underes-
timated snow mass by up to 60% compared with ground
measurements. For the same year and the same area, the
algorithm by Foster et al. [1997] underestimated snow
mass generally by less than 30%.

3. REMOTE SENSING OF GLACIERS AND ICE
SHEETS

Glaciers have for a long time been recognized as sensi-
tive indicators of climate change. Their importance to
climate research is especially significant, because they con-
tain a considerable part of the world’s fresh water and
therefore contribute to sea level change. The most obvious
indicator is the advance or retreat of front position, which
is caused by changes in glacier mass balance. The response
time to such changes, however, is highly variable, depend-
ing on both direct climate forcing and individual physical
conditions such as glacier size, topography, and ice tem-
perature [Paterson, 1994]. The equilibrium line position is
more directly affected by annual perturbations and is there-
fore a very important part of glacier studies.

In addition to direct observations of glacier front
positions, other aspects of glaciers also provide insight to
our understanding of the driving mechanisms behind
their behavior. For example, information about ice ve-

locity, temperature, and glacier facies is a valuable ad-
dition to our understanding of glaciers and ice sheets.
Complementary information on remote sensing of ice
sheets is given by Bindschadler [1998]. The following
sections will provide an update on this topic, which is
especially evident in the section on glacier facies and
equilibrium line detection, as well as in our additional
coverage of studies on small glaciers. In comparison, our
emphasis is more on the principles behind each method
(e.g., SAR interferometry).

3.1. Glacier Facies and Equilibrium Line
In its simplest form, a glacier can be divided into an

area that gains mass, the accumulation area, and an area
that loses mass, the ablation area. Accumulation and
ablation areas are separated by the equilibrium line,
where the net balance is zero. Changes in the equilib-
rium line’s position give important information on the
glacier’s status. Accumulation and ablation areas can be
further divided into glacier facies, these being distinct
zones with distinct characteristics in the surface layers of
a glacier. A short description of glacier facies can be
seen in Figure 7 and later in this section. Detailed
information on glacier facies is given by Paterson [1994]
and Benson [1996].

Satellite imagery can identify several distinct zones on
a glacier. However, these zones develop and change
location in time and are therefore not always identical
with glacier facies. The term radar zone has been sug-
gested for these variable zones on SAR imagery [Smith
et al., 1997; Forster et al., 1996], but the situation is the
same for visible imagery. In most studies, insufficient
ground data make interpretation of the observed zones
difficult, and the question remains on how much these
zones match the actual glacier facies.

Visible imagery taken at the end of the ablation
season may allow determination of accumulation and
ablation areas [e.g., Hall et al., 1987; Rott and Markl,
1989; Williams et al., 1991; Parrot et al., 1993]. Williams et
al. [1991] identify three distinguishable zones on Landsat
images of Icelandic glaciers, which they name snow
facies, ice facies, and slush zone. The slush zone is more
a transition zone of wet snow, while snow and ice facies
appear as distinct peaks in the distribution of reflectance
values. Hall et al. [1987] find the same three zones on
glaciers in the Grossglockner glacier group and believe
that the slush zone represents some or all of the wet-
snow facies. Parrot et al. [1993] study a glacier on Sval-
bard with SPOT images. They correct albedo for topo-
graphic effects and adjust for pixels in shadowed areas
with the help of a DEM. Thus they find the snow line,
which they assume to be within 40 m of altitude to the
equilibrium line due to the superimposed ice facies
separating these two lines. Studying the same glacier,
Winther [1993b] also finds that these two areas have
distinct reflectance values.

Fresh snowfall may obscure the facies and produce
erroneous results [Hall et al., 1987]. Williams et al. [1991]

12 ● König et al.: MEASURING SNOW AND GLACIER ICE 39, 1 / REVIEWS OF GEOPHYSICS



cite an example where early snowfall down to lower
elevations masked the real late-summer snow line. De-
bris may improve snow line detection by enhancing the
contrast between accumulation and ablation areas, but it
also can make it impossible to distinguish glacier ice
from moraine. Both Williams et al. [1991] and Hall et al.
[1987] find TM band 4 (800–1110 nm) the most useful
for analysis because it is sensitive to grain size. They use
the TM4/TM5 ratio for their studies, which also im-
proves the contrast between glacier and terrain.

Visible imagery cannot separate percolation facies
from the wet-snow facies [Williams et al., 1991]. This
transition is defined by water percolating into the previ-
ous year’s layers, as such having no surface manifesta-
tion. The dry-snow facies may be discernible from the
wet-snow facies, but it actually depends also on obser-
vations below the snow surface, i.e., the presence or
absence of slightly wet snow in deeper layers.

Most studies for detection of equilibrium line and
glacier facies have been done with SAR rather than with
visible imagery. Glacier studies using SAR are best done
with winter images, when no melting snow overlies the
characteristic backscatter of a particular zone. The dry
winter snow cover is invisible to the SAR, and the
end-of-summer situation is normally preserved. This
gives a much larger time window for image acquisition,
while the narrow end-of-summer window for acquisition
of visible imagery is easily affected by changing surface
conditions (e.g., fresh snow) or cloud cover.

Studies on smaller glaciers usually find a distinct

boundary on the SAR images, which often was inter-
preted to be the equilibrium line [e.g., Hall et al., 1995c;
Engeset and Weydahl, 1998]. However, most of these
studies lack ground observations, and there has been
doubt recently that these studies indeed have identified
the equilibrium line. Some believe they have instead
identified the firn line. The firn line is created by old
snow layers from several previous years of snow accu-
mulation and is the dividing line between these old
layers and the bare ice zone. The present year’s accu-
mulated snow lies on top of this old stratigraphy, and the
equilibrium line may therefore be obscured by the old
firn, since snow and firn look similar on SAR images.
This is seen by Hall et al. [2000] for Hofsjökull, Iceland.

A good example of this situation can be found on
Kongsvegen glacier on Svalbard. Engeset and Weydahl
[1998] studied Kongsvegen using an ERS SAR image
and found excellent agreement between equilibrium-line
altitude and an observed boundary on the SAR image
(Figure 8). Engeset [2000], however, studied an 8-year
time series of SAR images from the same glacier and
found that this apparent agreement has been accidental.
The observed boundary occupied the same position year
after year, and Engeset [2000] conclude that this line
represents the average firn-line altitude. Similarly, M.
König et al. (Equilibrium and firn-line detection on
Austre Okstindbreen, Norway, with airborne multipolar-
ization SAR, submitted to Journal of Glaciology, 2000;
hereinafter referred to as submitted manuscript, 2000)
present field observations and photographic evidence for

Figure 7. Generalized cross section of glacier facies [from Benson, 1996]. Negligible melt occurs in the
dry-snow facies. Some melting occurs in the percolation facies, forming ice lenses when it refreezes. The entire
year’s accumulation is raised to the melting point and wetted in the wet-snow facies, and some meltwater may
percolate into previous year’s layers. Extensive melting occurs in the superimposed-ice facies, and a contin-
uous mass of ice is formed. The bare-ice facies represents the ablation area. Reprinted with permission from
the Cold Regions Research and Engineering Laboratory (CRREL).
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Austre Okstindbreen, Norway, showing that SAR im-
ages show the firn line rather than the equilibrium line.
Monitoring the firn line, which appears to be easily
detectable on SAR images due to strong difference in
backscatter between ice and firn, will still be a valuable
source of information. The firn line itself is not affected
by yearly variations in equilibrium-line altitude; a per-
manent change, however, in the average equilibrium-
line altitude will eventually result in a change in firn-line
altitude. The firn line therefore seems to smooth out
short-term variations and to show trends of larger time-
scales. Eventually, this may call for the development of
correlation factors between firn-line altitude (FLA) and
mass balance in contrast to today’s use of equilibrium-
line altitude (ELA) in order to use SAR for routine mass
balance monitoring (M. König et al., submitted manu-
script, 2000). The connection between firn-line altitude
and mass balance, however, needs further investigation.

On large ice sheets it appears to be possible to detect
not only the firn line, but also different glacier facies. A
concise overview of glacier facies as seen with SAR
imagery is given by Fahnestock et al. [1993]. Partington
[1998] uses multitemporal images, acquired at different
seasons, to define a signature for each facies for Green-
land and Alaskan glaciers. A study with airborne, mul-
tifrequency multipolarization SAR on Greenland has
been done by Jezek et al. [1993]. Temporal evolution of
backscatter zones during summer was examined by Rees
et al. [1995] for the Austfonna ice cap in Svalbard and by
Smith et al. [1997] for the Stikine ice field in British
Columbia. Observations made with C-band SAR were
interpreted as follows for the different facies:

3.1.1. Dry-snow facies. A dry-snow facies is
found only in Greenland and Antarctica and on some

glaciers in Alaska and Svalbard at high elevations. The
absence of any surface melt and the consequently small
snow grain size cause little volume scattering and thus a
low backscatter value [Fahnestock et al., 1993]. This is
found in all seasons [Partington, 1998]. Backscatter vari-
ations and some areas of higher backscatter within the
dry-snow facies may be related to grain size variations,
specifically large depth-hoar crystals forming due to
strong temperature gradients in areas of lower accumu-
lation [Partington, 1998].

3.1.2. Percolation facies. Ice lenses in the snow
cover due to occasional melt cause a very high backscat-
ter [Bindschadler and Vornberger, 1992; Fahnestock et al.,
1993] during the winter months. However, during the
melt season, the surface of the percolation facies be-
comes wet and the backscatter drops to very low values.

3.1.3. Wet-snow facies. Fahnestock et al. [1993]
observe a narrow zone of intermediate brightness due to
snowmelt in Greenland. Bindschadler and Vornberger
[1992], also studying Greenland, see a distinct boundary
at the percolation facies, the wet-snow facies being a
bright area with dark patches (slush around surface
lakes). Partington [1998] sees three zones within the
percolation and wet-snow facies. At high elevations a
high backscatter is found in all seasons because hardly
any melt is present. In middle elevations the backscatter
is high in winter and spring but low in late summer due
to surface melt. In low elevations, backscatter is high in
winter but low in spring and summer due to surface melt.

3.1.4. Superimposed-ice facies. On temperate
glaciers the late-summer snow line is nearly coincident
with the equilibrium line. On some glaciers, however, a
zone of superimposed ice separates the equilibrium line
from the snow line. This superimposed-ice facies has not

Figure 8. ERS-1 synthetic aperture radar (SAR) image from January 19, 1994, covering Kongsvegen glacier
[from Engeset and Weydahl, 1998]. The boundary between the lighter and darker shaded areas to the left is the
boundary, which first was assumed to be the equilibrium line, but is in fact the firn line (see text). The
equilibrium lines estimated from stake measurements from 1991–1992 and 1992–1993 are superimposed and
extrapolated along isoelevation. The circles mark intersections with mass balance measurement profiles. SAR
image data were provided by the European Space Agency. Reprinted with permission from the Institute of
Electrical and Electronics Engineers (q 1998 IEEE).
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yet been identified with SAR images. Bindschadler and
Vornberger [1992] consider it virtually impossible to de-
tect this facies since both bare-ice facies and superim-
posed-ice facies consist of bare ice. Marshall et al. [1995],
however, report to have detected the superimposed-ice
facies on Ayerbreen, Svalbard, due to marked differences
in surface roughness of bare and superimposed ice.

3.1.5. Bare-ice facies. According to Bindschadler
and Vornberger [1992] and Fahnestock et al. [1993], the
smooth ice surface, being a specular reflector, causes a
lower backscatter than the wet-snow facies in winter. In
summer, however, the backscatter of the bare-ice facies
appears higher due to the presence of melt and low
backscatter in the wet-snow facies. Partington [1998]
similarly finds a higher backscatter in September than in
June and December from the bare-ice facies. In contrast
to the above, he sees ice as a strong scatterer, for which
the high backscatter is attenuated in winter by overlying
snow. Both statements seem to be valid. Backscatter
differences in the wet-snow facies between wet summer
and dry winter conditions are strong. Also, the bare-ice
surface can have a rough or smooth surface structure in
different years, resulting in different backscatter. For
example, rain on the surface followed by cold weather
results in a smoother ice surface, while rain on the
surface followed by snowfall results in a rougher surface
(J.-O. Hagen, personal communication, 2000). Further-
more, refrozen meltwater originating from the winter’s
first snowfall can fill surface irregularities and make a
rough glacier-ice surface appear smooth in winter. Cre-
vasses in the bare-ice facies undoubtedly appear as
bright areas [Fahnestock et al., 1993; Engeset and Wey-
dahl, 1998]. The boundary between the bare-ice facies
and the wet-snow facies is distinct, which allows the
determination of the snow line [Bindschadler and Vorn-
berger, 1992; Fahnestock et al., 1993; Hall et al., 1995c;
Engeset and Weydahl, 1998].

3.1.6. Nonglacierized areas. It is often difficult to
discriminate glacier ice from the surrounding moraine
using SAR data due to similar backscatter characteristics
[e.g., Shi and Dozier, 1993]. Engeset and Weydahl [1998]
could discriminate nonglaciated ground on all images,
but did best in spring. Ice-margin lakes, if present, pro-
vide a way to detect the edge of a glacier using SAR and
even Landsat data [Hall et al., 1995c].

3.2. Glacier Velocity

3.2.1. Glacier velocity with feature tracking.
Glacier velocity can be determined with sequential sat-
ellite imagery by observing the movement of surface
features, such as crevasses, in time. This can be done
simply by visual observation [Lefauconnier et al., 1994].
Lucchitta et al. [1993] coregister sequential images, one
in the red channel, one in the green channel. Features
that have moved will appear as tones of green or red.
Moving of one image over the other until a moved

feature matches again results in a yellow tone for this
feature, and the moved distance can be determined.

Scambos et al. [1992] developed an automated
method, which was successfully applied in many studies
in Antarctica [Scambos and Bindschadler, 1993; Bind-
schadler et al., 1994, 1996; Lucchitta et al., 1995; Rosa-
nova et al., 1998] (see Figure 9). A comparable method
was used by Rolstad et al. [1997] for a surging glacier in
Svalbard. Sequential images are taken at the same time
in order to have similar illumination. Additionally, a
principal component image is used. A principal compo-
nent analysis done on the image bands results in new
image bands, where the first band (PC1) now contains
most image variation and thus enhances topography.
The images then are split in a long wavelength and a
short wavelength image using high- and low-pass filters.
The long wavelength image contains topographic effects
only, which have a low spatial frequency, and is used to
coregister images. This approach is necessary on ice
sheets, where no nonglaciated terrain is available to
coregister images. The short wavelength image is used to
track small, sharp features. A chip (16 3 16 or 32 3 32
pixels, i.e., a sidelength of 960 or 2560 m for Landsat
TM) from the first image, containing a feature, is moved
over the second image. The correlation is calculated and
a match is found where correlation is highest. Since a
whole chip is matched and not a single pixel, the match-
ing will be accurate to better than pixel size. Scambos
and Bindschadler [1993] give an accuracy of ;6 m yr1,
which improves significantly in areas with many mea-
surements. Lucchitta et al. [1993] find an error of as little
as 20 m yr21 when images separated by more than 10
years are used. Frezzotti et al. [1998] compare velocities
derived by feature tracking with GPS inferred velocity
measurements. They find good agreement, with maxi-
mum differences of 15–20 m yr21 (Figure 10). Such
errors, of course, are more significant on small glaciers
with lower velocities (;100–150 m yr21, sometimes
much less), but of little significance for large outlet
glaciers with velocities of 400–1000 m yr21 [Frezzotti et
al., 1998].

All the studies have used Landsat imagery, except
that of Lucchitta et al. [1995], who successfully used this
method on SAR imagery. Comparing the Scambos
method with visual tracking of features with repeat pho-
togrammetry, Whillans and Tseng [1995] conclude that
the “machine beats the human.” The large number of
tracked features that an automated method is able to
process results in a much more detailed velocity field.

Bindschadler et al. [1996] also calculate discharge flux
of Ice Streams D and E in Antarctica by combining the
velocity measurements with transverse depth profiles
collected by airborne radar. Strain rates can also be
calculated from the obtained velocities [e.g., Bindscha-
dler et al., 1996].

3.2.2. Glacier velocity using SAR interferometry.
The possibility of using SAR interferometry to deter-
mine glacier velocity was discovered by R. M. Goldstein
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after the launch of ERS-1 [Goldstein et al., 1993]. A
detailed description of the theory of SAR interferometry
is given by Fatland and Lingle [1998].

Radar basically measures two kinds of information.
The amplitude of the signal is influenced by the target
properties, and the time delay of the signal gives the
distance between radar and target. The distance be-
tween sensor and target is called the range. A SAR
sensor does not record time delay but records the phase
of the reflected wave. The phase information of a single
SAR image is random and of no use. However, two SAR
images taken from an orbit separated by a small distance
will each have a different distance from sensor to a same
target. Subtracting the phases of both images results in
an interferogram, whose phase contains the difference in
range. The interferogram has its phase value displayed
in every pixel; thus phase variations (i.e., fringes) from
pixel to pixel are visible (Plate 1).

Assuming no movement of a target, the phase in an
interferogram is influenced by geometric effects and the
topography. Having removed geometric effects, it is pos-
sible to calculate the elevation of a target and create a
digital elevation model (DEM). For this the range and
the baseline (i.e., the distance between the two satellite
orbits) need to be known. Because satellite orbits are not
known well enough to determine the baseline, the base-
line is determined iteratively. This results in an effective
baseline, which compensates for errors and thus works

better than the true baseline [Joughin et al., 1996a].
Inaccuracy due to baseline errors is discussed by Joughin
et al. [1996a].

Subtracting the phases of the two images results in a
2p ambiguity, because the phase values do not continue
beyond 2p but start again with zero (Figure 11). In other
words, a phase difference of 5p/2 looks the same as p/2,
because 5p/2 2 2p 5 p/2. Resolving this 2p ambiguity is
called “unwrapping the phase,” for example, by adding
or subtracting 2p to eliminate discontinuities (Figure
11). Determination of high velocities needs short tem-
poral baselines (e.g., 1 day between images for 100–1500
m yr21); otherwise phase differences are so large that
the phase cannot be unwrapped any longer. Determining
low velocities benefits from having longer temporal
baselines [Joughin et al., 1998].

All the above is valid when no target is moving. For a
moving target, the phase is additionally influenced by the
translation of the target. The phase due to topography
has to be extracted to get the velocity. If a precise DEM
and accurate orbit data are available from the study
area, then a synthetic (artificial) interferogram contain-
ing only the topographic phase can be made [Joughin et
al., 1996a, 1998; Mattar et al., 1998]. The synthetic inter-
ferogram is then subtracted from the real interferogram,
resulting in an interferogram that contains only the
phase term due to translation.

Figure 9. Landsat thematic mapper (TM) image collected on November 5, 1989. The plotted velocity field
is derived from a multispectral scanner–TM image pair using cross correlation to track features by Scambos
et al. [1992]. Vector lengths correspond to actual displacements over the 3.68-year interval. Vector grid spacing
is 25 pixels (1425 m). Solid vectors are those in common with another data set (Kosmos-MSS image pair). The
coordinate system refers to image pixels (60 m per pixel). [From Bindschadler et al., 1994]. Reprinted from the
Annals of Glaciology with permission of the International Glaciological Society.
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If surface topography is unknown, two interferograms
are needed to extract the translation phase term. This
approach was used, for example, by Joughin et al. [1998]
and Fatland and Lingle [1998]: Images 1 and 2 result in
interferogram A. Images 3 and 4 result in interferogram
B of the same site some time later. Assuming that the
target, i.e., the glacier, moves with constant velocity,
then it moved Dx between the acquisition of images 1
and 2 and moved the same distance Dx between the
acquisition of images 3 and 4. Subtracting interferogram
B from interferogram A cancels the phase term due to
translation, leaving only the topographic phase in the
differential interferogram C. Subtracting C from A again
gives an interferogram containing only the translation
phase term.

The velocity determined from the translation, how-
ever, is only translation along line of site from sensor to
target, i.e., the projection of the three-dimensional (3-D)
velocity along this line. Having an interferogram from
one look direction only requires two further assump-
tions. Having two interferograms from two look direc-
tions, i.e., an ascending and a descending pass, requires
only one additional piece of information. Having three
look directions is theoretically only possible with air-
borne SAR. Most studies assume ice flow parallel to the
glacier surface [Joughin et al., 1996a, 1998; Rignot et al.,
1996; Fatland and Lingle, 1998; Mattar et al., 1998] as a
first assumption and flow either along the steepest slope
[Joughin et al., 1996a; Mattar et al., 1998] or parallel to
the valley walls [Fatland and Lingle, 1998] as a second
assumption. Mattar et al. [1998] find good agreement
with in situ measurements. Having two look directions,

Mattar et al. [1998] examined the three possible cases for
the one needed assumption. The first assumption, flow
along the steepest slope, failed in a glacier bend; the
second assumption, flow along the centerline, failed in
some places of complex flow; and the third assumption,
flow parallel to surface, failed in areas of high vertical
velocity (accumulation/ablation area). Generally, how-
ever, they find good agreement with in situ measure-
ments.

Rignot et al. [1996] found that interferometry-derived
velocities and velocities by feature tracking complement
each other and overlap. Velocity accuracy from inter-
ferometry is generally better than with feature tracking
and usually of the order of a few meters in the studies
above. Joughin et al. [1996a] compare with nonmoving
ground (zero velocity) and find an error of 20.07 m yr21

with a standard deviation of 2.1 m yr21. We refer to
Mattar et al. [1998] for further discussion on accuracy
and comparison with in situ measurements. For inter-
ferometric techniques a period of a few days between the
images is sufficient, compared with years for feature
tracking. Additionally, interferometry gives velocity val-
ues at any point on the glacier, while feature tracking
depends on visible surface features and may not be
possible in homogeneous areas without distinct surface
structures (such as undulations or crevasses).

3.3. Glacier and Ice Sheet Topography

3.3.1. Glacier/ice sheet topography with satellite
altimetry. Radar altimetry does not provide satellite
images but is a direct measurement of elevation. Figure

Figure 10. Ice velocity along a corridor (1.5 to 12 km wide) on David Glacier-Drygaslki Ice Tongue,
Antarctica, following the southern stream [from Frezzotti et al., 1998]. Solid squares, labeled with the site
names, are surface GPS-survey velocities, while open circles are velocities derived with feature tracking from
sequential Landsat TM images. Reprinted from the Annals of Glaciology with permission of the International
Glaciological Society.
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12 shows this method for a flat surface. A radar pulse is
emitted toward the ground, and the distance between
satellite and ground (i.e., the range) is determined from
the time delay of the return signal. The emitted pulse
strikes the surface, illuminating a circular area (the
pulse-limited footprint), which increases in time and
causes the leading edge in the return signal. Afterward,
within the beam-limited footprint, the return energy
decreases. The elevation, calculated from range and the
known orbit position, is the average elevation within the

pulse-limited footprint, typically having a size of ;2 km.
An example is shown in Figure 13.

Retracking algorithms are used to detect the leading
edge in the return signal. Davis [1996] compares two
such commonly used algorithms. A correction needs also
to be applied for sloped surfaces. Unlike in Figure 12,
the first return from sloped surfaces does not come from
the nadir point right below the satellite, but from the
highest and thus the closest point to the satellite. The
effectively measured footprint is thus displaced by up to

Plate 1. On the left is a SPOT satellite image of the fast flowing Kronebreen, Svalbard, from August 1996,
and on the right is an interferogram of the same area from February 1995. Parallel colored bands (fringes)
show movement of the glacier, moving perpendicular to these fringes. No fringes are seen for the terrain, since
this effect has been removed. Fringes on the ocean are due to the moving sea ice. Note also that the much
slower flowing Kongsbreen, to the left of Kronebreen, and Kongsvegen, to the right, have fewer fringes. The
images are ;10 km across, and the lower left corner is at ;798N, 128209E (unpublished material from K.
Eldhuset et al., ERS tandem INSAR processing for DEM generation, glacier motion estimation and
coherence analysis on Svalbard, submitted to International Journal of Remote Sensing, 2000).
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several kilometers, lying anywhere within the beam-
limited footprint. We refer to Bamber [1994a] for a
discussion on retracking and slope correction.

Altimetry-derived elevation has been compared with
ice shelf elevation inverted from Antarctic ice thickness
data [Bamber and Bentley, 1994], airborne altimetry data
in Greenland [Ekholm et al., 1995], GPS-derived eleva-
tion in Antarctica [Phillips et al., 1998], and airborne
laser altimetry in Greenland [Bamber et al., 1998].
Agreement is usually within a few meters (,3 m) for flat
surfaces but increases for larger slopes to mean differ-
ences of around 10 m for 0.78 slopes [Ekholm et al., 1995;

Bamber et al., 1998]. In general, errors can be caused by
inhomogeneous terrain, uncertainties in satellite-orbit
position, and penetration of the radar pulse into the
surface layer. The latter can be up to 3.3 m [Ridley and
Partington, 1988].

Altimetry has been used for creating elevation maps
of Antarctica [McIntyre, 1991; Bamber, 1994b; Legrésy
and Rémy, 1997; Herzfeld and Matassa, 1999] and Green-
land [Bindschadler et al., 1989], and also for detecting
elevation changes over time in these areas [Zwally et al.,
1989; Herzfeld et al., 1997; Lingle and Covey, 1998]. The
spatial resolution of such elevation maps is of the order

Figure 11. Phase unwrapping in one and two dimensions [from Fatland and Lingle, 1998]. Subtracting the
phases of two images results in a 2p ambiguity, because the phase values do not continue beyond 2p but start
again with zero. Resolving this ambiguity is called “unwrapping the phase.” Jagged nature of the centerline
plot is indicative of data noise rather than of variations in velocity. Reprinted from the Journal of Glaciology
with permission of the International Glaciological Society.
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of 10–20 km. Snowpack characteristics can also be
mapped due to different penetration of the radar signal,
affecting the returning waveform [Partington et al., 1989;
Legrésy and Rémy, 1998].

3.3.2. Glacier/ice sheet topography with SAR in-
terferometry. SAR interferometry, as discussed ear-
lier, can be used to generate DEMs. Interferometric
DEMs show more detail than topography from radar
altimetry due to higher spatial resolution, for example,
80 m versus 10 km as seen in Figure 14 [Joughin et al.,
1996b]. Interferometric DEMs, however, need known tie
points for accurate elevation. Joughin et al. [1996b] de-
termine topography in Greenland with an absolute ele-
vation accuracy of about 4 m, having a spatial resolution
of ;80 m. Unwin and Wingham [1997] report an accu-
racy of 8- and 40-m spatial resolution for their DEM of
Austfonna ice cap, Svalbard. Interferometry has also
been used to study the migration of the hinge line and
tidal motion of floating ice stream tongues in Greenland
and Antarctica by Rignot [1996, 1998].

3.4. Mapping Glaciers, Glacier Change,
and Characteristics

Remote sensing allows mapping of glacier extent and
surface features on large scales not nearly possible with
ground observations. Many studies have been conducted

by pure visual interpretation of satellite images, i.e., with
little or no image processing. Dowdeswell and Williams
[1997] identify surge-type glaciers from surface features
such as looped moraines and crevasses. Dowdeswell et al.
[1995] identify ice divides and drainage basins from
visible as well as SAR imagery. Hambrey and Dowdeswell
[1994] derive the flow directions of an Antarctic ice shelf
from surface features (foliation, crevasses, moraines).

The visible bands are more suitable than infrared
bands for studying topographic features. This observa-
tion is supported by doing a principal component anal-
ysis with the image bands as input variables. The first
principal component image PC1 contains most of the
image variance due to topography and is dominated by
the visible bands [Orheim and Lucchitta, 1988; Winther,
1993a]. A PC1 image thus enhances topographic effects
and is therefore often superior to the visible bands
themselves. The PC2 image is mostly related to the
Landsat shortwave infrared bands (TM bands 5 and 7)
and enhances surface characteristics not seen in the
visible, like patterns due to surface grain-size variations
[Orheim and Lucchitta, 1987; Winther, 1993a]. Band ra-
tioing (4/5; 2/5; 4/2) reveals features like dry water
courses and frozen lakes [Winther, 1993a].

Efforts are under way to create coastal-change and
glaciological maps of the entire perimeter of Antarctica

Figure 12. The interaction of an altimeter radar pulse with a horizontal and planar surface, from its initial
intersection (t0), through the intersection of the back of the pulse shell with the surface (t1), to the stage
where the pulse begins to be attenuated by the antenna beam (t2). The return is from the surface only. [From
Ridley and Partington, 1988]. Reprinted from the International Journal of Remote Sensing (www.tandf.co.uk/
journals) with permission from Taylor and Francis.
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Figure 14. Shaded surface showing the combination of radar-altimetry-derived digital elevation model
(DEM) and the smoother interferometry-derived DEM on Greenland’s west coast [from Joughin et al., 1996b].
Reprinted from the Journal of Glaciology with permission of the International Glaciological Society.

Figure 13. Map of surface elevations (in meters above sea level) on the ice plain of Ice Streams D and E,
and the neighboring part of the ice shelf [from Bamber and Bentley, 1994]. Elevations above 250 m are not
plotted. The approximate location of the grounding line, from the break in the slope, is shown as a bold solid
line. Reprinted from the Annals of Glaciology with permission of the International Glaciological Society.
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using Landsat data from the 1970s until today [Ferrigno
et al., 1998; Williams et al., 1995; Swithinbank et al.,
1997]. Also, Landsat TM image maps, mosaicked from
many cloud-free enhanced images, are produced for
some areas [Ferrigno et al., 1994]. Many other studies
analyzed glacier changes and fluctuations in Antarctica
using SAR and visible satellite imagery from different
years [Pattyn and Decleir, 1993; Skvarca, 1994; Skvarca et
al., 1995; Wendler et al., 1996; R. Bindschadler et al.,
Glaciological applications with Landsat 7 imagery: Early
assessments, submitted to Remote Sensing of the Envi-
ronment, 2000]. Hall et al. [1992b] do the same for
glaciers in Iceland and Austria, Hall et al. [1995d] ana-
lyzed changes for Alaskan glaciers, and Jacobs et al.
[1997] analyzed changes for Canadian glaciers. Starting
with declassified imagery from the 1960s, Sohn et al.
[1998] study a time series of images to study fluctuations
of Jacobshavn glacier in Greenland. Skvarca et al. [1999]
summarize the retreat of ice shelves at the Antarctic

Peninsula, presenting a 30-year-long time series from
various satellite sensors (Figure 15).

A cloud-free AVHRR map of Antarctica has been
published by the U.S. Geological Survey [Ferrigno et al.,
1996]. This map was mosaicked from 38 images collected
between 1980 and 1994. Details on the processing and
geometric corrections are given by Merson [1989]. This
map was used by J.-G. Winther et al. (Blue-ice areas in
Antarctica derived by NOAA AVHRR satellite data,
submitted to Journal of Glaciology, 2000) for mapping
blue-ice areas.

The whole Antarctic continent has also been mapped
with SAR images during the RADARSAT Antarctic
Mapping Mission in fall 1997 [Choi, 1999]. RADARSAT
was rotated from the normally right looking mode into
left looking mode to allow complete coverage of Ant-
arctica, collecting more than 8000 images in an 18-day
period. Two further Antarctic mapping missions are
tentatively planned for late 2000 and 2001, this time,

Figure 15. Section of the Kosmos KATE-200 photograph taken on October 3, 1975, showing superimposed
the ice front positions (numbers in black boxes) in different years for Larsen Inlet and Larsen A ice shelf at
the Antarctic Peninsula: 1, August 1963; 2, October 1975; 3, November 1978; 4, February 1979; 5, March 1986;
6, November 1989; 7, December 1992; 8, January 1993; 9, February 1993; 10, October 1994; 11, January 1995;
12, January 1995; 13, January 1995; 14, March 1995; 15, March 1997; and 16, July 1997. The front positions
after 1992 were derived from ERS SAR, except for position 10, surveyed with GPS. The positions prior to 1992
correspond to Landsat TM (5 and 6), Landsat MSS (3 and 4), Argon (1), and Kosmos KATE-200 (2). [From
Skvarca et al., 1999]. Reprinted with permission from Polar Research.
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however, without rotating RADARSAT and therefore
without coverage south of 808S latitude. Additional in-
formation on mapping of ice sheets and the observed
features is given by Bindschadler [1998].

4. SUMMARY

Over the last few decades the use of satellite remotely
sensed data has revolutionized the field of glaciology.
Remote sensing allows us to conduct research on remote
areas that otherwise are hard to access and to gather
data in a spatial extent not possible by fieldwork alone.
Among the properties that can be measured are surface
albedo, snow cover, snow depth, snow grain size, snow
water equivalent, surface temperature, glacier facies,
glacier velocities, glacier extent, and ice sheet topog-
raphy. These measurements are used in studies on
local to global scales, covering the full range from
process-oriented research studies through monitoring
to operational use. Normally, ground truth data are
still crucial for precise interpretation of remotely
sensed data.

The success of measuring a specific property from
satellite is closely linked to the development of new
technologies and satellite sensors. The biggest advance
in remote sensing in the last decade, not only regarding
snow and glacier ice studies, has been the successful
introduction of satellite SAR sensors. These provide
high-resolution images unaffected by cloud cover and
have resulted in new techniques, such as SAR inter-
ferometry, which was unknown only 10 years ago. The
potential of SAR is still not fully explored, and new
methods are being introduced at present, such as map-
ping snow or even snow depth with interferometric tech-
niques.

Many of the methods presented above need to ac-
count for the limitations of present satellite sensors that
thus introduce uncertainties. Measuring albedo from
space, for example, needs methods that account for the
fact that not all of the necessary wavelengths are covered
by the satellite. Imaging spectrometers covering the
whole spectrum will greatly improve albedo determi-
nation in the future. Similarly, new technology is
already being tested on airborne platforms and sug-
gests what future satellite remote sensing will look
like. The next generation of satellite SAR sensors
(ASAR, RADARSAT-2) will be single-frequency,
multipolarization SAR sensors, but even further in
time, SAR sensors will eventually be multipolarization,
multifrequency sensors as seen on the SIR-C/X-SAR
space shuttle mission. Eventually, new and more robust
algorithms will be developed that do not need to rely so
heavily on assumptions, empirical relationships, or ex-
ternal information, for example, from models.

More spaceborne sensors will become available in the
future. We may also expect that specially designed in-
struments with improved capabilities for snow and gla-

cier studies will open up new applications of remotely
sensed data not known today. Developments of new
techniques and algorithms using these new sensors will
become important for the glaciological community. It
normally requires updated knowledge and qualifications
for working with new techniques. Therefore a challenge
in the coming years will be also to utilize the enormous
amount of data available (also other than remotely
sensed data) and synthesize these into products of high
quality and appropriate for the specific task.

Finally, we conclude that in the new century the field
of satellite remote sensing will challenge the glaciologi-
cal community immensely to take the full advantage of
this powerful and quickly advancing tool.
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