Q1: In the famous “Attention Is All You Need” paper by Vaswani et al, the authors introduced the scaled dot-product attention. The dot products between queries and keys is divided by the square-root of the length dk of the query/key vectors. 


The authors provide the following reason for the division by sqrt(dk):
“We suspect that for large values of dk, the dot products grow large in magnitude, pushing the softmax function into regions where it has extremely small gradients.”

Furthermore, to illustrate why that could be the case, the authors say:
“To illustrate why the dot products get large, assume that the components of q and k are independent random variables with mean 0 and variance 1. Then their dot product,  has mean 0 and variance dk.”

Your task is to prove the second statement i.e., prove that the dot product of q and k has mean 0 and variance dk given that the elements of the query and key vectors are all independent random variables with mean 0 and variance 1.

Hint: Recall the basic equations from probability and statistics:
For two independent variables q and k: 
Var(X) = E(X2) – [E(X)]2

Q2: The new component in the transformers is the self-attention layer. Your task is to implement it.
Task a: Implement the self-attention by following the provided template. To simplify things, we will keep the dimension of the query, key, and value vectors same as the dimension of the input vectors (input embeddings).
Task b: Now implement the multi-headed self-attention by the following the provided template. In the lecture, we divided the input vectors into H parts. That’s one way to do it but PyTorch’s implementation (which is also the more commonly used way) does not divide the input vectors. Instead, the query, key, and value vectors are first generated and then divided into H parts. Then all those H triplets go through self-attention separately and are finally concatenated and projected. You’ll be instructed to do the same in the template as well.
