
Exercises on reinforcement learning and dialogue system evaluation 
(IN4080 course) 
(The two first questions are extracted from exams of previous years) 
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Question 3 
 

The PARADISE framework for the evaluation of dialogue systems operates by: 

1. Defining a set of objective measures that can be extracted automatically from any given 
dialogue. Those measures may include both indicators of tasks success as well 
efficiency/quality costs (total elapsed time, number of clarification requests, etc.) 
 

2. Inferring the weight of each quality measure by fitting a regression model that predicts the 
user satisfaction from those measures.  This is done using a small dataset of dialogues where 
the user is asked to provide a rating for the dialogue that has just taken place. 

Download the dataset at the following address: 

 https://home.nr.no/~plison/data/paradise_example.tsv 

The file contains a tab-separated list of measures for 500 dialogues. For each dialogue, we provide: 

- The total elapsed time (in seconds) 
- The number of times the system had to ask the user to clarify their intent 
- The number of times the system had to ask the user to repeat 
- The total number of dialogue turns 
- Whether the task was successfully completed at the end of the dialogue 
- Whether the user uttered “thank you” at the end of the dialogue 
- Finally, a rating provided by the user at the end of the dialogue, on a scale from 1 to 5 

(where 1 means least satisfied and 5 most satisfied) 

 

Based on the data above: 

1) Train a linear regression model (using e.g. sklearn.linear_model.LinearRegression) to fit a 
model that predicts the user rating from the objective measure. 
 

2) Which objective measure is most predictive of the user rating, according to your fitted 
regression model? 
 

3) Assume you record a new dialogue lasting 2 minutes, including 8 clarification requests and 2 
repetition requests, for a total of 33 dialogue turns, and that ended up with a successfully 
completed task, and a user uttering “Thank you” at the end. What would be the predicted 
user rating according to your model? 
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