Solutions to the exercises on reinforcement learning and dialogue system evaluation 
(IN4080 course) 

Question 1
1.1
[image: ]
[image: ]

1.2
[image: ]

Question 2
We need to compute two Q-values:
 









So, for the first iteration, starting with Q-values initialized to 0, we get:



For the second iteration, we get:



We continue:









So the correct answer at the end of iteration fine would be 6.28 for Q(HumanNotEngaged, SayHi) and 5.97 for Q(HumanNotEngaged, SayHiWithGestures). 
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We will be using the famous Bellman equation to calculate our answer:

Q(s,a) = R(s,a) + )\Z P(|s,a) uiz}xQ(s',a') (1)

s'eS

In our case, we already know R(s4,as), which is —1. We also know that from sy,
three transitions are possible (to s;, s3 and s4). We can thus write:
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Qlsg.a2) = —1+ 0.9 (0.36 max Q(s2,0') + 0.32 max Q(ss,a") + 0.32 max Qs " ) 2)

Now, in states s, and s3, only action ag is possible, and terminates the dialogue. And
in state s, only action as is possible. That means that max, Q(ss. ') and max,» Q(s3. a”)
can be reduced to R(ss,a3) and R(ss3, as), which gives us:

Q(s1.a2) = —1+0.9(0.36 x 10 + 0.32 x 10 + 0.32Q(s4. az)) (3)

The equation above is a standard linear equation with one unknown:

Qs.a3) = —1+09x36+09x32++09x 0.32 x Q(sq.a2) (4)

Q(s4.a2) — 0.288Q(s4. a2) = 5.12 (€))
5.12
Q(S4,a2) = e 7.19 (6)
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One way to adapt this MDP model would be to extend it to a partially observable MDP,
or POMDP for short. Ina POMDP, the actual dialogue state is not known with certainty,
but is a probability distribution over possible state values. Due to this probabilistic
account of the dialogue state, a POMDP could capture the difference between what is
observed (for instance speech recognition hypotheses) and what the “true” state can
be (in this case, the voting intentions of the callee).




