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oes blur hide asynchrony?

study by Ragnhild Eg (Simula) et al., 2011



‘ Perception of synchrony

sensitivity for perceptual synchrony is subjective
and depends on the content

Spoken sentences (Grant et al., 2003)

— Discrimination thresholds: *50 ms audio lead, ®=200 ms audio lag

Hitting table with wand (Levitin et al., 2000)

— Synchrony thresholds set to 75 %:
41 ms Alead to 45 ms Alag

350 -+

300 T
Music, baseball, speech ER
(Vatakis & Spence, 2006] T ]
— Temporal order judgements i
(audio/video first] P




‘ Stimuli

3 content types

Chess game  News broadcast Drummer

9 asynchrony levels

-200ms -150m -100ms -50ms O ms 100 ms 200 ms 300 ms 400 ms

Audio lead Synchronous Audio lag
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‘ Stimuli

Visual distortion, 4 levels, Gaussian blur filter

‘-illﬁlll"""‘!“l“\liiiif'" W m‘mmm AR _ P

Undistorted Blur 2x2 pixels Blur 4x4 pixels Blur 6x6 pixels
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Procedure

= Carried out at the Speech Lab, NTNU

e Video presentation - 13 sec Response
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‘ Chess content - 200 ms audio lead
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‘ Chess content - 200 ms audio lag, blurred




‘ News - 300 ms audio lag, blurred
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‘ rums - 100 ms audio lag, blurred




‘ rums - 150 ms audio lead, slightly blurred
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Audio streaming from PPT in Zoom is really bad.

See the examples here:

https./ /drive.google.com/drive /folders/ 1 hxXFdhoxCeN
1pMril2kZzZNwPC3Zmul-u”usp=sharing
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https://drive.google.com/drive/folders/1hxXFdh5xCeN1pMril2kZzNwPC3ZmuL-u?usp=sharing
https://drive.google.com/drive/folders/1hxXFdh5xCeN1pMril2kZzNwPC3ZmuL-u?usp=sharing

‘ esign & Analysis

" 2 Independent studies

" Fullfactorial design

" 2 repetitions of each condition

® Binomial responses converted to percentages
" Repeated-measures ANOVAs

" Separate analyses for:

— Audio lag and audio lead [different scales]
— Content types (different response patterns]
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I Mean perceived synchrony, averaged across blur levels

100

O
o

-+-Chess
~#=Drums
—TV2

Mean % perceived synchrony

Asynchrony times




VWhen to use One-way ANOVA

9% noticed | % noticed | % noticed | % noticed

9% noticed | % noticed | % noticed | % noticed

9% noticed | % noticed | % noticed | % noticed

9% noticed | % noticed | % noticed | % noticed
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‘ Assessment of relevance

Content
oChess
(4]

QOTV2

Aud

Drums

B Chess
@

o TV2

©
-
<C Drums

ﬂgﬁlﬁO:UnWMNWOfOﬂo

Visual distortion

F-statistics
F(4,85)=88.79, p<.001

F(4,85)=232.54, p<.001

F(4,85)=197.57, p<.001

F(4,85)=71.77, p<.001
F(4,85)=100.26, p<.001
F(4,85)=126.31, p<.001

IN5060

5 settings
18 participants
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100 Blur o~ o Blur
= —No bl > =
F(13,204)—2.26, p< .01 78;3” Zl;(erx G“\\ ¢ ” ';zrb;:rsz
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ANOVA

Analysis of Variance



A-B Comparison

@) Uio: niversity of Oslo

Candidate Audio lag Audio in sync Difference
() (£) (2) (d=b;- &)

1 S| 6 -1

2 3 8 -9

3 14 10 4

4 10 15 -9

o 8 11 -3

6 / 3 4

Mean of differences d = —1, Standard deviation o5 = 4.15
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A-B Comparison

Mean of differences d = —1
Standard deviation o5 = 4.15

" From mean of differences, appears that audio lag
reduced performance

" However, standard deviation Is large

" |s the variation between the two alternatives greater
than the variation (error] in the measurements?

" Confidence intervals can work, but what if there are
more than two alternatives?
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‘ Comparing more than two alternatives

® Naive approach E| I |
— Compare
confidence _
intervals S —
|]IZII:I
%n u I |

— Need to do for all pairs. This grows very quickly.

— Example: 7 alternatives would require 21 pair-wise comparisons

) _ o (MY _ nn-1)-(n—-k+1)
possible combinations: (k) k(k—1)—1

» for our case: (7) =76 _ 22 _ 21
2 2x%1 2

— Would not be surprising to find 1 pair differed [at 95%)]
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SPSS Chart of methods

How many outcome What type of How many predictor What type of If a categorical If a categorical predictor, Assumptions of linear
variables? outcome? variables? predictor? predictor, how are the same or different model met
many categories? entities in each category?

Continuous Pearson correlation or

regression
Paired-samples t-test
One (Dependent t-test)
Independent t-test or Point:
Different biserial correlation
Categorical
One-way repeated measures
ANOVA
" \CICRGED]
Continuous o ;
" | One-way independent
Different > ANOVA
Continuous = Multiple regression
| Factorial repeated measures
ANOVA
. Independent factorial
Two or more Categorical Different ANOVA/multiple regression
One Factorial mixed ANOVA
Both = Muitiple regression/ANCOVA
Logistic regression or
biserial/point biserial
correlation
One —
G = P hi-
Categorical Different ] ealrligﬂhcoz;ds?:t?ée K
Categorical
Continuous Logistic regression
Two or more Categorical Different
Both Different

Categorical

Two or more Continuous

Categorical Factorial MANOVA

Two or more

MANCOVA

From Field, A. P. (2013). Discovering statistics using IBM SPSS Statistics: And sex and drugs and rock 'n' roll (4th ed.). London: Sage.
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SPSS Chart of methods

How many outcome What type of How many predictor What type of If a categorical If a categorical predictor, Assumptions of linear
variables? outcome? variables? predictor? predictor, how are the same or different model met
many categories? entities in each category?

/ \ : Every participant checks all settings

Tapping study with >2 settings
- Temperature & Speed combinations
=> more than 2 categorical predictors

\o s Muitiple regression/ANCOVA o o

Logistic regression or
biserial/point biserial
correlation

Multiple regression

| Factorial repeated measures
ANOVA

Independent factorial
§  ANOVA/multiple regression
{

likelihood ratio

4> Different Pearson chi-square or

Categorical

Logistic regression

Two or more Different

Different

Categorical
Categorical

From Field, A. P. (2013). Discovering statistics using IBM SPSS Statistics: And sex and drugs and rock 'n' roll (4th ed.). London: Sage.

Two or more Continuous

Two or more
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SPSS Chart of methods

How many outcome What type of

How many predictor What type of
variables? outcome?

If a categorical If a categorical predictor, Assumptions of linear
variables? predictor? predictor, how are the same or different model met
many categories? entities in each category?

GLM

Every participant checks all settings

rOne-way repeated measures i
Samo ANOVA

ore tha
0 0 S <
0
One-way independe
Differe < ANOVA i
0 ) > Multiple regression
Factorial repeated measures
/ o
0 or more 5
One

Categorical Differe 8/ | Independe actoria

Tapping study with >2 settings
- Temperature
- Speed

=> more than 2 categorical predictors

One response on a 5-point Likert scale

Categorical

Bo
Conti

Two or more

ontinuous
Categorical

Also called:
Three-Way Repeated Measures ANOVA within subjects

From Field, A. P. (2013). Discovering statistics using IBM SPSS Statistics: And sex and drugs and rock 'n' roll (4th ed.). London: Sage.
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‘ ANOVA - Analysis of Variance

" Partitioning variatior (not variance) INtO
the part that can be explained and
the part that cannot be explained

" Separates total variation observed in a set of
measurements INto:

1. Variation within one system
due to uncontrolled measurement errors

2. Variation between systems
due to real differences + random error

" |s variation (2] statistically greater than variation (1)?
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‘ ne-way repeated measures ANOVA

" Make n measurements of k alternatives
" y;; = 1th measurement on jth alternative

= Assumes errors are

— Independent
— normally distributed

" |n user studies, each measurement Is the set of
responses by one participant
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VWhen to use One-way ANOVA

Independent variable: categorical
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VWhen to use One-way ANOVA

Observations: independent
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VWhen to use One-way ANOVA

Dependent variable:

« continuous

- interval or ratio terms
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VWhen to use One-way ANOVA

Dependent variable:
- approximately normally distributed
- in each category of the indep. variable

b2k

Three main options:
1. More than 25 observations? No test required !

2. Visual confirmation by plotting a histogram of the value
3. Shapiro-Wilk test
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IAII Measurements for All Alternatives
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. verall Mean

Average of all measurements made of all alternatives:
k n
j=1 2i=1Yij

)_1:

kn
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' Column Means

Column means are average values of all
measurements within a single alternative V=

" average performance of a single alternative

Column
mean
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Effect = Deviation From Overall Mean

" a;: effect of alternative | = deviation of column mean
from overallmean: a; =y ; —y

Column )Z Vo Y Vi
mean

Effect
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' Error = Deviation From Column Mean

“ e;j: error of each measurement = deviation from
column mean: e;; = y;j — V.

Column
mean

1 ) UiO ¢ University of Oslo IN5060



‘ Effects and Errors

" Effect is distance of column mean from overall mean

— Horizontally across alternatives

® Erroris distance of sample from column mean
— Vertically within one alternative
— Error across alternatives, too

“ Note that neither Effect nor Error are absolute values, they can
be positive of negative

" Individual measurements are then:
y,;j =:)_/+C(j+€ij




‘ Sum of Squares of Differences

= SST = differences between eaeh measurement and overall mean

SST = 22(%] y)

j=11i=
= S§SA4 = variation due to effects of alternatives

k k

2

SSA = nE ajz — nZ(y_j —-¥)
= =

= SSE = variation due to errors in measur‘emente

SSE = zz e? 22(%, 75)

j=11i= j=11i=

" SSE = S55T — SS5A & SST = SSE + SSA

,vﬁ:;;v‘ |



ANOVA

Separates variation in measured values Into:

1. variation due to effects of alternatives

. SSA - variation across column averages

. variation due to errors

. SSE - variation within a single column

If differences among alternatives are due to real
differences:
—> SSA statistically greater than SSE

@) Uio: university of Oslo IN5060



‘ Comparing SSE and SSA

= Simple approach

SSA

T esT fraction of total variation explained by differences

among alternatives

SSE SST—SSA , o
_— = = fraction of total variation due to
SST SST

experimental error

" But is It statistically significant?

u{lw UiO ¢ University of Oslo IN5060



‘ Comparing SSE and SSA

" |s It statistically significant?

" variance = mean square values

= total variation / degrees of freedom
SS5x

df (5Sx)

ol =

= df(SSx]):
— degrees of freedom
— this i1s the number of iIndependent terms in sum
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' Degrees of Freedom for Effects

df (SSA) = k — 1, since k alternatives

Column Y1 Y2 Y Yk
mean
Effect Ak

1 ) UiO ¢ University of Oslo IN5060




' Degrees of Freedom for Errors

df (SSE) = k - (n — 1), since kalternatives, each with (/7 - 1) degrees of
freedom

Column Y1 Y2 Y Yk
mean
Effect ay az a; a

@) UiO: University of Oslo IN5060




' Degrees of Freedom for Total

df (SST) = df (SSA) + df (SSE) = k - n — 1, since we consider all kn
alternatives as independent experiments, thus fixing only 1 pair

Note: k(n—1)+k—1=kn—1

@) UiO: University of Oslo IN5060




‘ Variances from Sum of Squares (Mean Square Value]

Variation between sample means
, 934

O-a -
k—1
in user studies, this is the variance of
the average scores for the different alternatives

Variation within the samples
SSE

“k(n—1)

in user studies, this is the variance of
the score differences between participants

o;
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‘ Comparing Variances

Use F-test to compare ratio of variances

" an Ftest Is used to test if the standard deviations of two
populations are equal

- F[l—a;df(num),df(denum)] — F[l—a,k—l,k(n—l)] —
tabulated critical values

® table forp = 0.001 at:

http:/ /www.tutor-homework.com/statistics tables/f-table-0.001.html

it £, computed - Ftab/e for a given a

—>we have (1 — a)100% confidence that
variation due to actual differences in alternatives, SSA,
Is statistically greater than variation due to errors, SSE
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http://www.tutor-homework.com/statistics_tables/f-table-0.001.html

Comparing Variances

Table of F-statistics P=0.001

t-statistics
F-statistics with other P-values: P=0.05 | P=0.01

Chi-square statistics df(num)

laendft| 1 [ 2 [ 3 [ 4 |5 |6 |7 [8 ]9 [10o|1m [12]13 14|15 |16 |17 [18 [19 [20 [22 [24 [26 |28 | 30
3 [167.03 148,50 [141.11 [137.10 [134.58 [132.85 [131.59 [130.62 [129.86 [129.25 [128.74 [128.32 [127.96 [127.65 [127.38 [127.14 [126.93 [126.74 [126.57 [126.42 [126.16 [125.94 [125.75 [125.59 125 45
4 |44 6125 [56.18 [53.44 [51.71 [50.53 [49.66 [49.00 [48.48 [48.05 [47.71 [4741 [47.16 [4695 [46.76 [46.60 [46.45 4632 [4621 [46.10 |45.92 [4577 |4564 [45.53 [45.43
5 |a7ras 72 [3320 [31.09 [29.75 [28.84 [28.16 [27.65 [2725 [2692 [2665 2642 [2622 [2606 [2591 [25.78 [25.67 [2557 [25.48 [25.40 [2525 [25.13 [2503 [24.95 [24.87
6 [3551 [27.00 [2370 [21.92 [2080 [20.03 [19.46 [19.03 [18.69 [1841 [18.18 [17.99 [1783 [17.68 [17.56 [1745 [1735 [1727 [17.19 [17.12 [17.00 [16.90 [16.81 (1674 [16.67
7
8
9

]29.25 ]21.69 |18.77 ]17.20 |16.21 |15.52 |15.02 |14.63 |14.33 |14.08 |13.88 |13.71 |13.56 |13.43 |13.32 |13.23 |13.14 |13.06 |12.99 |12.93 |12.82 |12.73 |12.66 |12.59 ]12.53

2542 [18.49 [15.83 ]14.39 1349 [12.86 |12.4o |12.05 1177 [1154 (1135 |11.2o 1106 [10.94 (1084 [1075 [10.67 [10.60 [10.54 [1048 [1038 (1030 [10.22 [10.16 [10.11

|

|

|

|

|

|

| 2286 [1639 [1390 [12.56 [11.71 [11.13 [1070 [1037 [1011 [9.89 [972 [9.57 [944 [933 [924 [915 [908 [901 [895 [890 [880 ([872 [8.66 [8.60 (855
| 10 [21.04 1491 [1255 1128 (1048 [9.93 [052 [020 [896 [875 [859 845 833 [822 [813 [805 [798 [791 [186 [780 [171 [164 [157 [152 [147
| 11 [1969 1381 [11.56 [1035 [958 [0.05 [866 [836 [8.12 [192 [176 [163 [151 [141 [132 [124 [118 [111 [706 [701 |692 [685 [679 [6.73 [6.68
| 12 [1864 1297 1080 (063 ([s.89 [838 ([8.00 [771 [748 [729 [7.04 [101 [689 679 671 [663 |657 [651 [645 |641 [632 [625 [619 [6.14 [6.09
| 13 [1782 1231 [1021 [007 [835 [786 [149 [121 [698 [680 [6.65 652 641 [631 [623 616 [609 |603 [598 [593 [s85 [578 [572 [5.67 [5.63
| 14 [1704 Ju7s 073 [s62 [792 [744 [708 [680 [658 [6.40 [626 613 602 [593 585 [s78 [s71 [s66 [s60 [s56 [s48 [s41 [535 [530 [525
|
|
|
|
|
|
|
|
|
|
|

15 [1659 1134 034 [825 [157 [109 [674 [647 [626 608 [594 [581 [571 [562 [554 [s46 [s40 [535 [520 [525 [517 [5.10 [504 [4.99 [4.5
16 (1612 [1097 [001 [794 [727 [681 [6.46 (620 [598 581 [567 555 [544 |[535 [527 |s21 [s14 [509 [s04 [499 |91 [a85 [479 474 [a70
17 (1572 1066 [873 [168 (102 [656 [622 [596 [575 558 [544 [532 522 [513 [s05 [499 [492 |487 |482 [478 [470 (463 [458 [453 [4.48
18 [1538 [1039 [849 [746 [681 [636 [602 [576 [5.56 [539 [525 [513 [503 |494 [487 480 [474 |468 |463 [459 [451 [445 [439 [434 [430
19 [1508 [10.16 [828 [727 (662 [6.18 [585 [5.59 [539 [522 [508 [497 |487 [478 [470 |464 [458 452 |447 |443 |435 [429 [423 [419 |44
20 [1482 095 [8.00 [7.10 646 [602 [5.69 [5.44 [524 [508 [4.94 [482 [472 fa64 [456 [450 |444 [438 [433 |420 [421 [415 [409 [405 [401
22 [1438 [961 [780 |681 [619 [576 [s44 ([5.19 [499 [483 [470 [458 [449 [440 [433 [426 [420 [415 [410 [406 [398 [392 [386 [382 [3.78
24 [1403 [034 [755 |659 [598 [555 [524 [499 [480 [a6a [a51 [439 [430 f421 [414 f407 f402 [396 [392 [387 [380 [3.74 [368 [363 [3.59
26 (1374 [0a2 [736 |641 [s80 ([s38 [507 [483 |464 [448 [435 [424 [414 [406 [399 392 [386 [381 [377 [372 [365 [359 [353 [349 [345
28 [1350 893 [7.19 |625 |[s66 ([s24 [493 [470 [451 [435 [422 411 [401 [393 [386 [380 [374 [369 [364 [360 [352 [346 [341 [336 [332
30 [1329 [877 [705 613 [553 [sa2 [4s2 [458 [439 [424 [a11 [ao0 [391 [383 [375 369 [3.63 [3.58 [3.54 [349 [342 [336 [330 [326 [322

df(denum)
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‘ Comparing Variances: «

* Probability that x is in the interval [cq, ¢5]

— formally written:
Plc;<x<c)=1—-a

— (c1, c2] confidence interval
—a significance level
—100(1- o confidence level

typical confidence levels are 90%, 93%, 89%

significance level &« = 0.1 = confidence level 30%
significance level « = 0.05 = confidence level 95%
significance level @ = 0.01 = confidence level 39%

u{l[g»\ UiO ¢ University of Oslo IN5060



‘ One-way repeated measures ANOVA summary

Variation Alternatives Error Total
Sum of squares SSA SSE =]
Deg freedom k-1 k(n-1) kn-1
Mean square 52 = 554 2 SSE
@ k-1 © k(n—-1)
Computed F o2
ol
Tabulated F Fri—a;k—1,km-1)]
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ANOVA Example

Alternatives
Measurements 1 2 3 Overall mean
1 0.0972 0.1382 0.7966
2 0.0971 0.1432 0.5300
3 0.0969 0.1382 0.5152
4 0.1954 0.1730 0.6675
® 0.0974 0.1383 0.5298

Column mean

Effects

ti%ﬁlﬁO:UanﬁWofOﬁo
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ANOVA Example

Measurements

1

2

3

il

®
Column mean

Effects

Column sum

%%@IﬁO:UnWwﬂWofOﬂo

Alternatives
[ 2
0.0972 0.1382
0.0971 0.1432
0.0969 0.1382
0.1954 0.1730
0.0974 0.1383

y. = 01168 7y, = 0.1462

0.5840 0.7309

IN5060

3
0.7966
0.5300
0.5152
0.6675
0.5298

y3 = 0.6078

3.0391

Overall mean

¥ = 0.2903



ANOVA Example

Alternatives
Measurements 1 2 3 Overall mean
1 0.0972 0.1382 0.7966
2 0.0971 0.1432 0.5300
3 0.0969 0.1382 0.5152
4 0.1954 0.1730 0.6675
5 0.0974 0.1383 0.5298
Columnmean y;=0.1168 7Yy, =0.1462 | y; = 0.6078 y = 0.2903

Effects

a=yj=Y

@) UiO0: university of Oslo
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ANOVA Example

Alternatives
Measurements 1 2 3 Overall mean
1 0.0972 0.1382 0.7966
2 0.0971 0.1432 0.5300
3 0.0969 0.1382 0.5152
4 0.1954 0.1730 0.6675
5 0.0974 0.1383 0.5298
Columnmean y;=0.1168 7Yy, =0.1462 | y; = 0.6078 y = 0.2903
Effects a; =—0.1735 @, = —0.1441 @; = 0.3175
SSA 5-Yia7= 0.7585

ﬁﬁ‘»\ UiO ¢ University of Oslo IN5060




ANOVA Example

Measurements

1
2
3
4
@)

Column mean

SST=5SA+5SE

\; ‘»\ UiO ¢ University of Oslo

€1 =Yi1 — Y1

-0.0196
-0.0197
-0.0199
0.0786
-0.0194

y; = 0.1168

Errors

ei2 =Yi2 — Y2

-0.0080
-0.0030
-0.0080
0.0268
-0.0079

y5 = 0.1462

0.8270

IN5060

€3 =Yi3— Y3

0.1888
-0.0778
-0.0926
0.0597
-0.0780

y3 = 0.6078

SSE

-
Il
—_
o~
Il
[UEY

0.0685



ANOVA Example

Variation Alternatives Error Total
Sum of squares SSA = 0.7585 SSE = 0.0685 SST = 0.8270
Deg freedom k—1=2 k(N—-1)=12 kn—1=14
Mean square o2 = 0.3793 of = 0.0057
Computed F 0.3793

; 0.0057 ~ &
Tabulated F F0.95:2.121 = 3.89

F19.99:2,121 = 6.93
F10.999,2,121 = 12.97

SSA/SST =0.7585/0.8270 =0.917

— 91./7% of total variation in measurements is due to differences

among alternatives
SSE/SST = 0.0685/0.8270 = 0.083

— 8.3% of total variation in measurements is due to noise in

measurements

@) Uio: university of Oslo IN5060



ANOVA Example

Variation Alternatives Error Total
Sum of squares SSA = 0.7585 SSE = 0.0685 SST = 0.8270
Deg freedom k—1=2 k(N—-1)=12 kn—1=14
Mean square o2 = 0.3793 of = 0.0057
Computed F 0.3793

; 0.0057 ~ &
Tabulated F F0.95:2.121 = 3.89

F19.99:2,121 = 6.93
F10.999,2,121 = 12.97

Computed F statistic > tabulated F statistic

— 99.9% confidence that differences among alternatives are
statistically significant.




‘ One-way repeated measures ANOVA summary

= Useful for partitioning total variation into components

— Experimental error

* Including differences between human participants - which can be due
to actual differences but also due to lack of attention

— Variation among alternatives

* Including alternatives comprising a numeric score, a rank or a count

® Compare more than two alternatives

“ Note, does not tell you where differences may lie

— Use PostHoc tests

“‘i” UiO ¢ University of Oslo IN5060



VWhen to use One-way ANOVA

PostHoc testing:

- If ANOVA indicates that not all population means are equal
«  Which ones are different?

Wi
Yo

A typical PostHoc option: Tukey’s HSD (Honestly Significant Difference)
Absolute differences of 2 columns’ averages: |y, — vzl
Standard error MSE for all columns: average of column variances

_ 1y.a-yBl

Compute g, 5 = J@

Check if g, 5 is above the studentized range distribution for a percentage probability
https://real-statistics.com/statistics-tables/studentized-range-g-table/

IN5060



https://real-statistics.com/statistics-tables/studentized-range-q-table/

