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Objectives

Understanding	of	challenges	related	to	
use	of	AI	based	systems	in	everyday	life	
and	at	work

• How	to	evaluate	them?

• How	to	use	them?

• How	to	integrate	them	in	our	life?	

HCI AI

H-AI	I



Module	overview

[3.1	&	3.2]	Evaluation	of	
interaction	with	AI	

Overview
Task-oriented	evaluation
Ability	based	evaluation
User	Experience,	Values	and	AI

[3.3	&	3.4	]	Human- AI		
partnership

Levels	of	automation
Human-in-the-loop	and	situation	
awareness)
Human-robots	teams	
Task	distribution	between	humans	and	
AI

[3.5	&	3.6]	Lessons	learned	
from	studies	of	human	– AI	
interaction	
Personality	of	robots	and	trust
Empathy	with	algorithms	
Evaluation	in	the	lab	and	"in	the	wild"
Evaluation	in	industry	context

[3.7	&	3.8]	Writing	workshop



Assignments	and	tasks
Group	Assignments	and	tasks
• Task	1	(lesson	3.1&3.2)	– problems	with	AI ->	Appendix	3	(a	video	and	
a	½	page)	
• Task	2	(lesson	3.3&3.4)	– human-machine	partnership	->	Appendix	4	
(1	page)	
• Evaluation	approach/plan	and	reflections	on	the	proposed	plan	(one	
page	max)

Individual	assignment
• Levels	of	automation	(lesson	3.3&3.4,	1/2	– 1	page)



Evaluation	of	interaction	with	AI	

• When	AI	goes	crazy
• Task-oriented	evaluation
• Ability-oriented	evaluation
• User	Experience,	Values	and	AI



Task	1

Find	a	video	which	illustrates	well	some	of	the	problems	that	might	
appear	when	we	interact	with	AI,	an	"AI/robot	goes	crazy"	example.	

• What	was	the	problem?
• Could	it	be	solved	differently?
• Could	it	be	discovered	earlier?



Airport	
passport	
controll



Your	turn	- Task	1

Find	a	video	which	illustrates	well	some	of	the	problems	that	might	
appear	when	we	interact	with	AI,	an	"AI/robot	goes	crazy"	example.	

• What	was	the	problem?
• Could	it	be	solved	differently?
• Could	the	problem	be	discovered	earlier?



From	task-
oriented	

evaluation	to	
ability	based	
evaluation

Hernández-Orallo (2017)

• Consider	evaluation	of	artificial	intelligence	
systems

• Task-oriented	evaluation	approach
• Ability-oriented	evaluation	approach
• Analyse	evaluation	tests
• Lessons	learnt	and	guidelines



What	and	how	to	evaluate?

• Definitions	of	AI	
• McCarthy	(2007)	– "AI	is	the	science	and	engineering	of	making	intelligent	
machines"	–>	intelligence	test
• Minsky’s	(1968)	- “AI	is	the	science	of	making	machines	capable	of	performing	
tasks	that	would	require	intelligence	if done	by	humans”	
->	task-oriented evaluation
• AI	effect	(McCorduck 2004)	- tasks	are	not	considered	AI	problems	any	more	once	
they	are	solved	without	full-fledged	intelligence



What	and	how	to	evaluate?

• AI	systems	- AI	agents,	cognitive	architectures	or	robots,	self-driving	
car
• AI components	- techniques,	algorithms,	methods	or	tools,	camera	of	
the	self-driving	car
• Specialized	AI	systems	- task-oriented	evaluation
• General-purpose	AI	- ability-oriented	evaluation	(artificial	pets,	
assistant…variety	of	tasks)



What	and	how	to	evaluate?

• AI	applications:	computer	vision,	speech	recognition,	music	analysis,	machine	translation,	
text	summarisation,	information	retrieval,	robotic	navigation	and	interaction,	automated	
vehicles,	game	playing,	prediction,	estimation,	planning,	automated	deduction,	expert	
systems

• Task-oriented:	human	discrimination,	problem	benchmarking,	peer	confrontation
• Competition	- Deep	Blue	versus	Kasparov	1997
• Ability-oriented	evaluation	– psychometrics	(IQ	tests	and	similar)
• Generic	guidelines	

• Specify	the	set	of	systems	to	be	evaluated,	the	set	of	possible	tasks,	describe	the	similarities	between	
the	tasks



User	
Exeperience	
with	robots

• Context:	factory
• Two	types	of	robots,	one	within	a	safety	

fence
• UX	questionnaire	(23	respondents)
• Covered	aspects:	cooperation,	perceived	

safety,	perceived	stress,	perceived	usability,	
general	UX

• Conclusion	– ting	take	time



UX	Definitions

• "A	consequence	of	a	user's	internal	state,	the	characteristics	
of	the	designed	system and	the	context	within	which	the	
interaction	occurs"	(Hassenzahl&Tractinsky 2006)*
• "All	aspects	of	the	end-user's	interaction	with	the	company,	
its	services,	and	its	products"	(Nielsen	Norman	Group)
• "The	quality	of	experience	a	person has	when	interacting	
with	a	specific	design"	(Uxnet,	online)

• *	Marc	Hassenzahl &	Noam	Tractinsky (2006):	User	experience	- a	research	agenda,	Behaviour &Information	Technology,	
25:2,	91-97



Fra (Rogers, Sharp, Preece; Interaction design;  2011)

UX	list

satisfying helpful fun

enjoyable motivating provocative

engaging challenging surprising

pleasurable enhancing	sociability rewarding

exciting supporting	creativity emotionally	fulfilling

entertaining cognitively	stimulating

boring unpleasant

frustrating patronizing

making	one	feel	guiltymaking	one	feel	stupid

annoying cutesy

childish gimmicky



Values

• A	robot	may	not	injure	a	human	being	or,	through	inaction,	allow	a	human	
being	to	come	to	harm
• A	robot	must	obey	the	orders	given	it	by	human	beings	except	where	such	
orders	would	conflict	with	the	First	Law
• A	robot	must	protect	its	own	existence	as	long	as	such	protection	does	not	
conflict	with	the	First	or	Second	Laws
• A	robot	may	not	injure	humanity,	or,	by	inaction,	allow	humanity	to	come	
to	harm

• What	about	environment,	peace,	justice…UN	Sustainable	Development	
Goals	



Shifting	focus

Future	AI	systems	should	focus	enhancing	human	cognitive	
capabilities	and	channelling	human	creativity…incorporating	trust,	
ethics,	and	human	values

Global	effects	of	a	'local'	optimal	solution
Values,	ethics,	privacy	and	security	as	a	core	design	considerations
Embedding	ethics	and	values	into	AI	system

(Lukowicz,	Slusallek,	2018)



What	to	
evaluate?

LUDVIG https://www.youtube.com/watch?v=U9KrEcn4W3Q

Which UX	dimensions would you evaluate?
Which values should be	adresses	by	design?	


