
Module 1  
 

Concepts, definition and history 

 

Alan Turing lead the code breaking team that managed to decrypt the encrypted 

codes used by the Germans during World War II. This accomplishment made people 

wonder what else computers could do in the future and whether it was possible that 

computers could be able to compete with the human intellect (Grudin, 2009). Grudin 

said that the term “artificial intelligence” was first used in a workshop by John 

McCarthy in 1956 (Grudin, 2009), but actually the term was first used in the project 

proposal in 1955 (McCarthy et al, 1955). 

 

Definitions of AI 

 

One definition of AI: “AI is a subfield of computer science aimed at specifying and 

making computer systems that mimic human intelligence or express rational 

behaviour, in the sense that the task would require intelligence if executed by a 

human.” (Bratteteig & Verne, 2018, p. 1-2).  

 

Bratteteig and Verne’s definition is focused on the fact that computers is not able to 

reason and act in a context-based manner like humans, which means they can only 

mimic our intelligence.  

 

Another definition of AI: “The ability of a digital computer or computer-controlled 

robot to perform tasks commonly associated with intelligent beings.” (Copeland, 

2006).  

 

This definition doesn’t limit the artificial intelligence to only cover humans. One can 

argument that for instance some animals can be viewed as intelligent in comparison 

with other animals.  

 



Third definition of AI: “AI … is concerned with intelligent behavior in artifacts” 

(Nilsson, 1998) 

 

In order for this definition to be understood you need to know the definition of 

intelligence, this relates to the definition by Copeland, and then add this definition 

into a thing or an artifact.  

 

My definition of AI: “Learning, improving and understanding” 

 

I am not that pleased with this definition. By learning I mean that the system should 

learn from training on data sets and use. By improving I mean that the system should 

improve due to adapting what it has learned, which leads to some sort of 

understanding how do adapt and being able to see contexts. 

  

 

Google and AI 

 

Google is one of many contemporary companies that work with AI. They describe AI 

as a service that can make information more accessible to everyone. They use AI for 

their own products such as search engines, image-search, speech-based systems 

and translate suggestions (Google, nd).  

 

AI in Westworld 

 

Westworld is a series where humans or “guests” meet lifelike robots or “hosts” in a 

fictional wild-western themed world. In Westworld the guests can get different 

experiences by picking from a set of predefined storylines, where the hosts play 

characters in the story. It can be compared to a roleplay or an interactive game. The 

interaction between the guests and hosts is the same as human to human 

interaction, but since the guests know that the hosts are robots, they don’t treat them 

with the same respect as other humans.  

 



Robots and AI systems 
 

The word robot come from the Church Slavonic word “robota” which means forced 

labor or servitude (Markel, 2011). Karel Capek, the director of the play R.U.R, which 

is short for Rossum’s Universal Robots, also introduced the word robot (Markel, 

2011).  

 

Definitions of Robot 

 

One definition of Robot: “Robot, any automatically operated machine that replaces 

human effort, though it may not resemble human beings in appearance or perform 

functions in a humanlike manner.” (Moravec, 2005) 

 

Another definition of Robot: “a reprogrammable multifunctional manipulator 

designed to move materials, parts, tools, or specialized devices through various 

programmed motions for the performance of a variety of tasks” (Thrun, 2004, p.11) 

 

In both of these definitions the robots are described as an artifact that is able to do 

physical tasks. A robot does not need to look humanlike or perform human-like 

tasks. Often a robot is a replacement for a machine which usually needed to be 

operated or handled by a human to work, for example a lawn mower or a vacuum 

cleaner or more old school industrial robots.  

 

My definition of Robot: “A robot is a machine that can perform human tasks without 

needing to look like a human or perform the task in a humanlike manner” 

 

My definition is inspired by Moravec (2005) since I find this definition highly 

representative of my own thoughts about robots. Robots are often specialized in one 

task, but I believe that this can change in the future of robotics and that is why I did 

not mention it in my definition.  

 



Robot vacuum cleaner 

Robot vacuum cleaners is more and more common in Norwegian homes. The 

vacuum cleaner robots moves across the floor in a household and if it meets an 

obstacle it turns around and finds a new path. Humans can interact with the robot by 

choosing time intervals which they find convenient for the robot to do it’s cleaning 

job. The robot vacuum cleaner is an example of a robot with one specialized task. 

 

Universal Design and AI systems 
 

Definition: “Universal Design is the design and composition of an environment so 

that it can be accessed, understood and used to the greatest extent possible by all 

people regardless of their age, size, ability or disability.” (NDA, nd) 

 

Universal design is design for all, this means that everybody should be taken in 

consideration both in the digital and physical world. When designing for people with 

disabilities either it’s cognitive, motorical or perceptual the outcome often leads to a 

better design for everybody. An example of physical universal design is wheelchair 

ramps, the intention of building these ramps was to give people that sit in 

wheelchairs access into buildings. Now the wheelchair ramps are used by everyone, 

it’s convenient for people with or without disabilities who are for instance pushing 

their bicycle or wagon.  

 

Universal design is supposed to be inclusive, but some AI systems has met some 

challenges when it comes to include everyone. One example of AI being exclusive is 

of facial recognition. Some AI builds on machine learning algorithms which uses 

huge datasets for training the AI. Many examples have been given where AI has 

failed to recognise people with darker skin color. One person who has been 

addressing this problem is Joy bla bla, she showed the world that AI facial 

recognition tools failed to determine the gender and names of some of the most 

historical females. The problem within AI facial recognition is that the datasets used 

to train the AI has not represented the entire population. This problem doesn’t only 



relate to AI facial recognition but to AI in general. When the datasets used to train 

the AI systems is based on averages it can potentially lead to excluding edge cases 

like people with impairments. This is a huge problem because users in the edges of 

the normal distribution bell curve might be the ones who need universal design the 

most in the first place. 

 

Module 2 
 

AI-infused systems 

 

When designing an AI-infused system it’s important that the system is dynamic and 

has the ability to change. Of course there either are or should be restrictions to how 

much the system can change. The AI-infused system should make clear to the user 

what it is able to do and how well it can do it. When interacting with for instance 

Google Assistant you are provided with some examples of what you can ask for. The 

AI can then learn from your searches or context of use and improve and personalize 

it’s services.  

 

Sometimes when the user is interacting with an AI-infused system the system can’t 

detect or understand what the user is asking for. When this happens the system 

should make it easy for the user to recover or refine the input. If we still use the 

Google Assistant as an example it could be that the user asks for a complicated 

question like why did the tram-traffic stop in Oslo on Saturday. The Google Assistant 

may not be able to answer the question, but it could degrade it’s services and 

provide the user with an Google search on some or all of the input data provided by 

the user.  

 

From a user perspective it may be hard to understand why the service provides this 

kind of output, given the user input. This leads us to the third characteristic which is 

black box. Black box is a metaphor for the process between providing input and 

being provided with output. When the system has trouble with validating output, or 



make understandable output, it should make clear why it didn’t manage to do so and 

what it did instead. The fourth characteristic is that AI-infused systems are fuelled by 

big data sets. Because the data sets grow as we provide user input the loop kinda 

closes because the AI-infused system is then learning from the new input and how 

the user behaves. (Fløgstad, 2019) 

 

I used Google Assistant on my mobile phone as an example of an AI-infused 

system. With Google Assistant you can search through over one million actions 

either with voice or text entry (Google, nd). The Google Assistant can help you with 

anything from remembering where you parked your car, tell you how the weather is 

going to be or provide shortcuts to Google searches. It’s probably trained on 

Google’s database, this database is growing everyday which provides the Assistant 

with new up-to-date training material. It’s probably also improving from use, 

personalizing and optimizing it’s services to the users. I’ve used the assistant for 

setting alarm clocks and reminding me what’s on my schedule for the day, but it 

makes some mistakes if I ask more complicated questions or make longer 

sentences. Sometimes the assistant doesn’t understand what I say when I’m using 

voice entry, and it don’t quite understand when I try to correct the input. When this 

happens I often try to either type text entry or use a Google search instead. I think 

this makes the user avoid asking difficult questions to the assistant, which makes it 

gather less user data to improve on.  

 

Human-AI interaction design 

 

The principle of consistency is one of the existing guidelines for user interface 

design. AI-infused systems change from learning from use over time and adjusts to 

the user making it behave differently from user to user. This conflicts with the 

principle of consistency in user interface design where we want to minimise 

unexpected changes in the user interface, making it easier and more intuitive to use 

different systems due to standardized mechanisms for interaction and layouts. 

(Amershi et. al., 2019) 

 



Amershi et. al. is addressing the need for a set of shared guidelines for AI-infused 

systems and together with a team of researchers from Microsoft they have made 18 

guidelines for AI design. The guidelines are based on a total of 168 potential AI 

design guidelines gathered through reviews of existing literature, with the goal of 

making a set of relevant and clear guidelines. (Amershi et. al., 2019) 

 

Expectations to the capabilities of AI-infused systems vary among different users 

which can result in users being disappointed with the imperfections in the AI 

systems. Kocielnik et. al. (2019) studied how methods for setting expectations could 

impact the users acceptance of AI-infused systems, using a Scheduling Assistant to 

test different techniques and how these are perceived by the users.  (Kocielnik et. 

al., 2019) 

 

One guideline by Amershi et. al. (2019) is “Make clear of what the system can do”. 

When opening the Google Assistant it gives you the choice to learn more about the 

services it can offer to the user along with some suggestions based on earlier use. 

When it makes suggestions based on earlier use it also follows guideline number 13 

“Learn from user behavior”.  

 

I find that the Google Assistant can be quite dumb sometimes and don’t follow the 

guideline 9 “Support efficient correction”. I will provide an example to help explain 

one situation where I found it difficult to use the assistant to edit my entry. 

 

 

Fig 1) So here you can see that I was trying to 

create a reminder for my meeting tomorrow at 

12 pm. The assistant didn’t perceive the 

information that I provided in my voice entry, 

and only manage to recognise 12, but thought I 

meant 12 am. This gave me the opportunity to 

correct the information, testing if it followed 

guideline 9. See figure 2 



Fig 2) I then tried to correct the time for the 

reminder and repeated “12”. Google Assistant 

then thought I would like a reminder at 12 am 

reminding me about 12. Because this makes no 

sense I then decided I had to correct it, clicking 

the “Endre den”-button. Figure 3 shows what 

happened next. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3) I clicked the “Endre den”-button expecting 

the Google Assistant to understand that I wanted 

to change the reminder I had set saying “12” at 

12 am. Instead the assistant thought I wanted to 

do a Google search on the words “endre den”. 

The assistant then suggested an interesting 

article in a student newspaper about the first 

female guitarist student at the institute of 

rhythmic music. 

 

 

 



Based on these figures I believe that I have managed to demonstrate that Google 

Assistant does not always support guideline 9 “Support efficient correction”. This 

also relates to the article by Kocielnik et. al. about setting expectations for the AI 

system. I can understand why the assistant thought I wanted the reminder to say 

“12” since it asked me what the reminder should be about, but when the system 

provides a choice to change it or “endre det” I expected it to change the reminder. I 

think guideline 9 by Amershi et. al. (2019) could inspire improvements in Google 

Assistant. I believe it is a good solution to offer the user an opportunity to change or 

delete a reminder or other kind of entry, but the system should then understand that 

the user wants to make changes or correction on the previous input or output.  

 

Chatbots / conversational user interfaces 

 

Key challenges: 

Design of chatbots and natural language user interfaces is expanding the field of 

HCI. One key challenge of conversational user interfaces is “Seeing conversations 

as the object of design” (Følstad & Brandtzæg, 2017, p.41). Følstad and Brandtzæg 

suggest that we move away from viewing design as an explanatory task to viewing 

design as an interpretational task. This means that we need to step away from the 

task of explaining what is or is not available, and step into the task of understanding 

what the user needs and how she wants the services presented (Følstad & 

Brandtzæg, 2017). Another challenge is that the conversation breaks down fast 

(Følstad & Brandtzæg, 2017) and that it often gets overshadowed by errors (Luger & 

Sellen, 2016). Luger and Sellen also mention the lack of conceptual understanding in 

conversational user interfaces as a challenge (Luger & Sellen, 2016). 

 

Chatbots in relation to guideline 1 and 2 by Amershi et. al. (2019): 

 

G1: Make clear what the system can do 

This guideline is relevant for all systems, including chatbots. A user would want to 

know what the chatbot can do in order to make sure it’s actually useful for the 

desired task that the user want to accomplish. It’s important that the user know 



sooner rather than later if the system is actually relevant to the task at hand so the 

user don’t get frustrated or end up with the feeling that the chatbot has wasted the 

user’s time. 

 

G2: Make clear how well the system can do what it can do. 

If the user knows what the system can do (G1) then the system should also provide 

information about how well it can do it. This relates to the article by Kocielnik (2019) 

about setting the user’s expectation. When the user is provided with information 

about how well the system works it may be more understanding to why the chatbot is 

not successful in providing the desired information or output. 
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Feedback: 
My first iteration wasn’t complete when I delivered it, so in this iteration I have focused on 

completing the first iteration. In this iteration, module 2, I have also focused on making 

shorter and more understandable sentences.  


