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1. Group description 

Our group consists of Bendik Johann Kroken, Chris Kløv Andersen, Inger Helene 

Howells Engebretsen and Viljar Tornøe. We are all fourth-year students doing our 

masters in Informatics: Design, use and interaction. Bendik, Chris and Inger Helene 

did their bachelor studies at the University of Oslo, while Viljar did his bachelor’s in 

New Media at the University of Bergen. 

 

2. Area of interest 

We would like to work with chatbots. Specifically, we want to investigate the way 

users interact with chatbots. We want to look at how users choose to formulate their 

questions when interacting with chatbots versus real people.  We consider looking 

into whether the type of recipient influences the users’ vocabulary,  sentence 

structure and expressions. In order to do this, we want to look at how users interact 

with the chatbot ToastBot that we made for the student association Toastjærn earlier 

this semester.  

 

It would also be interesting to look at the expressions the chatbot uses compared to 

what a human uses, but since ToastBot does not generate its own sentences, this 

will not be relevant to us in this task. All sentences that ToastBot write are written by 

the developers. The chatbot only recognizes certain keywords and replies with the 

answer that is connected to that specific buzzword.  

 

We are interested in this topic because we all have experiences with either being 

mistaken for chatbots (through work) or experience using chatbots ourselves. 

Chatbots are increasingly becoming a larger and more important part of how users 

interact with companies and this, as Brandzæg and Følstad says, will pose an array 

of new challenges to HCI (Brandzæg & Følstad, 2017:38-40). Therefore we wish to 

investigate this concept, and gain insight into the experience of interacting with 
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chatbots, here through language. Another interesting aspect of chatbots and their 

interaction with users is how the users expect the chatbot to behave. Jenkins et 

al.(2007), argues that users expect chatbots to both behave and communicate like 

humans, creating new challenges (Jenkins et al. 2007:83). Drawing upon this we 

could investigate how this claim carries over to Toastjærns chatbot.  

 

The users we want to include are users who are in the target group for the Toastjærn 

association. Since Toastjærn is an association affiliated with the Institute of 

Informatics, it would be interesting to focus on students at IFI. We think it would be 

interesting to include people who do not necessarily know too much about the 

student association. If they do know a lot about Toastjærn already, the conversation 

might not be as natural or organic as it would be if they actually had genuine 

questions about the association.  

 

In order to make the conversations as organic and natural as possible, we would like 

to test the chatbot in a natural setting. That will most likely be during lunchtime in the 

cafeteria at IFI. It is also possible that the chatbot is used during classes or while 

walking in the hallways, but this might be harder to study. We also do not want to 

encourage students to use the chatbot during class, even though this might give us 

an even more accurate example of how users talk to chatbots, especially when in a 

hurry. We would like to approach students who are eating or socializing in either the 

hallway or the cafeteria to not disturb their studies.  

 

3. Questions and hypothesis 

We would like to investigate this question:  

“Are users less formal when they know they are chatting with a robot compared to 

when they think they are chatting with a human?” 

 

Our hypothesis is that they are. Through our project, we would like to either confirm 

or disconfirm this. Our hypothesis is therefore this: 
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“Users are less formal when they know they are chatting with a robot compared to 

when they think they are chatting with a human?” 

 

4. Methods 

In order to find out whether the formality of user language differs between interaction 

with chatbots and interaction with humans, we want to ask students at IFI to chat 

both with the chatbot ToastBot and with a person from the board of Toastjærn. We 

choose to use this chatbot because it allows us to access users’ interactions with the 

chatbot. We could have chosen to investigate a different, more advanced and 

established chatbot, but since the data provided by the conversations is needed for 

us to further investigate the differences, we choose to use our own chatbot. If we had 

chosen to use a different chatbot, we would have to either ask the users to send us 

screenshots of the conversations,  or ask the owners of the chatbot to give us insight 

into their data. Furthermore, by using our own chatbot we gain more knowledge 

about what is needed to make a chatbot.  

 

Our approach will be similar to experimental research, and we will organize it by 

dividing the participants into two groups, and exposing each participant to only one 

condition (between-group design). The participants of each group will be aware of 

the existence of the association, but not necessarily know too much about it. This is 

because we want the conversations to be organic, and the questions to be genuine. 

The participants will be chosen at random, but due to practicalities, the first five 

participants will be directly assigned to the board member chat, and the last five 

participants will be directly assigned to the chatbot chat. Therefore, since the 

assigning of participants to conditions is not truly randomized, the experiment will 

only be a quasi-experiment.  

 

When gathering data,  we will initially ask five students to chat with the Toastjærn 

association. They will be told that a member of the board is on the other side, and we 

want to them to interact with them through our phones so that they remain 
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anonymous. The students will be asked to ask the member about the association, 

and that our goal is to collect data on questions asked to the chatbot.  

 

After that, we will ask five new students to chat with the chatbot ToastBot. In order to 

make sure that the data is comparable to the data gathered from the chat with the 

board member, we will ask them to do the same as the other group did (ask 

questions to the chat about the association).  

 

When all ten people have chatted with either the board member or the chatbot, we 

will read through the chats and look for similarities within the groups and differences 

between the groups.  

 

We also consider talking with an expert on the theme at a later stage. As mentioned 

below, we have found articles about the effect of AI on language formality and 

politeness, but it would be interesting to interview someone who works with this.  

 

5. Background 

We want to investigate whether and to what extent the language users use change 

when talking to a robot in comparison to talking to another human being. This is a 

question that has been addressed by multiple scholars and tech-interested 

journalists. However, there is not a consensus about whether we should be polite 

when interacting with artificial intelligence or not. While the journalists Needleman 

from CallerCallsBack.com and Elgan from FastCompany.com have taken clear 

stances on what they mean is the right way to interact with artificial intelligences, the 

scientific community on the other hand has not reached a clear stance on the 

matter​(Elgan and Elgan 2018; Gupta, Walker, and Romano 2007; Needleman 2017)​. 

In our study, we aim to investigate this phenomena further, and look at how people 

actually interact with chatbot in their daily practice.  
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Both Gupta et al. and Benotti & Blackburn have investigated politeness in 

human-robot interaction ​(Benotti and Blackburn 2016; Gupta, Walker, and Romano 

2007)​. These studies were made on the background of people viewing robots and 

social actors, and thus new issues arose - how polite does one need to be when 

interacting with robots? Gupta et al. conclude with no clear cut answer to this 

question, but reports from their studies that there is a cultural component to the 

subject at hand underlining that politeness with conversational agents varies across 

both language and the embodiment of the responses of the conversational agent 

(Gupta, Walker, and Romano 2007)​. 

 

Politeness is highly contextual​(Benotti and Blackburn 2016)​, and as Luger and 

Sellen argue, chatbots often lack this contextual information, making interactions 

with conversational agents seem “patchy” and “off” ​(Luger and Sellen 2016, 5288)​. 

Kocielnik et al. argue that expectations a central tenet in our interactions with 

conversational agents​ (Kocielnik, Amershi, and Bennett 2019)​. Benotti and 

Blackburn argue that a central part of politeness theory is for the actor (the one 

chatting) to understand the desires and intentions of the agent, thus prompting a 

polite response from the actor ​(Benotti and Blackburn 2016, 301)​. This is especially 

interesting in the context of robot-human interaction, when this is something that 

cannot be done, and robots do not have desires/intentions in the way humans do. 

Relating to our research question, we view politeness a central part of formality, thus 

we think it is interesting to use the theories proposed by Benotti and Blackburn. 

 

These authors create a foundation in which we aim to understand our findings. Does 

a lack of context and immediate responses make a reduction in politeness when 

interacting with chatbots, or does the opposite happen? Does expecting a robotic 

reply from a conversational agent triggers a more robotic response from the user? 
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6. Findings 

Talking to a person our test participants were polite and 

thankful for the answers. Several of them used emojis. They 

would write longer sentences describing their questions and 

sometimes have a follow up questions after the initial 

answer. 

 

When our test participants were asked to speak to a chatbot 

they were much more direct in their questions, often opting 

for one-worded indicators for their inquiries and leaving out 

punctuation marks. 

  

Multiple of the users interacting with the chatbot tried 

“testing the limits” and trying to get the chatbot to 

answer funny questions or make jokes. None of the 

users tried doing this when they were talking to a real 

person, 

 

When encountering errors with the chatbot, some 

participants quite quickly lost interest in conversing with it, while some tried to adapt 

and configure their questions to test if it would yield a new result.  

 

Example 1: 

This participant continues to feed single words into the chatbot, and when 

continuously receiving error messages in return, the participant quickly gave up.  

Example 2:  

This participant got error messages when asking questions, but was still curious to 

see if she could get her question answered by trying different ways of wording her 

questions.  

Example 3: 
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Another participant encountered a false positive when asking about the price of a 

toast, getting the definition of a toast instead.  
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8. Appendix  

8.1. Chatbot design task 

The first part of our meeting was deciding on which case regarding chatbots we were 

interested in. We decided on making a chatbot for Toastjærn, a student association here at 

IFI devoted to the creation and consumption of toast. A major reason for this was that Inger 

Helene is an active part of the association, and saw that a chatbot could make their 

day-to-day communication with both potential member and current members more efficient.  

 

Due to Inger Helene already being in Toastjærn and having access to previous chats, we 

were able to model our chatbot on existing data making our chatbot based on real cases. 

Through this data we made our chatbot quite extensive so that it still could be used after the 

assignment was done. 

We did an informal user test at a Toastjærn event, where the participants were people in line 

waiting for toast. We tested three people, and got interesting feedback. We got insight into 

how people tested the limits of the chatbot as well as the threshold of errors before they 

gave up and did not use it anymore. We also observed that people were more impressed 

than we expected of the chatbot, and thought that it was exciting and fun. 

8.2. AI task 

For module 2 we received a machine learning code from Dr. Morten Goodwin and dataset 

necessary to train a chatbot based on movie lines from the movie Gone with the wind. 

8.2.1. Process: 

Our process was one of trial and error. As novices to machine learning, and only having had 

one lecture on how to manipulate the data, we were quite confused in the beginning. We 

were not sure what parameters in the code to change or what to change it to. As Dr. 

Goodwin said during the lecture, there is no right or wrong answer. This is a try, test and 

evaluating process. We manipulated the number of iterations (epoch) in the code and the 

number of connections (dense) to some random values and reviews the results.  
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8.2.2. Outcome: 
 
Test 1: 

 
Number of iterations (epoch): 2 
Number of connections (dense): 512 
Loss: 2.2284 
Acc: 0.1356 
val_loss: 4.4602 
val_acc: 0 
Number of interactions before crashing: Did not crash 
 
Test 2: 

 
Number of iterations (epoch): 7 
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Number of connections (dense): 512 
Loss: 2.6325 
Acc: 0.1722 
val_loss: 5.7293 
val_acc: 0 
Number of interactions before crashing: 3 
 
Test 3: 

 
Number of iterations (epoch): 7 
Number of connections (dense): 86 
Loss: 2.6517 
Acc: 0.1722 
val_loss: 5.7292 
val_acc: 0 
Number of HCI interactions before crashing: 3 
 
Test 4: 
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Number of iterations (epoch): 2 
Number of connections (dense): 86 
Loss: 2.6389 
Acc: 0.1722 
val_loss: 6.4720 
val_acc: 0 
Number of interactions before crashing: 4 
 
Test 5: 

 
Number of iterations (epoch): 10 
Number of connections (dense): 2111 
Loss: 3.3640 
Acc: 0.1722 
val_loss: 3.4190 
val_acc: 0 
Number of HCI interactions before crashing: 1 
 
Test 6: 

 
Number of iterations (epoch): 1 
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Number of connections (dense): 12 
Loss: 2.6231 
Acc: 0.1722 
val_loss: 9.7461 
val_acc: 0 
Number of HCI interactions before crashing: 2 
 
 
Test 7: 

 
Number of iterations (epoch): 2 
Number of connections (dense): 0 
Loss: 2.6372 
Acc: 0.1722 
val_loss: 5.4632 
val_acc: 0 
Number of interactions before crashing: 1 
 
 
Reflections and what we learned 
 
Given the responses were based on movie lines, it was quite difficult to understand if the 
chatbot was just giving random responses or not, as it gave no indication as to why it chose 
the movieline it did as a response. It seemed to us that the more we wavered from Dr. 
Goodwins initial parameters the faster the chatbot crashed, giving us a ValueError: ​“The 
truth of an array with more than one element is ambiguous.” 
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8.3. Feedback from iteration 1 
 
The feedback we got was mostly positive, though two main points we needed to take into 

consideration were mentioned.  

First being we might not get enough data only collecting data from the ToastJærn chatbot. 

Second, how we were going to get realistic data during our tests, as the behavior of the 

participants will most likely be influenced by the fact that they are being observed.  

 

For the first point of concern, we agree that our small data collection is not enough to make 

any true assumptions about our research question, but we think it will be enough for the 

purpose and scope of this assignment, to see if we can find any initial patterns. 

 

To try to get realistic data, we did not watch them as they interacted with the chatbot as the 

participants engaged with the chatbot, but our presence did still probably have an effect. But 

we did not only use data from our tests. The chatbot has been operational since the start of 

September and has had several user interactions since then. We were not present for any of 

these interactions, having no effect on the users. This data was also used in our findings.  
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