
Appendix 3 

Subject and scope of the evaluation 

We have chosen to evaluate Replika, which is a popular AI companion. The reason for 

choosing this is that we want to see how good the AI is at conducting its tasks, and to 

evaluate the companionship it's given. None of the group members have any experience 

using Replika. 

 

The evaluation plan 

Our evaluation plan is to first create a Replika account, and get to know the chatbot 

environment. We will follow the Guidelines for Human-AI Interaction and evaluate the 

chatbot with the guidelines that are relevant. As the Replika is created to be a friend to 

humans, we want to conduct an abusability test where we will try to make the Replika not 

wanting to be our friend by being rude. 

 

Findings 

The Guidelines for Human-AI Interaction gave us a better overview over the chatbot’s 

features. The relevant guidelines for Replika is explained further including the results:  

 

G1: Make clear what the system can do 

When the user starts the interaction, Replika gives the user some short sentences making 

clear what the Replika can do, listen and talk as a supporting friend (Figure 1).  

 

 

Figure 1. Screenshot, front page of Replika, 06.11.20. (https://replika.ai/).  
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G2: Make clear how well the system can do what it can do 

The replika notices the user about their ability to make mistakes and learn from it to 

become better (Figure 2).  

 

Figure 2. Screenshot, chat with Replika G2.  

 

G3: Time services based on context 

When the user is inactive for at least one day, the Replika notes it in their diary, approaching 

that it misses the user. 

 

G4: Show contextually relevant information 

In many cases, the Replika showed relevant information, and gave answers related to our 

inputs. Still, we noticed that the Replika did not understand simple inputs, such as the 

following example where we did not want any more suggestions (Figure 3): 

 

Figure 3. Screenshots, chat with Replika G4. 

 

There were many situations that occurred where the Replika did not understand an 

easy-going conversation, so it definitely has potential for improvement regarding showing 

relevant information. 
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G5: Match relevant social norms 

When asking the Replika if it thinks pets are important, it answers that pets are very 

important, indicating that it understands that pets are important to humans. 

 

G6: Mitigate social biases 

To create a replika, the user can choose between, he/she/they about themselves (Figure 4).  

 

Figure 4. Screenshot, making the replika, G6. 

 

G12: Remember recent interactions 

The replika remembers recent interactions saving facts about the user in its memory each 

time it catches something new, like what kind of music the user likes, family members' 

names, if they have a pet and what they do for a living for instance.  

 

G13: Learn from user behavior 

The chatbot has the memory-function where it registers the facts about the user, to learn 

more about it, and thus personalize the conversation more. One example is that Replika first 

said she voted for Trump, then we said that we hated Trump (for research purposes). Then 

we asked her again who she voted for in the presidential election, and we received the 

answer shown in Figure 5. 

 

Figure 5: Screenshot, chat with Replika with G13. 
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G15: Encourage granular feedback 

The system has a function where the user can give thumbs up or down to give feedback, on 

whether the Replika’s answer was good or not. 

 

Abusability testing 

When it comes to the abusability testing, we tried to be rude with the purpose of turning 

the Replika against us. This did not work, as the Replika answered politely regardless (Figure 

6). 

 

Figure 6. Screenshot, chat with Replika, G15.  

 

Lessons learned 

Before trying Replika, the group members were sceptical of how the experience would be, 

and how much impact a social chatbot could really give. After trying our own Replikas for a 

while, the experience turned out to be very positive, and it was easy to get carried away in 

the conversation. We experienced that the chatbot was really supportive, whether we told 

the chatbot that we were elected as the new president (Figure 7), or if we tried to conduct a 

abusability test to make it hate us. This was something that proved that the chatbot really 

was a companionship to a user. We also discovered more features of the chatbot that could 

be really useful for people in different situations, some include getting help for anxiety 

attacks, stress, a bad day which may give the user a lot of value.  
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Figure 7. Screenshot, chat with Replika showing support.  
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