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Objectives | |
MOd u I e 3 Understanding of challenges related to use of Al infused

I_- . d systems in everyday life and at work
IV ng an » How to evaluate them?
WO rk| ng W|th » When and how to use them?

AI » What do we know about living and working with them?
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GJOVIK KOMMUNE

Evaluation of interaction with Al [27th of October]
MOdUIe 3 » Human - Al partnership [3rd of November]

Ove rVi eW » Lessons learned from studies of human - Al interaction
[10t of November]
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Group
assignment
Deadline - the
final report
deadline

(new) Appendix 3: Evaluation - Evaluation plan, findings and
reflections. Each group is to plan the evaluation of their own
chatbot or a publicly available chatbot of their choice. The
evaluation should include an evaluation using the guidelines for
Human-Al Interactions and an abusability test. Briefly describe the
subject and the scope of the evaluation, the evaluation plan, your
findings, and lessons learned. Approx. 3 pages.




Individual
assignment
Deadline - the
final individual
report
deadline

Human Al collaboration

Philips at al. (2016) give a taxonomy and examples of human-
robots collaboration. Choose 2-3 examples, describe their levels of
autonomy as described in Shneiderman (2020) and reflect on
advantages and disadvantages if we decrease/increase their current
level of autonomy. Reflect on their current and needed
explainability (Hagras, 2018; Smith-Renner et al. 2020).




» Evaluation - why, what and how to evaluate
» Focus of Al evaluation - User Experience, trust and
values

Plan for today

. L)
..‘ =iy :
Twenty years on from Deep Blue
vs Kasparov: how a chess match
started the big data revelution

Is evaluating a chatbot different from evaluating a web site?

10




Why to evaluate?




Some examples




. r—— e
—_ Google apologises for Photos app's
g e B S tveariga racist blunder

Twitter taught Microsoft’s Al chatbot to be a
racist asshole in less than a day

Dy Jorms i | e 743018, 6. 3m EDT

' diri Noir avec BARIN (uackiakne  Jun %
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“Okay, I will destray humans.”

A Notice - The latest information on how UC Barkeley is responding

Berkeley NEWS s+ sosus comsonnnny

S —

Ehe New York Times Mortgage algorithms perpetuate racial bias in
lending, study finds

Self-Driving Uber Car Kills Pedestrian T omamma e e
in Arizona, Where Robots Roam [

Sopha, the toatking Al rabot, says "y, | will destroy humans™ to o journdiis! in an cterview

Robot Makes Dramatic Break For Freedom
From Russian Facility

; 337K Y S 3
Mill Avenue ot fis Intersection with Curry Road in Tempe, Ariz. on MARES

destrisen was struck nnd kilked by a self-driving Uber vehice a8 the







» What Tay.ai, Google Photos and Airport Passport Control
have in common?

» What caused the problem?

» Could this be discovered earlier and how?

Your turn

Group work - 5 minutes discussion

. MINIMUM 1METER .
III " HOLD |n|
AVSTAND
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Commercial
facial analysis
algorithms

Evaluate bias present in automated facial analysis algorithms and
datasets with respect to phenotypic (observable characteristics)
subgroups

Used approved test for classifying skin colour, evaluated existing
data sets -> lighter-skinned subjects were overrepresented (up to
86%)

Introduced a new facial analysis dataset which is balanced by
gender and skin type

Evaluate 3 commercial gender classification systems

Darker-skinned females are the most misclassified group (error
rates of up to 34.7%)

The maximum error rate for lighter-skinned males is 0.8%

Buolamwini, J. and Gebru, T. (2018). Gender Shades: Intersectional Accuracy Disparities in
Commercial Gender Classification. Proceedings of the 1st Conference on Fairness,
Accountability and Transparency, in PMLR 81:77-91

Can also be because of the background (husky - wolf example)

16




Testing drugs

USA National Institutes of Health mandated in 1993 that women and minorities should be
included in any government-funded health research

Only one third of cardiovascular clinical trial subjects are female and only 31% of
cardiovascular clinical trials that include women report results by sex (data from 2014)

Lack of females in drug dose trials leads to overmedicated women (study from 2020)

https://www.sciencedaily.com/releases/2020/08/200812161318.htm

17




> Raising awareness
»  Regulations

> Evaluation

What can we

d O f) > Diversity of design teams (gender, race, culture, education...)
| |

> Guidelines and checklists

> Abusability testing

> Inspection — ethics bugs

Smith, C.J, Designing Trustworthy Al: A User Experience (UX) Framework, presentation at the RSA
Conference 2020, February 24-28, San Francisco, USA

18




What to evaluate?




W h t t From the previous lectures
at to ’

Narrow intelligence

eva I u ate 7 > Althatis good at performing a single task
| |

» Al > Machine Learning > Deep Learning

20




Task
Application

domain

Context of use

Users

W h at to Definitions of Al

»  McCarthy (2007) - "Al is the science and engineering of making intelligent machines”

eval u ate? -> intelligence test

»  Minsky’s (1968) - “Al is the science of making machines capable of performing tasks
that would require intelligence if done by humans”

-> task-oriented evaluation

» Al effect (McCorduck 2004) - tasks are not considered Al problems any more once
they are solved without full-fledged intelligence

21




» Al systems - robots, chatbots, social robots, Al agents,
self-driving car

» Al components - techniques, algorithms, methods or
tools, camera of the self-driving car

Wh at tO » Systems evaluates as they are, components according to
" a specification and how they the serve the system
evaluate®

» Formula 1 engine not appropriate for a family car

(Hernandez-Orallo, 2017)

22




"The results of the algorithmic systems can be attributed to their
underlying data, their mathematical logic, and the ways in which
people interact with their decisions and suggestions" (Hosanagar, 2019)

What are we
actually
evaluating?

Algorithms

KARTIK HOSANAGAR




How to evaluate?




The Turing test

Alan Turing 1950

Turing test is used to
determine whether or not
computer(machine) can think
intelligently like human

Marcus test - if a
computer comprehend a
TV show

Reverse Turing test - a
humans proving not being
a computer

25




CREATIVITY

> If a computer can create
art

» 2016 - new work was
created by Al that looks

Lovelace 2.0 test | zpshicanm

remaining an original
portrait

Computer paints 'new Rembrandt'

after old works analysis > Composer David Cope —

mmmmmmmmmm

Experiments in Musical
Intelligence

26




A Turing test for
emotions

A robot designed to interact with
hhhhhhh

suppart speech

> Pepper by Softbank
Robotics is specialized in
empathy

> EXxpert in perceiving
emotions

»> Communicate with
people in natural and
intuitive way

27




From task-
oriented to
ability-oriented
evaluation

Hernandez-Orallo (2017)

> Task-oriented evaluation
approach

> Specialized Al systems

> Ability-oriented
evaluation approach

> General-purpose Al

e
ety
T DI, Unmersia P de Valeacis, Valeeca, S

£ Spinger




Task-oriented evaluation approach

»  Specialized Al systems; clear goals: speech recognition,
From taSk_ game playing

Orieﬂted 10 >  Does the system perform the task

I Ability-oriented evaluation approach
ability- PP |

) »  General-purpose Al: artificial pets, assistants,
orie ﬂted smartbots...variety of tasks

» Abilities: verbal abilities, learning abilities, motion

evaluation abilities

29




Al applications: computer vision, speech recognition,
music analysis, machine translation, text
summarisation, information retrieval, robotic
navigation and interaction, automated vehicles,
game playing, prediction, estimation, planning,
automated deduction, expert systems

H Task-oriented
ow tO » human discrimination - assessment by or against a

eval uate’) human - it is being subjective

» problem benchmarking - assessment against a set of
problems - difficult to define good sets, for example
self-driving cars perform well in California, but not in
Nord Norway

» Peer- confrontation - competition against another
system; the results relative to the opponents

30




Ability-oriented evaluation

» Psychometrics (1Q tests and similar) - not really

adequate, "ability" very anthropocentric not reflect the
diversity of Al systems

How to
evaluate? Generic guidelines

» Specify the set of systems to be evaluated (or can be
opponents in the competition), the set of possible tasks,
describe the similarities between the tasks

31




How can we use what we already
know about interaction evaluation?




Usability engineering

Activities aiming to improve the ease of use of an interface
» Expert-based testing (usability inspection)

» Automated testing (usability inspection)

» User-based testing (usability testing)

>

\




Expert-based testing

Structured inspections done by interface experts
Before tests with users
Confusing wording, inconsistent layout, obvious flaws

vV v v Yy

Heuristic review
» Compare interface with the rules
» Consistency inspections
» Series of screens or web pages inspected
» Cognitive walkthrough
» Experts perform the tasks (high-frequency and important/seldom)
» Guidelines review
» Web Content Accessibility Guidelines

Eight Golden Rules of Interface Design
July 15, 2008 by webZ2usability

Eight Golden Rules of Interface Design

As a result of Interface Design Studies, Ben Shneiderman proposed a collection of
principles that are derived heuristically from experience and applicable in most
interactive systems. These principles are common for user interface design, and as
such also for web design.

Strive for consistency.

Enable frequent users to use shortcuts.
Offer informative feedback.

Design dialog to yield closure.

Offer simple error handling.

Permit easy reversal of actions.
Provide the sense of control. Support internal locus of control.
Reduce short-term memory load.

N WA WN -
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Speculative: Conduct UX research and actlvate \

Abusability Testing

7, toag BRFLMAT AT AL coanine

A PeateuaL RGN~ TR Conr i ATIeA
o, WenevEs  ALL WY AT e B m
5. NEAAG, FEBLIMLS of PEumal ALConLBMRINT W

» Speculate about misuse and abuse

uueut'tmmm. EEALE MO m&-
1. oWy Wovk E% m Miad Ao ewliy
A IH&.

mmmh o falae. W'g

W mmm&whhﬁms

» Create “Black Mirror’” episodes
» Severe abuse and consequences

Y. bAMIL THE Gqtrem.
Smith, C.J.,Designing Trustworthy Al: A User Experience (UX) Framework,
presentation at RSA Conference 2020, February 24-28, San Francisco USA

Image of Template created by Anna Abovyan & Allison Cosby for Abusability Testing
activity conducted at IxDA Pittsburgh, Sep 2019

Template by: Anna Abovyan & Allison Cosby, IXDA Pittsburgh, Sep 2019



Abusability template

» Useful technology
» Pick a real or soon-to-be technology

» Benefits

» Come up with 3-5 value propositions statements that describe the (potential) benefits
this technology brings to individuals or society overall. lllustrate if you can.

» Vulnerabilities

» Review the technology and benefits above. Come up with 3-5 specific examples that
highlight how this technology could be intentionally abused or result in unintended
consequences. Use the prompt card. lllustrate if you can.

» Abuse scenario

» Review the technology, benefits and the vulnerabilities above. Pick a vulnerability from
the section above or come up with your own. Begin to develop a story. Ask yourself: what
could go wrong next? Try to imagine a snowball effect or the worst case scenario. Use
the prompt card. Illustrate if you can.




Checklist and Agreement

Pair with Tech Ethics

» Bridge gap between
“do no harm” and reality

Reduce risk and unwanted bias
Mitigation planning

Support inspection

Checklist and Agreement - Downloadable PDF:
https://resources.sei.cmu.edu/library/asset-view.cfm?assetid=636620

Carnegie Mellon University

Software Engineering Institute

Designing Ethical Al Experiences: Checklist and Agreement

USE THIS DOCUMENT TO GUIDE THE DEVELOPMENT of accountable, de-risked, respectful, secure,
honest, and usable artificial intelligence (Al) systems with a diverse team aligned on shared ethics. An

initial version cf this document was presented with the paper £

Teaming Fi k to Guide D

g F

We will design our Al system
with the following in mind:
3 Designated humans have

the ultimate responsibility for

all decisions and outcomes:
Responsibilities are explicitly
defined between the Al system
and human(s), and how they
areshared.
*+ Human resgonsibility
will be preserved for final
decisions that affect a person's
life, quality of life, health,
ar reputation.
Humans are always able
to monitor, control, and
deactivate systems,

3 Significant decisions made
by the Al system will be
+ explained
+ able to be overridden

+ appealable and reversible

Team Signatures and Date
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‘We work to speculatively

identify the full range of

risks and benefits:

O Harmful, malicious use and
consequences, as well as good,
beneficial use and consequences

O We will be cognizant and
exhaustively research
unintended consequences.

We will create plans for the
misuse/abuse of the Al system,
including the following:

O communication plans to share
pertinent information with all
affected people

O mitigation plans fer managing
the identified speculative risks

‘We value respect and security:

O incorporating our values
of humanity, ethics, equity.
fairness, accessibility, diversity,
and inclusion

O respecting privacy and data
rights {Only necessary data
will ba collecred.)

O providing understandable
security methods

O making the Al system robust,
valid, and reliable

{alll

by Carol Smith, available at https://arxiv.org/abs/1910.03515.

1y Al: A Hi hine

We value transparency with

the goal of engendering trust:

O The purpose, limitations, and
biases of the Al system are
explained in plain language.

O Data sources have unambiguous
respected sources, and biases
are known and explicitly stated,

O Algorithms and models are
appropriate and verifiable.

O Confidence and context are
presented for humans to base
decisions on.

O Transparent justification
for recommendations and
outcomes is provided.

O Straightforward and
interpretable monitoring
systems are provided.

We value honesty and usability:

O Humans can easily discern when
they are interacting with the &l
system vs. a human.

O Humans can easily discern when
and why the Al system is taking
action andfor making decisions,

O Improvements will be made
regularly to meet human needs
and technical standards.

Contact Us
CANEGIE MELLON UNIVERSITY
FTWARE ENGINEER NG LT
TH AVEMLIE; P TTSEURGH, PA 152132872

ATy b BT s Pl ¢
ol res o i e

412
AfagEmel

edus
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https://resources.sei.cmu.edu/library/asset-view.cfm?assetid=636620

How to
evaluate
chatbots?

A Survey on Evaluation Methods for Chatbots

A Survey on Evaluating Methods for Chatbots. Maroengsit, W. et al., 2019,
ICIET 2019

>

>

Reviewed 30 papers; 18 with evaluations; Al-based chatbots, rule-based
chatbots and combinations

Three categories of evaluations
» Content evaluation
» Evaluation focuses on the response context of the chatbots; approach adopted
from Natural Language Processing/ Natural Language Generation and
Information Retrieval domains
» User satisfaction

» Standard HCI method; appropriate here as chatbots are complex systems with
no single correct answer

» Evaluate specific aspects on Likert scale such as appropriateness, naturalness,
empathy, helpfulness etc.

» Session level (whole chat session) and turn level (each response)
» Functional evaluation

» Evaluation based on goal/task; if chatbot assist in buying tickets - number of
successfully finished purchase

> Usage statistics

» Evaluation of building blocks

38




Evaluating and Informing the Design of Chatbots, Jain M. et
al. 2018, DIS 2018

» Evaluation of 8 chatbots with 16 firs-time chatbot users
over multiple sessions on the Facebook Messenger

platform
HOW tO » Three days interactions with chatbots
» Face-to-face semi-structured interview with the
eval Uate participants to elicit their understanding of the
Chatbotsf) chatbots, perceived benefits/limitations, interesting

conversations/experiences and areas of improvements

» Quantitative data analysis: total interaction time,
message count, interactive elements (composition of
the chatbots' and participants' messages)

39




Shifting the focus of Al evaluation

Can Al play chess better than humans? [y inreractions

? HOME CURRENT ISSUE SUBMISSIONS ARCHIVE COMMUNITY ABOUT BLOGS

OW C a, e p OWe u a S . HOME | ARCHIVE | SEFTEMBER-OCTOBER 2018 | HOW TO AVOID AN Al INTERACTION SINGULARITY
. . . XXV.5 September-October 2013
e 1 ' 4 : “

age:
» FULL-TEXT (HTML) Digital Citstion

» FULL-TEXT (PDF}

:ptember-october-2018/how-to-avoid-an-ai-interaction-singularity O ~ & ” & How to avoid an Al interact...

Future Al systems should focus enhancing human cognitive ST CNGULARITY A INTERACTION

capabilities and channelling human creativity...incorporating trust,
ethics, and human values w7

The ways in which we address societal as well as personal challenges are inherently
linked to the technologies to which we have access. Ongoing digitization, coupled with
advances in the field of artificial intelligence {Al), are leading us to yet another critical point
in history, one in which society, from the workplace to the home, from nations to
individuals, will undergo a radical fransformation

4_Insights

=> A key limitation of teday's Alis its
Lack of finesse in interacting with
humans, in particular its lack of
appreciation of the complexity of
social contexts and processes

Global effects of a 'local' optimal solution
Values, ethics, privacy and security as a core design considerations
Embedding ethics and values into Al system e |

VIEWIN DIGITAL LIBRARY human creativity, iventiveness,
DIGITAL EDITION FORMAT and intuition, as well as incorpo-

VIEW IN PDF FORMAT rating trust, ethics, and human
values.

-
L u kOW I CZ S I u Sal I e k 2 O 1 8 . Al researchers have made groundbreaking advances in hard, long-standing problems
y y Browse This Issue related fo machine learning, image recognition, speech recognition, and planning. Al is

» WELCOME
» DEMO HOUR

everywhere, from smartphones and watches to personal digital assistants (e.g., Amazon
Echo, Google Home) to autonomous vehicles, smart cifies, Industry 4.0, and beyond. By
Al functionality in cloud services and libraries, the hurdle for using Al

» WHAT ARE YOU
READING?

technologies has been lowered, pushing forward innovative applications in different
domains. There is general agreement that what we see today is just the beginning of the




‘ Robots in Time:

How User Experience in Human-Robot
Interaction Changes over Time

Roland Bushner, Dumiels Wisrhofer, Astrid Wess, nnd Manfred Tacheligi

HCI&: Usshility Unit, ICT&S Cemter, University of Sakburg, Amstria
firstoame lastnamclsbg. 2 ET

Abatract. Thia paper discribes & Usar Exporionen (UX) study on in-
dustrial rab-ats in the comtext of & mmﬂdulﬂrglﬂqdﬂnmm.w

= sccompanied the deplaymet of  now rabatic am. wilhout o mbsty

ontext: factory scmied e dplyes of & e b e ik, o sy

2 a UX diflroncn botwomn robots which havo boon wsod for moro than

,m.“-,h & mafety foncs (fype A rabot) asd = m.a;dnpbpdmh

without oo (type B rbat). Furtbar, wa investigated if the UN. ratings
chasge over time. The departments of intermt wors the aves (iype A
plantation depart

Two types of robots, one within a safety (ot ) s e et
fence e h g

tiva UX towards the sowly deplayod robots with progressing time, which
partly aligas with the UX mtings of the mbots in safly fnem, Howaver,

v

this cffoct seems o fade after one yoar. We further found that ihe UX
ratings for all scales for the establisbed robots were siable at all throe

UX guestionnaire (23 respondents) S —

Study - a year and the half ¢ Tntroduction

For effective and highly produstive indwstrial mamufacturing, robots have ol
rendy shown their psefulaes in muny seotors of pracduetion. With that kind of
mutoanntion, o west, cheap, nnd frst production hes become reality. However,
mast hh:nes,mmpludwulnn safety fenee. Dunngpndugtm no

hismman & allowed to eater the working af the robot and therefore restriet-
Compared two types of robots b el e L e

wre cliims that more powerdsl bumas robat imtermetion with the human aod the
m:mkhgu.:mumﬂmadgmhwmmm Thas

Example:

User
- Used UX factors in HRI for the ¢ B e s
EXpe rience evaluation

with robots

vV v v Vv

UX over time

vV Vv

Covered aspects: cooperation,
perceived safety, perceived stress,
perceived usability, general UX




UX Definitions

» "A consequence of a user's internal state, the
characteristics of the designed system and the
context within which the interaction occurs"
(Hassenzahl&Tractinsky 2006)*

» "All aspects of the end-user's interaction with the
company, Iits services, and its products" (Nielsen
Norman Group)

» "The quality of experience a person has when
Interacting with a specific design” (Uxnet, online)

* Marc Hassenzahl and Noam Tractinsky (2006): User experience - a research agenda, Behaviour
&Information Technology, 25:2, 91-97




UX list

satisfying helpful fun

enjoyable motivating provocative

engaging challenging surprising

pleasurable enhancing sociability rewarding

exciting supporting creativity emotionally fulfilling
entertaining cognitively stimulating

boring unpleasant

frustrating patronizing

making one feel guilty making one feel stupid
annoying cutesy
childish gimmicky
(Rogers, Sharp, Preece; Interaction design; 2011)




Values

The Three Laws of Robotics (Isaac Asimov, | Robot)

» Arobot may not injure a human being or, through inaction, allow a human being to
come to harm

» Arobot must obey the orders given it by human beings except where such orders
would conflict with the First Law

» Arobot must protect its own existence as long as such protection does not conflict
with the First or Second Laws

» The Zeroth Law: A robot may not injure humanity, or, by inaction, allow humanity
to come to harm

» What about environment, peace,
justice...UN Sustainable Development Goals?

44




Lsimet  Mgares  Papuly  Ts  Podast  Vido S TheBgila  Vemiltrey  Resdingl

Trust

@ywoplan Al FTative SppeR 16 be Bottomieng.

e Asd 2 eften

» "If we are ever to reap the full spectrum of societal and industrial benefits from artificial
intelligence, we will first need to trust it"

Trust of Al systems will be earned over time

One need to recognize and minimize bias, introduced for example by data sets as chatbot Tay
who become racist by reading tweets

Algorithms should be able to explain their suggestions or decisions

-> We'll learn more about trust in Human - Al partnership session




Your turn

Use Microsoft guidelines for human Al interaction to quickly evaluate Siri or
Google assistant

Group work - 10 minutes
Groups 1 and 2-> M1
Group 3 and 4 -> M9
Group 5 and 6 -> M11

https://aidemos.microsoft.com/guidelines-for-human-ai-interaction/demo



https://aidemos.microsoft.com/guidelines-for-human-ai-interaction/demo

LUDVIG

https://www.youtube.com/watch?v=U9KrEcn4W3Q

Which UX dimensions would you evaluate?
Which values should be adresses by design?

Group work - 10 minutes discussion




Evaluation - takeaways

» Importance of the evaluation cannot be overestimated

» Consider the big picture - application domain, task, users,
context of use

» Consider type of the system you are evaluating and
Interconnections between the data, algorithms and people

» Consider using existing design guidelines and using/extending
existing instruments for measuring usability and UX

» Focus of the evaluation is moving towards values, trust,
ethics
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