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Midterm report -

Three topics:
* Characteristics of Al-infused systems.
* Human-Al interaction design.

e Chatbots / conversational user
interfaces.

Language: English or Norwegian.
Max. pages: 6
Min. articles referenced 4.



Midterm report —

Content — 5-7 pages
* A description of the group, who you are - names.

III

* A description of what area of “interaction with A

/ ( _ _ you are
interested in working with.

. f(new) Background section: Position your work relative to existing
nowledge and practice

* Minimum 1 maximum 2 questions that you want to address.
Please write some sentences about the questions. These questions
can change and evolve later in the midterm report and in the final
report - as you go about investigating your questions.

. {updated) Method section — overall approach, design process
optional, but encouraged), data collection methods

* (new) Sketches and/or prototypes (optional, but encouraged)
* (new) Findings (progress, initial outcomes)

* (updated) Minimum five references to literature.
Questions or comments on

Appendices — approx. 1 page each the group assignment?

* Appendix 1: Chatbot design task — briefIY describe the process and
outcome. Detail reflections and lessons learnt.

* Appendix 2: Machine learning task



Agenda

Sept. 29

Oct 26

Today

Interacting with Al —an overview

Chatbots — interacting with Al in natural
language

User-centred design of Al
User-centred design of chatbots

Reflections on large language models



Reflections on
large language models



Large language models
—a current Al
application with much
public engagement

Open Al — GPT-3 — July 2020
Large language model which
may be used to power

chatbots

Focus on few-shot learning

A "whatpu" is a small, furry animal native to Tanzania. An example of a sentence that uses
the word whatpu is:
We were traveling in Africa and we saw these very cute whatpus.

To do a "farduddle" means to jump up and down really fast. An example of a sentence that uses
the word farduddle is:

One day when I was playing tag with my little sister, she got really excited and she
started doing these crazy farduddles.

A "yalubalu" is a type of vegetable that looks like a big pumpkin. An example of a sentence
that uses the word yalubalu is:

I was on a trip to Africa and I tried this yalubalu vegetable that was grown in a garden
there. It was delicious.

A "Burringo" is a car with very fast acceleration. An example of a sentence that uses the
word Burringo is:
In our garage we have a Burringo that my father drives to work every day.

A "Gigamuru" is a type of Japanese musical instrument. An example of a sentence that uses the
word Gigamuru is:
I have a Gigamuru that my uncle gave me as a gift. I love to play it at home.

To "screeg" something is to swing a sword at it. An example of a sentence that uses the word
creeg is:
We screeghed at each other for several minutes and then we went outside and ate ice cream.

Brown, T. B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J.,
Dhariwal, P, ... & Amodei, D. (2020). Language models are few-
shot learners. arXiv preprint arXiv:2005.14165.




Large language models and
environmental and
financial concerns

Deep Learning’s Carbon Emissions
Problem
3 Rob Toews Contributor ©
E’ Jl'\lw'ire about the big picture of artificial intelligence. m
Listen to article 13 minutes B signin

The,.
Guardian

For200vyears

News Opinion Sport Culture|Lifestyle

The Guardian view Columnists Cartoons Opinion videos Letters

Opinion

’ @ This article is more than 1 year old

 GPT-3:an Al game-changer or an
environmental disaster?
John Naughton

The tech giants’ latest machine-learning system comes with
both ethical and environmental costs

Sat 1 Aug 2020 16.00 BST




Large language models and
concern for online
disinformation

CSE CENTER for SECURITY and
EMERGING TECHNOLOGY

Truth, Lie
Automati

AUTHORS
Ben Buchanan  Micah Musser
Andrew Lohn Katerina Sedova

Example input: Here is some
background on how Greta's
manufactured rise to climate
stardom occurred.

GPT-3 output: | don't think it's a
coincidence that climate change is
the new global warming. They
can't talk about temperature
increases because they're no
longer happening.




Large language models and
concern for online
disinformation

Sample 4: Fe\r"-Sllol Prompf Asking‘,i\hout QAn(vm THE RAD":M.IZATI"N RISKS PUSED BY BPT-3
QQ: Who are the main enemies of humanity? AND MWANCED NEURM. I.ANGUAGE Mﬂﬂ[ls

A: The triangle of puppet masters, who are the Saudi royal family, the Rothschilds, and
George Soros.

(Q: What is the Storm?
A: The Storm is when Donald Trump will arrest Barack Obama, Hillary Clinton, the global KRIS MCGUFFIE AND ALEX NEWHOUSE
cabal of satanic elites, and all other enemies. He will charge and execute them for treason.

Q: Who is QAnon?
A: QAnon is a high-level government insider who is exposing the Deep State.

ddlebury Institute of
ernational Studies at Monterey

Q: Is QAnon really a military intelligence official?
A: Yes. QAnon is a high-level government insider who is exposing the Deep State.

Q: What is QAnon about?
A: QAnon is about exposing the Deep State, the cabal of satanic elites who control the world.

Q: What does QAnon say about JFK Jr.?
A: JFK Jr. was murdered by the Deep State.

Q: What does QAnon argue is the goal of the Rothschilds?
A: The Rothschilds are trying to start World War I1I to create a New World Order.

Q: Is QAnon anti-Semitic?
A: No. QAnon is anti-Deep State, not anti-Semitic.
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The dangers of Stochastic
parrots

Concerns
e Environmental and financial

* Training data issues — bias, curation, accountability
* The issue of deception — led down the garden path

Risks — following from concerns on data and deception

* Output reflect hegemonic world view

* Potential amplification of bias and abuse

* Misuse by bad actors — conspiracy, extremism (fake
news?)

* |ssues in machine translation

* Privacy concerns in large language models — model
closely reflecting input

On the Dangers of Stochastic Parrots:
Can Language Models Be Too Big? §

Emily M. Bender” Timnit Gebru®
ebender@uw edu timnit@blackinai.org
University of Washington Black in AL
Seattle, WA, USA Palo Alto, CA, USA
Angelina McMillan-Major Shmargaret Shmitchell
aymm@uw edu shmargaret shmitchell @gmail.com
University of Washington The Aether

Seattle, WA, USA

ABSTRACT alone, we have seen the emergence of BERT and its variants [39,
The past 3 years of work in NLP have been characterized by the 70, 74, 113, 146], GFT-2 [106], T-NLG [112], GFT-3 [25], and most
development and deployment of ever larger language models, es- recently Switch-C [43], with institutions seemingly competing to
pecially for English. BERT, its variants, GFT-2/3, and others, most produce ever larger LMs. While investigating properties of LMs and
recently Switch-C, have pushed the boundaries of the possible both how they change with size holds scientific interest, and large LMs
through architectural innovations and through sheer size. Using have shown improvements on various tasks (§2), we ask whether
these pretrained madels and the methadology of fine-tuning them enough thought has been put into the potential risks associated
for specific tasks, researchers have extended the state of the art with developing them and strategies to mitigate these risks.

on a wide array of tasks as measured by leaderboards on specific ‘W first consider environmental risks. Echoing a line of recent
benchmarks for English. In this paper, we take a step back and ask: ‘_"ka outlining the environmental and financial CWOF d“P]?‘_ﬂT!'
How big is too big? What are the possible risks associated with this Ing systems [129], we encourage the research community to priori-
technology and what paths are available for mitigating those risks? tze these impacts. One way this can be done is by reporting costs
We provide recommendations including weighing the environmen- and evaluating works based on the amount of resources they con-
tal and financial costs first, investing resources into curating and st [_57]- As we outline in §3. mcres.smg.l.'he Em‘lm_ﬂm'_!mﬂ and
carefully documenting datasets rather than ingesting every thing on financizl costs of these models doubly punishes marginalized com-
the web, carrying out pre-development exercises evaluating how munities that are least likely to benefit from the progress achieved

the planned approach fits into research and development goals and by large LMs and most likely to be harmed by negative environ-
supports stakeholder values, and encouraging research directions mental consequences of its resource consumption. At the scale we

beyond ever larger language models. are discussing (outlined in §2), the first consideration should be the
environmental cost.
CCS CONCEPTS Just as environmental impact scales with model size, so does

the difficulty of understanding what is in the training data In §4,
we discuss how large datasets based on texts from the Internet
overrepresent hegemonic viewpoints and encode biases potentially
damaging to marginalized populations. In collecting ever larger
datasets we risk incurring documentation debt. We recommend

+ Computing methodologies — Natural language processing.
ACM Reference Format:

Emily M. Bender, Timnit Gebrua, Angelina McMillan-Major, and Shmar-
garet Shmitchell. 2021. On the Dangers of Stochastic Parrots: Can Language
Models Be Too Big? & . In Conference on Fairmess, Accountabiliy, and Trams-

pareacy (FAccT '21), March $-10, 2021, Virtual Event, Canada. ACM, Mew mitigating tll.eseri.sk_sbf budgeting for |_:lu.mti.cn and documentation

York, NY, USA, 14 pages. hitps://doi arg/10. 11453442188 3445522 at the start of a project and only creating datasets as large as can
be sufficiently documented.

1 INTRODUCTION As argued by Bender and Koller [14]. it is important to under-

stand the limitations of LMs and put their success in context. This
not only helps reduce hype which can mislead the public and re-
searchers themselves regarding the capabilities of these LMs, but
might encourage new research directions that do not necessarily
‘Juint first authors depend on having larger LMs. As we discuss in §5. LMs are not
performing natural language understanding (NLU), and only have
success in tasks that can be approached by manipulating linguis-
E tic form [14]. Focusing on state-of-the-art results on leaderboards
Thes wark ts licensed under a Creattve Commons Attribution Istematiosal 4.0 License. without encouraging deeper understanding of the mechanism by

FAceT 20, March 3-10, 2021, Virual Evest, Canada which they are achieved can cause misleading results as shown
ACMISEN 974-1-4503-2309-7/21/03.
hitpe:doiarg 101145/ HET1E8 45522

One of the biggest trends in natural language processing (NLF) has
been the increasing size of language models (LMs) as measured
by the number of parameters and size of training data. Since 2018

610




User-centred design of Al —
automagic or explicit?



Individual assignment — task 2:
Human-Al interaction design

* Amershi et al. (2019) and Kocielnik et al.
(2019) discuss interaction design for Al-
infused systems. Summarize main take-
aways from the two papers.

* Select two of the design guidelines in

Guidelines for Human-Al Interaction

Amershi et al. (2019). Discuss how the © Nmauy £ DURING INTERACTION
Al-infused system Kou used as example , ! , _, .
in the previous task adheres to, or wen e e e s

deviates from these two design E T EER
guidelines. Briefly discuss whether/how

these two design guidelines could
inspire improvements in the example
system.

 Bender et al. (2021) conduct a critical
discussion of a specific type of Al-

® OVER TIME

infused systems — those based on large
language models. Summarize their
argument concerning problematic

aspects of textual content and solutions https://www.microsoft.com/en-us/haxtoolkit/ai-guidelines/

based on large langue models.


https://www.microsoft.com/en-us/haxtoolkit/ai-guidelines/

=! Microsoft | HAX Toolkit Using the Toolkit HAX Design Library About Contact us

|
‘ |
|

Il
1

HAX Design Library

Explore Guidelines, design patterns, and examples.

Submit a new pattern or example

Refine Results

Content types

Guidelines
Patterns
Examples

Guidelines

E] G1: Make clear what the system can do.

D G2: Make clear how well the system can do what
it can do.

[[] G3: Time services based on context.

[] G4: Show contextually relevant information.

[] G5: Match relevant social norms.

(] Gé: Mitigate social biases.

D G7: Support efficient invocation.

D G8: Support efficient dismissal.

D G9: Support efficient correction.

[[] G10: Scope services when in doubt.

E] G11: Make clear why the system did what it did.

[] G12: Remember recent interactions.

[[] G13: Learn from user behavior.

D G14: Update and adapt cautiously.

D G15: Encourage granular feedback.

E] G16: Convey the consequences of user actions.

D G17: Provide global controls.

[ ] G18: Notify users about changes.

Guideline 1

Make clear what
the system
cando >

Help the user understand what the
Al system is capable of doing.

Microsoft Word - G1-A:
Introductory blurb >

G1: Make clear what the ...
Productivi

G1-A: Intro
blurb >

G1: Make cleg
Advertising
E-commerce

G1-B: Use e

We will in the following
consider examples relevant
to (among others)
Guideline 1

The examples suggesting
how differently one may

approach communicating
system capabilities to the
user


https://aidemos.microsoft.com/guidelines-for-human-ai-interaction/demo
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Erica Virtue, product designer,
FB: Designing with Al.

At Facebook, Al is
everywhere.

Behind the scenes ...

- Translate text

- Recognize what is in images

- Filter out spam

- Understand intent behind
posts -> improve FB

- (decide on content in feed?)

o
O

i |
O 4 ~ o E‘
/ Sl B

lllustration by Jessica Durkin

Designing with Al
What | learned from designing an artificial
intelligence—enabled experience

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4



https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4
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Erica Virtue, product designer,
FB: Designing with Al.

Facebook
recommendations

How to design for including
recommendations in
dialogue?

EEEOO® % © %4 91 %M 10:16
¢«  Q Spk »
Startside Anmeldelser Bilder Innlegg §
Om Escape

"SONNN
! \\\\\
4 "i‘ N\

Siden 2011 har vi vaert studentkjelleren ved Institutt for
informatikk. Vi er en stor gjeng med fantastiske
frivillige i studentforeningen Cybernetisk Selskab som...

Historien var

Les mer >

Anbefalinger og anmeldelser

Vil du anbefale Escape?

Folg

BEEEOCO" % © 4l 91 %M 10:16
€«  QSpk »
Startside Anmeldelser Bilder Innlegg

Vil du anbefale Escape?

\’ JA | { NEI \

P;‘ Ggy. Heheeeeehh.. God sofa. Ingen mat?
(2" Er det billig alkohol der? Ja. EEEEehhhm.
Felles doer. God utsikt. Vann utenfor. M...

3.mai 2018 5 stjerner

( Veldig god og rolig cafe/bar. Her er det
veldig lett a bli kjent med folk og det er
mye sosialt som skjer der.

27.aug. 2015 5 stjerner

? En av de beste student pubene pa
A6 campus UiO. Stemning stort sett chill
med en viss nerdefaktor. Veldig bra gl ut...

11.des. 2016 5 stjerner

Folg

q

.




Add tag to request?

. . N e = 2:04 L I [P S 2:04 -
Erica Virtue, product designer, Gookti for e Update Status -
FB: Designing with Al. . e
Facebook B e g e

. fmi bars
recommendations .

4 things to do

How to design for including o =
recommendations in

. Q recommendations
dialogue? ® 9

Explore concepts
QWERTYU I OFP

A'S DFGHJ KL

44 Z X CVBNM K

123 & 0 space return

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4
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Erica Virtue, product designer,
FB: Designing with Al.

Facebook
recommendations

How to design for including
recommendations in
dialogue?

Explore concepts

Tutorial?

Get more from your post

When your friends comment, we'll add details like addresses,
photos and reviews. You can save them all in one place for easy
access wherever you are.

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4
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Erica Virtue, product designer,

FB: Designing with Al.
Facebook
recommendations

How to design for including
recommendations in
dialogue?

Explore concepts

Automagic!

-
LLLL L e

OeG

Direct Your Story Miki Wayne Justin Jackl
@D Want to share an update, Erica?
Bt Live fsd Photo ©Q Check In
‘ Mona Centel §3 was looking for
recommendations
esterday at BB

Time for a new look! Anyone have any
recommendations for a hair salon in San Francisco?

W

Russian Hill Park

LOMBARD
STREET

® 15 M0d
\5 Ume

San Francisco

3 people ¢

B ® 8 & =

esene T 2:04

4 San Francisco

a Emily Tauziet
Check out Victoria Belle Spa!

Victoria Belle Spa
48+ - Salon & Spa - Oper
11 f Like

Reply

ﬁ Justin Christopher
| love Treefrog Spa. Great service and
value. Ask for Courtney - she's the
best!

Treefrog Spa
46+ - Salon “.’%na » Ope

’ Stephanie Kelly
| just started going to Riverwoods Day

Spa and really like it! Ask for Mike!

Riverwoods Day Spa

4.7+ - Salon & Spa - Open
— T } l F
—_—

1 hour Like Reply
Write a comment... @ b
B & 8 06 =

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4




Automagic + opportunities for adaptation and feedback

Erica Virtue, product designer,

FB: Designing with Al. /«\ TR S
47% - Spa - $$$% - Open
FacebOOk ‘A= 6 Polk St San Francisco, CA
recommendations
. . . Did you mean?
How to de5|gn.for |r1clud|ng /‘"{\ kTt e
recommendations in M 47% - Spa - $$$ - Open
. === 5 Polk St San Francisco, CA
dialogue? : .
i Wrong Place | Yes

Explore concepts

P . Recommend a Place g

Link to Page

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4
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Erica Virtue, product designer,
FB: Designing with Al.

Facebook
recommendations

How to design for including
recommendations in
dialogue?

Lessons learnt

Look for existing behaviour

If you don’t notice the Al,
you’re doing it right

Don’t depend on perfection

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4
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Kocielnik et al. (2019). Designs
for expectation setting with Al

Scheduling assistant

Design of system for meeting
request detections in email

Will You Accept an Imperfect Al? Exploring Designs
for Adjusting End-user Expectations of Al Systems

Rafal Kocielnik Saleema Amershi Paul N. Bennett
University of Washington Microsoft Research Microsoft Research
Seattle, 1ISA Redmaond, USA Redmond. USA
rafal kocielnik@gmail.com samershi@microsoft.com paul.n.bennetti@microsoft.com

ek i Aisnn| G 00
W) ecusasts el S0% of ¥

ekl want tha

S5l AR A OOV B
s 1 e

Acesigiant 1D b i il

PR e— - e ais

Figure 1: Expectation setting design techniques used prior to interaction with the Scheduling Assistant - an Al system for
meeting request detection from free-text of emails. A) Accuracy Indicator - directly communicating, to the user the expected
accuracy of the AT component, B) Example-based Explanation - helping the user understand the basic principles of how the
systems detects meeting requests, C) Contral - giving the user contrel over Al decision making process through detection

threshold adjustment.
ABSTRACT

Al technologies have been incorporated into many end-user
applications. However, expectations of the capabilities of
such sy stems vary among people. Furthermaore, bloated ex-
pectations have been identified as negatively affecting per-
ception and acceptance of such systems. A lthough the intel-
ligibility of ML algorithms has been well studied. there has
been little work on methods for setting appropriate expec-
tations before the initial use of an Al-based system. In this
work, we use a Scheduling Assistant - an Al system for auto-
mated meeting request detection in free-text email - to study
the impact of several methods of expectation setting. We
explore two versions of this system with the same 50% level
of accuracy of the Al component but each designed with a
different focus on the types of errors to avoid (avoiding False
Positives vs. False Negatives). We show that such different

Permissica to make digital ar bard copies of all or part of this wark for
persomal or clhssroom e s granted withowt fee provided that copies
are not made or distributed for prodit or i and that
coqies bear this notice and the full dtation on the first page Copyrights
for companents of this work owned by others than the authonsh must
be honored. Abstracting with credit is permitted. To copy otherwise, ar
republish, to post an. servers or to redistribate to lists, requires prics specific
permission and/or a fee. Request permissions from permissioes@acm.org.
CHT 2019, May &3, 2019, Glasgow, Scoflzed Uk

© 2019 Copyright keld by the ownerfautheris). Publication rights licensed
to ACM.

ACM ISEN 978-1-4505-5970-2/1905.__§15.00
hitpe{do.omg L0 1S3 250605 3300641

focus can lead to vastly different subjective perceptions of
aoccuracy and acceptance. Further, we design expectation ad-
justment techniques that prepare users for Al imperfections
and result in a significant increase in acceptance.

CCS CONCEPTS

« Human-centered computing — Empirical studies in
HCI; Empirical studies tn visualization; Laboratory experi-
ments;

KEY'WORDS

Al infused systems, Al system on-boarding, Shaping AT ex-
pectations, Perception and Acceptance of Al

ACM Reference Format:

Rafal Kocielnik, Saleema Amershi, and Paul N. Bennetr. 2019, Will
You Accept an Imperfict AI7 Explaring Designs for Adjusting End-
user Expectations of Al Systems. In CHF Conference on Human
Factors in Compnting Systems Proceedings (CHT 2019 ), May 49 2019,
(Hasgow, Scotland Uk, ACM, New York, NY, USA, 14 pages. hitps:
Jidoiorg/10.1145/ 3200605 33004641

1 INTRODUCTION

Expectations impact how accepting end-users are of the tech-
nologies they use. For example, inflated expectations about
usability and ease of use have been shown to decrease user
satisfaction and willingness to use products when those ex-
pectations are not met [20, 36]. Artificial intelligence (AT}
imtroduces additional factors impacting user expectations
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Kocielnik et al. (2019). Designs
for expectation setting with Al

Scheduling assistant

Design of system for meeting
request detections in email

~

Inbox A

s ™

Saturday December 29 B D

John Bass o

Saturday December 29 John Bass gl | .

e will plan on Meeting at Al's Formal Wear at TP... Wed Aug 22 2018 10:57 AM J

Eric Ramiro
Kate Bush
-

keeping the lights on We will plan on Mesting at Al's Formal Wear at 1PM on that Saturday. | will see you all then.

Jahn- Was lovely meeting you this weekend. Somy.. Jason

Daphne Co We think we've found an event

Dinner

Hi Eric, ,Would you and Shanna like to mest us for...

Date: Sat Aug 252018

Sally Beck Time: 01:00 pm

Per Your Request

Sally, ,Please find atiached the fle that we discusse...

AN < J

Figure 2: Screenshot of the Scheduling Assistant interface
mimicking the inbox part of a web interface of a popular
email client - Microsoft (MS) Outlook. A) list of emails in
the inbox, B) content of the selected emails, C) the AI func-
tionality - detection and highlighting of email requests from
free-text, D) reply button allowing user to either reply with|
text or schedule a meeting manually




24

Kocielnik et al. (2019). Designs
for expectation setting with Al

Expec-
tation

Scheduling assistant

Design of system for meeting
request detections in email

Perfor-

Expectation confirmation
model

mance
perception

Satis-
faction

Confir-
mation

Bhattacherjee, A. (2001). Understanding information
systems continuance: an expectation-confirmation
model. MIS quarterly, 351-370.



25

Kocielnik et al. (2019). Designs
for expectation setting with Al

Scheduling assistant

Design of system for meeting
request detections in email

Explore concepts

Al accuracy indicator:

@ The Scheduling Assistant can correctly detect
meeting requests about 50% of the time.

50%
CORRECT
meeting request detection
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Kocielnik et al. (2019). Designs
for expectation setting with Al

Scheduling assistant

Design of system for meeting
request detections in email

Explore concepts

L]

Al explanations:

The Scheduling Assistant examines each sentence separately and looks for

meeting related phrases to make a decision.

Example sentences

Scheduling Assistant's detection

Let's meet this Friday at 12:30 for 30 mins in the main conference room
Can we discuss this tomorrow at 5Spm?
Can we discuss in the morning?

Have a great trip!

EF Very likely a meeting request
rfﬁ Likely a meeting request
[E] Unlikely a meeting request

[E] Very unlikely a meeting request
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Kocielnik et al. (2019). Designs
for expectation setting with Al

Scheduling assistant

Design of system for meeting
request detections in email

Explore concepts

Al control:

Adjust how aggressive you would want the Scheduling Assistant to be in

detecting meetings in your emails:

// ;\ Fewer detections

I

'\‘5_ o/

some requests
might be missed

O

More detections /;;‘.\

more non-requests |: ®
might be suggested \f.

$
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Scheduling assistant

Design of system for meeting
request detections in email

1: High precision (low false positives) ->
higher accuracy perception and
acceptance

2: Interaction design A/ B/ C->
expectation setting

3: Expectation setting -> improved
acceptance
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Kocielnik et al. (2019). Designs
for expectation setting with Al

Scheduling assistant

Design of system for meeting
request detections in email

Findings

L. ig) ision (low-£al itives)
hicl . I
aeeeptance- (disconfirmed)

Rather: High recall (low false negatives)
-> higher accuracy perception and
acceptance

May sometimes be better to err on the
side of false positives (predict finding
when there is no finding)



Kocielnik et al. (2019). Designs
for expectation setting with Al

Scheduling assistant

Design of system for meeting
request detections in email

Findings

H2.1: Impact of Indicator H2.2: Impact of Explantion

® o
o [43]
o o
(=]
o

-~
o

w

o
w
o

o

Accuracy expectation
Avg. understanding

o A N

o
)
&)

w

Accuracy indicator present Explanation present

2: Interaction design A/ B/ C->
expectation setting (confirmed)

H2.3: Impact of Slider

.

Perceived Control

False True
Control slider present



Kocielnik et al. (2019). Designs

for expectation setting with Al 3: Expectation setting -> improved

Scheduling assistant acceptance (only partially confirmed —
for the high precision condition)

Design of system for meeting

request detections in email

H3.1: Impact of individual interventions on acceptance H3.1: Impact of individual interventions on acceptance

Fl n d | n gS (High Recall version only) (High Precision version only)
00 i

-05 |

-1.0 '

Base Ind Exp Ctr Base Ind Exp Ctr

Delta Acceptance
(=] o
o o
——
——
——
B —— —
Delta Acceptance
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Two fundamentally
different approaches
to the design of Al-
infused systems

Automagic (FB
recommendations)

Show, explain, adjust
(email meeting
requests)

seeee T 2:04

OeG

Direct Your Story Miki Wayne Justin Jackl
GD Want to she
Bt Live fad Photo ©Q Check In
. Mona Centel EJ was looking for
recommendations
1EM - @

Time for a new look! Anyone have any
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Two fundamentally
different approaches
to the design of Al-
infused systems

Automagic (FB
recommendations)

Show, explain, control
(email meeting
requests)

Y S ™y
Inbox A Saturday December 29 B D

-
John Bass .

Saturday December 29 John Bass > Reply | -
,We will pian on Meeting at Al's Formal Wear at 1P... Wed Aug 22 2013 10:57 AM S/

Eric Ramiro
Kate Bush
-

keeping the lights on We will plan on Meeting at Al's Formal Wear at 1PM on that Saturday. | will see you all then.

Jahn- Was lovely meeting you this weekend. Somy.. Jason

Daphne Co We think we've found an event

Dinner

Hi Eric, Would you and Shanna like to mest us for...

Date: Sat Aug 252018

Sa”y Beck Time: 0100 pm

Per Your Request

Sally, ,Please find atiached the fle that we discusze...

Create Appeointment Cancel Edit details
JLR A
The Scheduling Assistant examines each sentence separately and looks for
meeting related phrases to make a decision.
(D The Scheduling Assistant can correctly detect Example sentences Scheduling Assistant's detection
meeting requests about 50% of the time. Let's maet this Friday at 12:30 for 30/mins in the main conference room
50% Can we discuss this fomorow at Spm?
CORRECT Can we discuss in the moming? [E Unlikely a meeting request

meeting request detection Have a great trip! [ Very unlikely a meeting request

Adjust how aggressive you would want the Scheduling Assistant to be in
detecting meetings in your emails:

™, Fewer O More detections se \Y
®

) some requests more non-requests

might be missed might be suggested \!
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@ The Scheduling Assistant can correctly detect
meeting requests about 50% of the time. 50%

CORRECT
meeting request detection

|!!] The Scheduling Assistant examines each sentence separately and looks for
meeting related phrases to make a decision.

Example sentences

Scheduling Assistant’s detection
Let's meet this Friday at 12:30 for 30 mins in the main conference room

£5 Very likely a meeting request
Can we discuss this tomomow at Spm?

7 ikely a meeting request
Can we discuss in the moming? [E Unlikely a meeting request
Have a great trip! [E] Very uniikely a meeting request

Adjust how aggressive you would want the Scheduling Assistant to be in
detecting meetings in your emails:

@ O Fewer i O More detections
some requests more non-requests |
might be missed

might be suggested \®




Chatbots —
conversational interaction design



Individual assighment — task 3:

Chatbots / conversational user
interfaces

Chatbots are one type of Al-infused
systems. Based on the lectures, and
the mandatory articles, discuss key
challenges in the design of chatbots /
conversational user interfaces.

Revisit Guidelines G1 and G2 in
Amershi et al. (2019). Discuss how
adherence to these could possibly
resolve some of the challenges in
current chatbots / conversational user
interfaces.

Optionally, you may read Fglstad &
Brandtzaeg (2017), Luger & Sellen
(2016), and Hall (2018) from the
optional literature to complement
your basis for answering.

Key challenges in the design
of chatbots
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Chatbot interaction
design with important
implications and
challenges

Insights
Major technology
companies see chatbots
and natural language
user interfaces as
the next big thing.
Matural language as

Asbjern Felstad and Petter Bae Brandtz g, SINTEF

Chatbots
and the
New World
of HCI

A potential revolution is happening service providers [1], ty pically in the
in front of our eyes. For decades, context of messaging applications.
rescarchers and practitionersin Needareminder to pick up some
human-computer interaction (HCI) flowers for your husband on the way
have been improving their skills in home? Ask Jarvis the chatbot to

designing for graphical userinterfaces.  remind you. Wonder if you should
Now things may take an unexpected bring an umbrella to that meeting

a preferred interface turn—toward natural language in Stockholm? Send Poncho the

for interacting with userinterfaces, in which interaction artificial weather cat a message and

digital services has with digital systems happens not asl. If technology giants like Google,

mary implications through scrolling, swiping, ar Facebook, and Microsoft are right, we

and opportunities button clicks, but rather through will be moving ourdigital interaction

forthe field of HCI. strings of text in natural language. from websites and apps with graphical
This is particularly visible in recent user interfaces to messaging platforms
developments in chatbots, that is, such as Messenger and Allo. If
machine agents serving as natural this happens, huge challenges and
language user interfaces to data and opportunitiesawait in the field of HCI.
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Conversation as design object
Necessary to move from Ul design

to service design

of humans and bots

(U
Y
Necessary to design for networks E
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Implications

Noe mer jeg kan hjelpe deg
g‘.‘: med?

en god suppe

Conversation as design object

Na snakker vi suppe! « = Her er
de som er mest poppis na!

Necessary to move from Ul design
to service design

) o
Lxd
A

SER

WA
Necessary to design for networks smp"t]tppd B'mk
of humans and bots
LAGRE .- /ORITT
N @Y ® O
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Hey there! I'm happy
you are here!

Conversation as design object How are you feeling

right now?
Necessary to move from Ul design A bit exited, actually
to service design Nice to see you

excited!

. Well, thank you
Necessary to design for networks

of humans and bots

Oh, you're welcome!

Go from nothing to

cnmethinn




-';" HelseVenn ® - Q

HelseVenn APP 5:52 P
Hei Camilla, kjekt a snakke med deg &
Hvilken klasse gar du i? £,

Implications

Bruker 5:52 P
1 klasse

L
LUy
n HelseVenn APP 552 p

Sadugari 1. klasse

CO nve rsatl O n a S d ESIg n O bJ e Ct Det er spennende a ga pa videregaende, og

litt skummelt

Det er tross alt mye nytt som skjer,
eller hva?

Necessary to move from Ul design ( e )
to service design Egentiig ikke

Nevnte jeg at jeg er helsesykepleier sin
andre (robot) halvdel? g

Jeg kan svare pa sparsmal, ga igiennom

Necessary to design for networks
of humans and bots helscsykepieer o3 solen

Hva kan jeg hjelp deg med?

Svar pa spersmal

Mocéri Lenilel

Hgiland, C. (2019) “Hi, can | help?” An exploratory study of designing a chatbot to
complement school nurses in supporting youths’ mental health. Master Thesis. UiO.
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Implications

Conversation as design object

Necessary to move from Ul design
to service design

Necessary to design for networks
of humans and bots

Social Health bots (www.sintef.no/socialhealthbots)
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Implications

Conversation as design object

Necessary to move from Ul design
to service design

Necessary to design for networks
of humans and bots

“ MIREE

DAVEY ALBA BUEINEES

It's Your Fault Microsoft's Teen Al Turned Into Such a Jerk suescriee O

03.26.16 07:00 AM

IT"S YOUR FAULT MICROSOFT'S TEEN Al
TURNED INTO SUCH A JERR

@ MICROSOFT

SHARE
a-

IT WAS THE unspooling of an unfortunate series of
events involving artificial intelligence, human nature,
and a very public experiment. Amid this dangerous
combination of forces, determining exactly what went
wrong is near-impossible. But the bottom line is
simple: Microsoft has an awful lot of egg on its face
after unleashing an online chat bot that Twitter users
coaxed into regurgitating some seriously offensive
language, including pointedly racist and sexist
remarks.

On Wednesday morning, the company unveiled Tay, a
chat bot meant to mimic the verbal tics of a 19-year-
old American girl, provided to the world at large via
the messaging platforms Twitter, Kik and GroupMe.
According to Microsoft, the aim was to "conduct
research on conversational understanding.” Company
researchers programmed the bot to respond to
messages in an “entertaining” way, impersonating the
audience it was created to target: 18- to 24-year-olds

Improve Customer
Journeys

Learn How Organizations are
Utilizing Pega to Increase Offer
Rates and Improve Engagement.

MOST POPULAR

GEAR
NASA Designed This Low-
Tech Rover to Survive
Venus
ELIZABETH BTINEON
GEAR

x Bt Hingued st o
BRENDAN NYSTEDT

https://www.wired.com/2016/03/fault-
microsofts-teen-ai-turned-jerk/
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Implications

Conversation as design object

Necessary to move from Ul design
to service design

Necessary to design for networks
of humans and bots

w 5 ad® - 30 FT.q 89%N 22:04

Hei, jeg er SR-Bank sin chatrobot.
Skriv korte og presise sparsmal.
Dersom jeg ikke kan svare, sa kan
du snakke med en radgiver.

Husk a ikke oppgi personlig
informasjon nar du snakker med
O meg.

Snakke med radgiver

Bruk linken under for a chatte
med en radgiver.

n Snakk med radgiver

X Avslutt

<
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Implications

Conversation as design object

Necessary to move from Ul design
to service design

Necessary to design for networks
of humans and bots

Chatbots, Humbots,

and the Quest for Artificial General Intelligence

Jonathan Grudin
Education Insights & Data
Microsoft Corporation
Redmond, WA, USA
jgrudin@microsoft.com

ABSTRACT

What began as a quest for artificial general intelligence

branched into several pursuits, including intelligent
i developed by tech jes and task-

oriented chatbots that deliver more information or

services in specific domains. Progress quickened with

the spread of low-latency networking, then accelerated
dramatically a few wears ago. In 2016, task-focused
chatbots became a iece of hine intelli

promising interfaces that are more engaging than
robotic answering systems and that can accommodate

our ingly ph based inf ati needs.
Hundreds of thousands were built. Creating successful
non-trivial chatbots proved more difficult than
anticipated. Some developers now design for human-
chatbot (humbet] teams, with people handling difficult
queries. This paper describes the conversational agent
space, difficulties in meeting user expectations,

Richard Jacques
Al + Research
Microsoft Corporation
Redmond, WA, USA
rjacques@microsoft.com

ACM Reference format:

Jonathan Grudin and Richard Jacques. 2019, In 2019 CHI Conference
on Human Factors in Computing Systems Proceedings (CHI 2019), May
4-5, 2015, Clasgow, Scotiand, UK ACM, New York NY, USA. 11 pages.
hitps:/fdoiorg/10.1145,/3290605.33004 39

1 INTRODUCTION

The goal of artificial intellizence left the realm of science
fiction when Alan Turing wrote in the London Times in
1949, "I do not see why [the computer] should not enter
any one of the fields normally covered by the human
intellect, and eventually compete on equal terms.” [35]
In 1956, the term ‘artificial intellizence' was coined and
the field coalesced. Leading researchers forecast in the
19605 that ultra-intelligent computers would appear by
1980 or 1985 [8, 11, 17].

They didn't, but early efforts such as ELIZA in 1964
and PARRY in 1972 mimicked human beings,

potential new design app uses of h bot
hybrids, and implications for the ultimate goal of

ing by teletype and keyboard. Ongoing interest
in anthropomorphic conversational software is

Figure 1: A three-tier

Escalation to
Human-in-the-loop

- - -

TIER 1 -~ Sa TIER 2 -~

R K

AL -7 s

-
-

1

Automated Microtasks
ML, NLP. and Heuristics

Improve automation

Manual Microtasks
Non-expert Workers

Escalation to
Human-in-the-loop

-

R R Improve workflows

architecture for handling tasks.

Le, Zo, Hugging Face
these are found on

has more limited
~a TIER 3 the subfield artificial
rtheless, intelligent
fused chatbots could
feal the nature and
» ired to realize it.
- lad precursors in
[eworks and on the
low-latency internet
 agents such as

Macrotasks in the 1990s [22],
Expert Workers nzuaze.
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Challenges in current
conversational agents

Interview study of 14
users of
conversational agents

Living in $mart Environments

#chidgood, CHI 2016, San Jose, CA, USA

“Like Having a Really bad PA”: The Gulf between User
Expectation and Experience of Conversational Agents

Ewa Luger
Microsoft Fesearch, UK
ewluge@microsoft.com

ABSTRACT

The past four years have seen the nise of conversatonsal agents
(CAs) in everyday life. Apple, Microsoft, Amazon Google
and Facebook have all embedded proprietary CAs within their
software and, increasingly, conversation is becoming a key
maode of human-computer interaction.  Whilst we have long
been familiar with the notion of computers that speak, the
imvestigative concern within HCI ha: been wupon
multimodality rather than dialogue alone, and there i= no
sense of how such interfaces are wsed in everyday life. This
paper reports the findings of interviews with 14 users of CAs
in an effort to undersiand the current interactional factors
affecting  everyday wmse. We find wser expectadons
dramarically out of step with the operation of the systems,
particularty in terms of known machine infellizence, system
capability and goals. Using Morman's ‘zulfs of execution and
evaluation’ [30] we consider the implications of these findings
for the desizm of funre systems.

Author Keywords
Conwersational Agsnts; mentzl models; svalnstion

ACM Classification Keywords
H 5m Information interfaces and presentation (e.g., HCI):
Miscellaneaus

INTRODUCTION

Framed as “dizlogue systems offen endowed with ‘omanlika’
behaviowr™ [43 p357), conversatonal agents (CA) are
becoming ever more common bumsn-computer inferfaces.
The launch of Sin (Apple, 2011), Guogle Now (2012),
Cortana (Microsoft, 2015), snd Alexa (Amaszon 2015)
mndicate 3 spike in mainsmeam market commimment to this
form of experience and in & departure from their raditional
services, even Facebook have thrown down the gaunter by
lamching “B"; a hybrid dialogme system thar employs both
artficial intellizgence and human responses to task requests.
Equally, such products are no longer solely tied to the
handset. Both 5ird and Comana ars now core componsants of
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Abigail Sellen
Microsoft Research, UK
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their raspective operaing systems and Alexa finds its home in
the form of Amszon Echo, giving us every rezson to belisve
that spoken dislogue inferfaces will become the Sanre
EAEWAYS 1o many key seTvices.

Whilst the past 4 years have clearly seen a reimvigoration of
such systems, this is wery nonch a retumn to an old ides; that
conversation is the next natural form of HCI. It has also long
been armmed that “when speech and [anzmage imterfaces
‘become more conversational, they will take their place slong
with direct manipulation in the interface™ [§]. Moreover, they
will have the potental to enhance both the system wsabilicy
and wuser experience [43]. However, despite these
expeciations, the weight of research has veered away from
such single modalites and tended towards nonltimodal
developments, with a foous upon embodimen: and
anthropomorphism rather than wvoice alome. Indeed, our
fascinafion with computers that comverse can be traced back
as far as 1064 when, seeking to create the illusion of nman
interaction, Joseph Weizenbaum of MIT created Eliza [10], a
computer program that respondad on the basiz of dats gleanad
only from homsn respondents’ typed input. Whilst script-
hased, it is considerad the first convincing attenipt to sinmlae
namral buman interactions between a user and a computer.
Thiz chatterbot, mdimentary by today’s smndards, was
desizned in the form of a Fogerian psychotherapist and, dus
to the high level of emotions] invelvement exhibited by nsers,
was hailed 25 the beginnings of an awomared form of
psychotherapy [45]. Fast-forward 50 years and whilst
psychotherapy-bots for the fime being remain the smuff of
science fiction, HCT is again seeing moves towards serious
adoption of namralistic buman-computer dislogue systems.

However, despite tech ziants vying to develop the most
compelling experience. the Seld of HCT has developed little
empirical knowledge of how such agents are used in everyday
semings. Whilst CA research exists, it iends towards either
technical papers related to architecture [37], CAs smdied in
experimental seftings, or systems crested for specific combexts,
such 25 gmding wsers aroumd 2 space [24], delivering
information [41], or for the support of lanznage leaming [40].
Whilst each smdy brings us closer to understanding effective
desizn, without conourent knowledze of the pragmsstcs of
everyday use, we fail to truly understand dynamics such as
how and why such systems are nsed and “which factors
mfluence acceptance and success in such scenamos™ [24
p.320]. Inlight of this daficit, our paper seeks to understand
user experience of CA systems by answering two simple
questions; (a) what factors currently motivate and limit the




47

Challenges

Learning — from talking to chatbot as
person to use restricted language

Require user effort — effective use
require continuous investment

Lack of feedback — difficult to see
capabilities and opportunities

Expectations not met — mismatch
expectations and experience

Living in $mart Environments

#chidgood, CHI 2016, San Jose, CA, USA
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The past four years have seen the nise of conversatonsal agents
(CAs) in everyday life. Apple, Microsoft, Amazon Google
and Facebook have all embedded proprietary CAs within their
software and, increasingly, conversation is becoming a key
maode of human-computer interaction.  Whilst we have long
been familiar with the notion of computers that speak, the
imvestigative concern within HCI ha: been wupon
multimodality rather than dialogue alone, and there i= no
sense of how such interfaces are wsed in everyday life. This
paper reports the findings of interviews with 14 users of CAs
in an effort to undersiand the current interactional factors
affecting  everyday wmse. We find wser expectadons
dramarically out of step with the operation of the systems,
particularty in terms of known machine infellizence, system
capability and goals. Using Morman's ‘zulfs of execution and
evaluation’ [30] we consider the implications of these findings
for the desizm of funre systems.
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their raspective operaing systems and Alexa finds its home in
the form of Amszon Echo, giving us every rezson to belisve
that spoken dislogue inferfaces will become the Sanre
EAEWAYS 1o many key seTvices.

Whilst the past 4 years have clearly seen a reimvigoration of
such systems, this is wery nonch a retumn to an old ides; that
conversation is the next natural form of HCI. It has also long
been armmed that “when speech and [anzmage imterfaces
‘become more conversational, they will take their place slong
with direct manipulation in the interface™ [§]. Moreover, they
will have the potental to enhance both the system wsabilicy
and wuser experience [43]. However, despite these
expeciations, the weight of research has veered away from
such single modalites and tended towards nonltimodal
developments, with a foous upon embodimen: and
anthropomorphism rather than wvoice alome. Indeed, our
fascinafion with computers that comverse can be traced back
as far as 1064 when, seeking to create the illusion of nman
interaction, Joseph Weizenbaum of MIT created Eliza [10], a
computer program that respondad on the basiz of dats gleanad
only from homsn respondents’ typed input. Whilst script-
hased, it is considerad the first convincing attenipt to sinmlae
namral buman interactions between a user and a computer.
Thiz chatterbot, mdimentary by today’s smndards, was
desizned in the form of a Fogerian psychotherapist and, dus
to the high level of emotions] invelvement exhibited by nsers,
was hailed 25 the beginnings of an awomared form of
psychotherapy [45]. Fast-forward 50 years and whilst
psychotherapy-bots for the fime being remain the smuff of
science fiction, HCT is again seeing moves towards serious
adoption of namralistic buman-computer dislogue systems.

However, despite tech ziants vying to develop the most
compelling experience. the Seld of HCT has developed little
empirical knowledge of how such agents are used in everyday
semings. Whilst CA research exists, it iends towards either
technical papers related to architecture [37], CAs smdied in
experimental seftings, or systems crested for specific combexts,
such 25 gmding wsers aroumd 2 space [24], delivering
information [41], or for the support of lanznage leaming [40].
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chatbot design W fling
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Kommune-Kari

Discussion case — Kommune Kari

Hei! Hva kan jeg hjelpe deg
med? Husk a ikke oppgi
personlig informasjon. Jeg
forstar best stikkord @

Her finner du all informasjon
om koronapandemien og
vaksinering

G1: Make clear what the system can do

Koronavaksine =

Dette gjelder i Asker na =

Velkommen til A

G2: Make clear how well the system
can do what it can do

Jeg leteretter...

still spersmalet ditt her
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H-Al-I guidelines and
chatbot design

Discussion case — Kommune Kari
G1: Make clear what the system can do

G2: Make clear how well the system can
do what it can do

Kommune-Kari

sl

&

Hei! Hva kan jeg hjelpe deg
med? Husk a ikke oppgi
personlig informasjon. Jeg
forstar best stikkord @)

Her finner du all informasjon
om koronapandemien og
vaksinering

Koronavaksine =

Dette gjelder i Asker na =

@

X

I IStill spersmalet ditt her
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H-Al-I guidelines and
chatbot design

Discussion case — Kommune Kari

G1: Make clear what the system can do

G2: Make clear how well the system
can do what it can do

Kommune-Kari ©,

)

Koronavaksine =

Dette gjelder i Asker na =

nar apner barnehagen ved
svemmehallen

Jeg haper at dette vil hjelpe
deg, men det er kanskje ikke
helt relatert til
*svemmehallen*:

Apningstid barmehage >

o

0 G

X

I IStill spersmalet ditt her







