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Interaction with
AI – module 2

Interaction design

Five sessions

Design of 
interaction

with AI

Asbjørn Følstad

Understanding
interaction

with AI

Morten Goodwin

September 29 
(online)

October 13 
(hybrid)

October 6 
(hybrid)

October 20 
(onsite - Postscript)

Human – AI 
relationships

Marita Skjuve

September 22



Midterm report - individual assignment

Three topics:

• Characteristics of AI-infused systems.

• Human-AI interaction design.

• Chatbots / conversational user 
interfaces.

Language: English or Norwegian.

Max. pages: 6

Min. articles referenced 4.

Will touch upon second
and third topic today.



Midterm report – group assignment
Content – 5-7 pages
• A description of the group, who you are - names.

• A description of what area of “interaction with AI” you are 
interested in working with.

• (new) Background section: Position your work relative to existing 
knowledge and practice

• Minimum 1 maximum 2 questions that you want to address. 
Please write some sentences about the questions. These questions 
can change and evolve later in the midterm report and in the final 
report - as you go about investigating your questions.

• (updated) Method section – overall approach, design process
(optional, but encouraged), data collection methods

• (new) Sketches and/or prototypes (optional, but encouraged)

• (new) Findings (progress, initial outcomes)

• (updated) Minimum five references to literature.

Appendices – approx. 1 page each
• Appendix 1: Chatbot design task – briefly describe the process and 

outcome. Detail reflections and lessons learnt.

• Appendix 2: Machine learning task  – briefly describe your 
experiences from the process and, if possible, some of your 
outcomes (max 1 page)

Questions or comments on
the group assignment?
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Agenda

Interacting with AI – an overview

Chatbots – interacting with AI in natural
language

User-centred design of AI

User-centred design of chatbots

Reflections on large language models

Sept. 29

Oct 26

Today
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Reflections on
large language models
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Large language models
– a current AI 
application with much
public engagement

Open AI – GPT-3 – July 2020

Large language model which
may be used to power
chatbots

Focus on few-shot learning

Brown, T. B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J., 
Dhariwal, P., ... & Amodei, D. (2020). Language models are few-
shot learners. arXiv preprint arXiv:2005.14165.



Large language models and 
environmental and 
financial concerns



Large language models and 
concern for online 
disinformation



Large language models and 
concern for online 
disinformation
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The dangers of Stochastic 
parrots

Concerns
• Environmental and financial

• Training data issues – bias, curation, accountability

• The issue of deception – led down the garden path 

Risks – following from concerns on data and deception
• Output reflect hegemonic world view
• Potential amplification of bias and abuse
• Misuse by bad actors – conspiracy, extremism (fake 

news?)
• Issues in machine translation
• Privacy concerns in large language models – model 

closely reflecting input
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User-centred design of AI –
automagic or explicit?



Individual assignment – task 2:

Human-AI interaction design

• Amershi et al. (2019) and Kocielnik et al. 
(2019) discuss interaction design for AI-
infused systems. Summarize main take-
aways from the two papers.

• Select two of the design guidelines in 
Amershi et al. (2019). Discuss how the 
AI-infused system you used as example 
in the previous task adheres to, or 
deviates from these two design 
guidelines. Briefly discuss whether/how 
these two design guidelines could 
inspire improvements in the example 
system.

• Bender et al. (2021) conduct a critical 
discussion of a specific type of AI-
infused systems – those based on large 
language models. Summarize their 
argument concerning problematic 
aspects of textual content and solutions 
based on large langue models.

https://www.microsoft.com/en-us/haxtoolkit/ai-guidelines/

https://www.microsoft.com/en-us/haxtoolkit/ai-guidelines/


https://aidemos.microsoft.com/guidelines-for-human-ai-interaction/demo

We will in the following
consider examples relevant 
to (among others) 
Guideline 1

The examples suggesting 
how differently one may
approach communicating
system capabilities to the
user

https://aidemos.microsoft.com/guidelines-for-human-ai-interaction/demo
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Erica Virtue, product designer, 
FB: Designing with AI.

At Facebook, AI is 
everywhere.

Behind the scenes …

- Translate text
- Recognize what is in images
- Filter out spam
- Understand intent behind

posts -> improve FB
- (decide on content in feed?)

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4
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Erica Virtue, product designer, 
FB: Designing with AI.

Facebook 
recommendations

How to design for including
recommendations in 
dialogue?
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Erica Virtue, product designer, 
FB: Designing with AI.

Facebook 
recommendations

How to design for including
recommendations in 
dialogue?

Explore concepts

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4

Add tag to request?
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Erica Virtue, product designer, 
FB: Designing with AI.

Facebook 
recommendations

How to design for including
recommendations in 
dialogue?

Explore concepts

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4

Tutorial?
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Erica Virtue, product designer, 
FB: Designing with AI.

Facebook 
recommendations

How to design for including
recommendations in 
dialogue?

Explore concepts

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4

Automagic!



20

Erica Virtue, product designer, 
FB: Designing with AI.

Facebook 
recommendations

How to design for including
recommendations in 
dialogue?

Explore concepts

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4

Automagic + opportunities for adaptation and feedback
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Erica Virtue, product designer, 
FB: Designing with AI.

Facebook 
recommendations

How to design for including
recommendations in 
dialogue?

Lessons learnt

https://medium.com/facebook-design-business-tools/designing-with-ai-3f7652619f4

Look for existing behaviour

If you don’t notice the AI, 
you’re doing it right

Don’t depend on perfection
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email

Expectation confirmation
model

Expec-
tation

Perfor-
mance

perception

Confir-
mation

Satis-
faction

Bhattacherjee, A. (2001). Understanding information
systems continuance: an expectation-confirmation
model. MIS quarterly, 351-370.
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email

Explore concepts

AI accuracy indicator:
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email

Explore concepts

AI explanations:
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email

Explore concepts

AI control:
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email

Hypotheses

1: High precision (low false positives) -> 
higher accuracy perception and 
acceptance

2: Interaction design A / B / C -> 
expectation setting

3: Expectation setting -> improved
acceptance
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email

Findings

1: High precision (low false positives) -> 
higher accuracy perception and 
acceptance (disconfirmed)

Rather: High recall (low false negatives) 
-> higher accuracy perception and 
acceptance

May sometimes be better to err on the
side of false positives (predict finding
when there is no finding) 
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email

Findings

2: Interaction design A / B / C -> 
expectation setting (confirmed)
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Kocielnik et al. (2019). Designs 
for expectation setting with AI

Scheduling assistant

Design of system for meeting
request detections in email

Findings

3: Expectation setting -> improved
acceptance (only partially confirmed –
for the high precision condition)
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Two fundamentally
different approaches
to the design of AI-
infused systems

Automagic (FB 
recommendations)

Show, explain, adjust
(email meeting
requests)
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Two fundamentally
different approaches
to the design of AI-
infused systems

Automagic (FB 
recommendations)

Show, explain, control
(email meeting
requests)
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Chatbots –
conversational interaction design



Individual assignment – task 3:

Chatbots / conversational user 
interfaces

• Chatbots are one type of AI-infused 
systems. Based on the lectures, and 
the mandatory articles, discuss key 
challenges in the design of chatbots / 
conversational user interfaces.

• Revisit Guidelines G1 and G2 in 
Amershi et al. (2019). Discuss how 
adherence to these could possibly 
resolve some of the challenges in 
current chatbots / conversational user 
interfaces.

• Optionally, you may read Følstad & 
Brandtzaeg (2017), Luger & Sellen
(2016), and Hall (2018) from the 
optional literature to complement 
your basis for answering.

Key challenges in the design 
of chatbots
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Chatbot interaction
design with important
implications and 
challenges
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Implications

Conversation as design object

Necessary to move from UI design 
to service design

Necessary to design for networks
of humans and bots
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Implications

Conversation as design object

Necessary to move from UI design 
to service design

Necessary to design for networks
of humans and bots
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Implications

Conversation as design object

Necessary to move from UI design 
to service design

Necessary to design for networks
of humans and bots
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Høiland, C. (2019) “Hi, can I help?” An exploratory study of designing a chatbot to 
complement school nurses in supporting youths’ mental health. Master Thesis. UiO.

Implications

Conversation as design object

Necessary to move from UI design 
to service design

Necessary to design for networks
of humans and bots
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Social Health bots (www.sintef.no/socialhealthbots)

Implications

Conversation as design object

Necessary to move from UI design 
to service design

Necessary to design for networks
of humans and bots
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https://www.wired.com/2016/03/fault-

microsofts-teen-ai-turned-jerk/

Implications

Conversation as design object

Necessary to move from UI design 
to service design

Necessary to design for networks
of humans and bots
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Implications

Conversation as design object

Necessary to move from UI design 
to service design

Necessary to design for networks
of humans and bots
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Implications

Conversation as design object

Necessary to move from UI design 
to service design

Necessary to design for networks
of humans and bots



46

Challenges in current
conversational agents

Interview study of 14 
users of 
conversational agents
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Challenges

Learning – from talking to chatbot as 
person to use restricted language

Require user effort – effective use
require continuous investment

Lack of feedback – difficult to see
capabilities and opportunities

Expectations not met – mismatch 
expectations and experience
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H-AI-I guidelines and 
chatbot design

Discussion case – Kommune Kari

G1: Make clear what the system can do

G2: Make clear how well the system 
can do what it can do
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H-AI-I guidelines and 
chatbot design

Discussion case – Kommune Kari

G1: Make clear what the system can do

G2: Make clear how well the system can
do what it can do
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H-AI-I guidelines and 
chatbot design

Discussion case – Kommune Kari

G1: Make clear what the system can do

G2: Make clear how well the system 
can do what it can do




