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Neural NLP

I Most NLP tasks approached as classification problems, using supervised
machine learning

I Since at least 2014, neural networks completely dominating.
I Very successful on NLP benchmarks

https://ebookreading.net/view/book/EB9781787121423397.html
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Why now?

I large amounts of data
I substantial computing power
(GPUs, parallelization)

I architectures that combine the
two

I transfer learning of pre-trained
language models

www.icaroai.com
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NLP system

(https://blog.insightdatascience.com)
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NLP system

(https://blog.insightdatascience.com)
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NLP benchmarking and LMs
(March 2021)
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NLP benchmarking and LMs

(March 2022)
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Why?

(Petroni et al, 2019)
I Learn a lot about language and the world

I but not everything
I Limited by the training data
I If trained on non-curated text from the internet, they tend to reflect the
biases found there.
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Size of LMs

https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-
model-by-microsoft/
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Size and data consumption

* from Bender & Gebru et al (2021): On the dangers of stochastic parrots: Can language models be too big?
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Compute

* from (Schwartz et al (2020): Green AI 10



Cost

https://medium.com/syncedreview/the-staggering-cost-of-training-sota-ai-models-e329e80fa82
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Carbon footprint

*from Strubell et al. (2019) Energy and policy considerations for deep learning in NLP.
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Towards Green NLP?

How can we mitigate the negative effects of large LMs?
I SustaiNLP workshop
I Enhance reporting of computational budgets
I Efficiency as a core evaluation metric

* from (Schwartz et al (2020): Green AI
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