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Towards Green NLP?

How can we mitigate the negative effects of large LMs?
I Enhance reporting of computational budgets
I Efficiency as a core evaluation metric

* from Schwartz et al (2020): Green AI

2



Improved reporting

* from Clark et al (2020): ELECTRA
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Beyond accuracy

* from Schwartz et al (2020): Green AI
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Efficient methods

What is made more efficient?
I Training
I Inference
I Model selection

How do we measure it?
I Space
I Time
I Energy
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Efficient training

ELECTRA (Clark et al, 2020)
I Modifies pre-training objective
I Trained to distinguish "real" input tokens vs "fake" input tokens

generated by another neural network
I Strong results even when trained on a single GPU.

* from Clark et al (2020): ELECTRA
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Sharing is caring

To avoid retraining lots of models
I We can share the trained models
I Nordic Language Processing Laboratory (NLPL) is a good example
I Huggingface
I But it’s important to get things right

I METADATA!!!
I same format for all models
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Efficient inference

What if we can reduce the size of these giant models?

I Often, overparameterized transformer models lead to better
performance, even with less data

I Lottery-ticket hypothesis: for large enough models, there is a small
chance that random initialization will lead to a submodel that already
has good weights for the task

I But interestingly, you can often remove a large number of the
parameters for only a small decrease in performance
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Reduce model size?

From Rogers et al. (2020) A Primer in BERTology: What We Know About How BERT Works.
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Reduce model size?
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Model distillation

This is an example.
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Head pruning
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Head pruning

Performance = 93.7
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Head pruning

Performance = 93.7
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Head pruning

Performance = 93.0
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But how can we NLPers contribute to sustainability?

I When possible use pre-trained models
I If you train a strong model, similarly make it available to the

community.
I Try to reduce the amount of hyperparameter tuning we do (for example,

by working with models that are more robust to hyperparameters)
I Improved reporting, take into account efficiency

I budget/performance curves
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