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Distributional and Distributed

Bag-of-words problems
Simple Bag-of-Words approaches (without representation learning) do not take into account
semantic relationships between linguistic entities.

No way to detect semantic similarity between documents which do not share words:
I The war was devastating for the region.
I This military conflict left the country in ruins.
It means we need more sophisticated semantically-aware methods.
Like distributional word embeddings.
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Distributional and Distributed

Distant memory from the last lecture
I ‘Generalizations: similar words get similar representations in the embedding layer ’

I Neural language models learn vector representations for words as a byproduct of their
training process.

I These representations are similar for semantically similar words.
I Good word embeddings from an auxiliary task:

I Language models (LMs) are trained on raw texts, no manual annotation needed.
I One can train an LM on the texts collected from the whole Internet.

I Internet Archive
I CommonCrawl
I etc

How come that we can get good word embeddings without any manually annotated
data?
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Distributional and Distributed

All of this week’ sub-lectures in one slide
I Vector space models of meaning based on distributional information are not something new

[Turney et al., 2010].

I But around 2011-2013, such representations trained using machine learning became
extremely popular in NLP.

I Commonly used in research and large-scale industry projects (web search, opinion mining,
tracing events, plagiarism detection, document collections management, etc.)

I All this is based on their ability to efficiently predict semantic similarity between linguistic
entities (in particular, words).

I Semantic information is distributed across word vectors, making them non-interpretable.
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Distributional hypothesis

OK, why does it work at all?

Tiers of linguistic analysis
Computational approaches model various tiers of language:
I graphematics – how words are spelled,
I phonetics – how words are pronounced,
I morphology – how words inflect,
I syntax – how words interact in sentences,
I pragmatics – how sentences serve communicative purposes of human beings.
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Distributional hypothesis

To model means to capture important features of some phenomenon. For example, in a phrase
‘The judge sits in the court’, the word ‘judge’:

1. consists of 3 phonemes [ j e j ];
2. is a singular noun in the nominative case;
3. is a nominal subject dependent of the word ‘sits’ in the syntactic tree of our sentence.
Such representations describe many important features of the word ‘judge’.
But not meaning (semantics).

Question
Are these representations discrete or continuous?
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Distributional hypothesis

How to represent meaning?

I Semantics is difficult to represent formally.
I Words which are similar in their meaning should possess mathematically similar

representations independent of their surface forms.
I ‘Judge’ must be similar to ‘court’ but not to ‘kludge’...
I ...even though their surface form suggests the opposite.
I Why so?
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Distributional hypothesis

Arbitrariness of a linguistic sign

Unlike in road signs, there’s no direct link between form and meaning in words [Saussure, 1916]
The concept of ‘Lantern’ can be expressed by any sequence of letters or sounds in different
languages:

I lantern
I lykt
I лампа
I lucerna
I гэрэл
I ...
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Distributional hypothesis

How do we humans know that ‘lantern’ and ‘lamp’ have similar meaning? What is meaning,
after all?

And how can our ML models get this information?

Possible data sources
Methods of computationally representing semantics in natural languages fall into 2 large
groups:
1. Manually building semantic networks or ontologies (knowledge-based approach). Works

top-down: from abstractions to real texts. For example, WordNet [Miller, 1995].
2. Extracting semantics from usage patterns in text corpora (distributional approach). Works

bottom-up: from real texts to abstractions.

The second approach is behind ‘word embeddings’ (and most modern NLP).
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Distributional hypothesis
Hypothesis: meaning is actually a sum of contexts.
Distributional differences will always be enough to explain semantic differences:

I Words with similar typical contexts have similar
meaning.

I First formulated by:
I philosopher Ludwig Wittgenstein (1930s);
I linguists Zelig Harris [Harris, 1954] and John Firth.

I ‘You shall know a word by the company it keeps’
[Firth, 1957]

I More details in [Brunila and LaViolette, 2022].
I Distributional semantics models (DSMs) get

information from lexical co-occurrences in large
natural corpora.
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Distributional hypothesis

Contexts for ‘tea’:
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Distributional hypothesis
Contexts for ‘tea’:

Contexts for ‘coffee’:
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Representing words with vectors

I Your neural classifiers in Obligatory 1 implicitly
learned vector representations for words
(embeddings).

I In practice, representing word meaning with vectors
was first popularized in psychology by
[Osgood et al., 1964]...

I ...then developed by many others.

I Word vectors can be created manually...
I ...but in most cases, corpus-driven distributional methods are much more efficient.
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Representing words with vectors
Componential analysis: manual creation of word vectors

[Widyastuti, 2010]

We will not do this. We will use distributional vector models (next sub-lecture 5.2).
15
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