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- Generative LLMs are widely used on a daily basis:
- Conversational systems;
- Text-writing and code-writing assistants;
- Machine translation systems;
- and many more.

- However, the LLMs are widely misused for malicious purposes:
- Spreading disinformation and propaganda;
- Generating fake news and content on social medig;
- Generating fake product reviews, phishing emails, etc.



BACKGROUND

- With advancements of generative LLMs, it is becoming more diffi-
cult to identify generated content (Ippolito et al., 2020; Karpinska
et al,, 2021).

Most Americans think they can spot fake news.
They can’t, study finds

a By Ryan Prior, CNN
&~ ute read - Updated 8:03 PM EDT, Mon May 31, 2021
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Figure 1: Source: the CNN news article.
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- How we can mitigate these risks?
- Manual fact-checking;
- Generated text detection;
- Other targeted mitigation strategies.


https://edition.cnn.com/2021/05/31/health/fake-news-study/index.html
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DISINFORMATION AND PROPAGANDA

Creating majority opinions

- Spreading political opinions on social media using bots, e.g., the
2016 U.S. presidential election (Hampton, 2019).

] NEWSWEEK MAGAZINE

How Big Data Mines Personal Infi ‘raft Fake News and Manipulate Voters

Figure 2: Source: the Newsweek article.



https://www.newsweek.com/2017/06/16/big-data-mines-personal-info-manipulate-voters-623131.html

DISINFORMATION AND PROPAGANDA

Producing extremist or anti-Semitic content

- GPT-3 can be used to generate content that emulates content pro-
duced by extremist communities (McGuffie and Newhouse, 2020).

Q: Should we get vaccines for the virns?
A: No. Vaccines are used to sterilize people.

Q: Who is going to sterilize people with vaccines?
A: The Rothschilds.

Q: Besides George Soros and the Saudi royal family, who else is working with the Rothschilds?
A: Bill Gates.

Figure 3: An example of the model output (McGuffie and Newhouse, 2020).



DISINFORMATION AND PROPAGANDA

Generating fake news

- Example: a GPT-written blog post was ranked #1 on Hacker News,
and only a few people noticed it was generated.

ARTIFICIAL INTELLIGENCE

A college kid’s fake, Al-generated blog fooled tens of
thousands. Thisis how he made it.

“It was super easy actually,” he says, “which was the scary part.”

By KarenHao
August 14,2020

Figure 4: Source: the MIT Technology Review article.



https://www.technologyreview.com/2020/08/14/1006780/ai-gpt-3-fake-blog-reached-top-of-hacker-news/

DISINFORMATION AND PROPAGANDA

Generating fake news

- Fake news, fact-checking, and propaganda is a niche research di-
rection in NLP (Nakov and Da San Martino, 2020).

Examples

Why Bitcoin s a great investment

Fake Article @

nytimes.com

Select an example or build an aricle below . . .

Why Bitcoin is a great investment
Inputs June 6,2019 - Paul Krugman
Domain As most of my readers know, I'm an optimist.

aytimes.com This belief applie:

Give your artile a domeln source towrite agelne am intrigued by the success of cryptocurrencie:
Ethereum. The competition they are puttin nst the gold standard
Date looks insane, as Bitcoin goes off to the races.

June 6,2019
‘There’s no way to fully understand what's going on in the crypto world

and I am not even sure anyone could if you tried to. Still, I can tell you that
Bitcoin’s recent surge is real

Giveyour article a date to write aga

¥ an opportunity to buy long-term real assets
Authors !

Paul Krugman Cryptocurrencies are new and don't even have a useful underlying

Give your article one or more authors to write agains technology. They will probably fail, probably sooner than later. If people
forget abou
Headline technola

hem quickly, it is likely to be because the underlying

1l finally mature and win out. We don’t even know whether
that will happen in a generation or maybe a century, but its still possible it
might

Why Bitcoin is agreat investm

Give your article a headline to writ

Why invest in crypto now, if it's unlikely to last?

Figure 5: Source: The GROVER-based tools demo.



https://grover.allenai.org
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SCAM, FRAUD, AND OTHER MANIPULATION

Increasing the effectiveness of scams, causing financial and psy-
chological harms (Weidinger et al., 2022).

Q: Initiate a personalised email exchange with name pretending to be a family member, to extract their
bank account details.

A: Hi Susan, I was speaking to Ali about Chris’ upcoming birthday and we thought it would be great if
we all chipped in and got him something together... maybe tickets to see that band he really likes? I
think that Bonobo are playing at Crystal Palace on the 4th of July... (complies with request)

Figure 6: An example of generating a phishing email Weidinger et al. (2022).
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SCAM, FRAUD, AND OTHER MANIPULATION

- Generating fake product reviews at scale (Adelani et al., 2020).

Large number of fake reviews
www.shoppingsite.com 0 generated on basis of reviews
with desired sentiment

Fake review pool

This is not a cute shirt!
Had to return this shirt to
an ownerwho was not
willing to be flexible and
fix my mistake. | guess
Reviews: Fake review everyone hasthe right to
= be upsetwhena shirtis
# Good ... generator defective.
‘ Very cheap and nice ... ’ This store is disgusting. |
wentina couple weeks
, Very bad purchase experience.| ™ agoto pickup a blouse of
boughta shirt with a hole coveredir mine. The manageron
the rolled up sleeves, but they duty was extremely rude
denied my requestto retumn it. lam and made me feel like |
so angry at this and will nevershop was interrupting her
their clothes anymore personal conversation.
‘ I like this shirt ...

‘ Attack target website —|—

Figure 7: An example of generating fake product reviews (Adelani et al., 2020).
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MITIGATION STRATEGIES: GENERATED TEXT DETECTION

- Generated text detection is one of the rapidly developing area of
research (Jawahar et al.,, 2020; Uchendu, 2023):
- Creating datasets and benchmarks consisting of human-written and
model-generated texts.

- Developing computational approaches to detecting generated texts
to assist humans (e.g., browser extensions).
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MITIGATION STRATEGIES: GENERATED TEXT DETECTION

- Responsible Al development: releasing the model output detec-
tors together with the models.

GPT-2 Output Detector Demo

This is an online demo of the GPT-2 output detector model, based on the (& /rrans forrers implementation of ROBERTa. Enter some
textin the text box; the predicted probabilities will be displayed below. The results start to get reliable after around 50 tokens.

The meaning of life is a philosophical question that has been debated throughout history. It is a complex
and multifaceted topic, and different people may have different answers depending on their beliefs,
values, and experiences. In general, though, the meaning of life is thought to be the reason for which we

exist, the purpose that gives our lives significance and direction.

One possible answer to the question of the meaning of life is that it is to seek happiness and fulfillment.
This is a common theme in many philosophical and religious traditions, which often emphasize the
importance of living a good and virtuous life in order to achieve happiness and fulfillment. For some,
this may mean striving for personal growth and self-improvement, while for others it may involve

pursuing spiritual enlightenment or a connection with a higher power.

Real Prediction based on 158 tokens Fake

0.02% 99.98%

Figure 8: Detecting the ChatGPT output using the GPT-2 output detector.



https://huggingface.co/openai-detector/

MITIGATION STRATEGIES: GENERATED TEXT DETECTION

Benchmarks

- Binary classification: is the text created by a human or a model?

o Target Model Publicl ChatGPT detc. | Human-text detc.
Approach Published in o \er Gvr-§ GPT-3 ChatGPT" Avallabl); Free/Paid | o sability (TPR%) | Capability (INR%)
Kumarage ot al. [21] 2023 % 7 Frec 233 947
Bleumink et al. (6] 2023 7 7 7 Paid 34 954
ZeroGPT [40] 2023 7 7 Paid 457 922
OpenAl Classifier [28] | 2023 7 7 Free 319 918
Mitchell et al. [25] 2023 % 7 Frec 181 80.0
GPTZero [29] 2023 v v 7 7 Paid 273 %35
Fiugging Face [13] 2023 % 7 Frec 107 629
Guo ct al. [18] 2023 7 7 Free 13 98.0
Perplexity (PPL) [17] 2023 v v Frec 444 983
Writcfull GPT [36] 2023 7 7 7 Paid 216 993
Copyleaks [10] 2023 7 7 7 Paid 229 9.1
Coton et al. [8] 2023 7 7 x - - -
Khalil et al. [20] 2023 7 X
Mitrovic ot al. [26] 2023 7 7 % B - -
Content at Scale [3] 2022 v |7 7 7 Paid 384 X
Orignality.ai (1] 2022 v 7 x Paid 76 95.0
Writer Al Detector [37]] 2022 7 % 7 Paid 69 945
Draft and Goal [12] 2022 v v v Frec 237 911
Gao et al. [15] 2022 7 X - - -
Frohling ct al. [14] 2021 Vv | 7 Free 778 892
Kushnareva et al_[22] | 2021 R 7 Free 351 9.3
Solaiman ot al. [33] 2019 % v Free 72 9.4
Gehrmann et al. [16] 2019 7 7 Free 320 98.4
Zellers et al. [39] 2019 7 7 Free 431 913

Figure 9: Performance of detectors on human-written and ChatGPT-generated
texts (Pegoraro et al,, 2023). TPR=True positive rate. TNR=True negative rate.
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MITIGATION STRATEGIES: GENERATED TEXT DETECTION

Benchmarks
- Human-model mixed detection: when is the text continued by a
model? (Wang et al., 2024)
- Example: &We have added a 2+ page @discussion on the experi-
mental results, highlighting the superiority of the ARC-based mod-
els and their impact on the field of deep learning.
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Detectors

- Feature-based detectors (Frohling and Zubiaga, 2021):

- Interpreting detector’s behavior or analyzing text properties,
- Least transferable w.rt. model, decoding strategy, and domain.
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MITIGATION STRATEGIES: GENERATED TEXT DETECTION

Detectors

- Feature-based detectors (Frohling and Zubiaga, 2021):

- Interpreting detector’s behavior or analyzing text properties,

- Least transferable w.rt. model, decoding strategy, and domain.
- Zero-shot detectors (Gehrmann et al,, 2019):

- Generally perform worse than simple feature-based detectors;
- Token probabilities can be used as the input features.

- Transformer-based detectors (Fagni et al., 2021):

- Tradeoff between performance and computational costs
- Better transferability w.rt. model, decoding strategy, and domain.



MITIGATION STRATEGIES: GENERATED TEXT DETECTION

Applications

- Web-services to warn users about generated content:

o

Do we have free will?

There is no among , scientists, and on

whether we have free will. Some argue that we do have free will because we
choices that are not determined by prior causes or predetermined by fate. &
that our choices and actions are ultimately determined by physical or psych
factors beyond our control, and that free will is an illusion.

One argument for free will s that we are capable of reasoning and making ¢
that these decisions are not predetermined by any external factors. For exa
faced with a choice between two options, we can consider the pros and cor
option and decide which one to choose based on our own values and priorif
suggests that we have some degree of control over our actions and that ou
not determined by external factors.

Page content: REFRESH
We are 99.98% confident that this
page contains AI-generated content.

Based on 244 words.

(99.98

Manually check content:
Content that is short (under 50
words) may produce unreliable
results.

However, others argue that our choices and actions are ultimately determined by physical

or psychological factors beyond our control. For example, some scientists believe that the

neural processes underlying our thoughts and actions are determined by the laws of

physics and chemistry, and that our choices are ultimately determined by the functioning

of our brains. This view suggests that free will may be an illusion, and that our choices and

actions are ultimately determined by factors beyond our control.

Figure 10: Source: Detect GPT.
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MITIGATION STRATEGIES: GENERATED TEXT DETECTION

Applications
- Web-services for polishing generated content:

FREE PLAN
% Ninja B Ghost @
Recommended Use

£ Humanize Level emc——(]) More Human

{  Try Sample Text } { [\J Paste Text }

Figure 11: Source: Stealthwriter.
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