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INF5830, 2017, Lab 1: Python, NLTK, NumPy, pyplot 
The goal of this first lab session is to: 

 get everybody started with Python and NLTK 

 work with frequency distribution and conditional frequency distributions in NLTK 

 beginning NumPy 

 beginning pyplot 

In particular, we will combine data from NLTK with pyplot. 

 For choice of software and installation, see the Workbench page.  

 For expected background, see the Background page. 

Part 1 (for those with no background in Python, or those who need a fresh up) 
The NLTK book teaches NLTK and Python simultaneously. We will use parts of the book.  While reading 

the book, you should sit on the terminal and type the examples from the book.  

 Start with Section 1 Computing with language and Section 2 A closer look at Python from 

http://www.nltk.org/book/ch01.html. 

 Then do exercises: 1, 3, 8, 16, 19 from Section 8 in same chapter. 

 Work through Chapter  3, Section 2 Strings 

 Do exercises: 9, 10, 13 from Chapter 1, Section 8. 

 And exercises 2, 4, 5, 10 from Chapter 3, Section 12. 

 Learn about dictionaries from Chapter 5, Section 3 Mapping words ... 

We assume you know how to program in some language or other, but you would at some time have to 

learn the quirks and quiddities of Python. Where to look? 

 Of course, the NLTK book, e.g. sec.1.4, 2.3, and (eventually parts of) ch. 4 

 Sooner or later you will have to consult the excellent official Python documentation 

(https://docs.python.org/3.4/), in particular the tutorial and library referenceThink Python: How 

to Think Like a Computer Scientist is an easy introduction to Python. 

Part 2 – For everybody 

Exercise 1: nltk.FreqDist() 

NLTK has a class for calculating frequencies, the nltk.FreqDist() class. To understand it better, it may be 

useful to see that the core is a Python dictionary. Make a Python function, my_frequency, which takes a 

list, j, as an argument and returns a dictionary, d. The dictionary d should take the members of j as keys 

and to each key, k, return the number of occurrences of k in j. Apply it to a list, e.g.a= ['this', 'is', 'a', 

'stupid', 'sentence', 'this', 'is', 'also', 'stupid', 'this', 'not', 'sentence'] and get a dictionary, my. Consider 

the most important methods of the dictionary,  

http://www.nltk.org/book/ch01.html.
https://docs.python.org/3.4/
http://greenteapress.com/thinkpython2/html/index.html
http://greenteapress.com/thinkpython2/html/index.html
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 my.items() 

 my.keys() 

 my.values() 

Then use the nltk.FreqDist() and see that you get the same results 

 fd = nltk.FreqDist(a) 

 fd.items() 

 fd.keys() 

 fd.values() 

The nltk.FreqDist() extends the dictionary class with several methods, see the end of Section 3 in Chapter 

1 in the NLTK book. Try them out, in particular fd.tabulate() and fd.plot(). 

Observe that a NLTK frequency distribution behaves like a default dictionary. The following is OK 

 In [583]: 'smart' in fd 

 Out[583]: False 

 In [584]: fd['smart'] += 1 

 In [585]: fd['smart']  

 Out[585]: 1 

But my['smart'] += 1 would fail. 

(If you haven't done it before, you should on your own work your way through Section 3 in Chapter 1 in 

the NLTK book to get more familiar with the FreqDist() class. You will also make a first encounter with 

two key concepts we will meet again: Bigram and Collocation.) 

Exercise 2 

a) Make a Python function which takes a list of numbers and returns the median. (Hint: sort the list) 

b) NLTK Ch1, Sec8, ex 26 

c) Make a Python function which takes a list of numbers and returns the mean 

Exercise 3 

We move to Ch.2, Sec. 1 in the NLTK book to get some real language data. Consider the Brown corpus. 

Make a frequency distribution for the pronouns: I, he, she, we, they, for the whole Brown corpus. 

Tabulate and plot it and keep for later use. (If you haven't done it before, you should also on your own 

work your way through Section 1 in Chapter 2 in the NLTK book up to "Annotated text corpora"). 

Exercise 4 Conditional frequency distributions 

We move on to Ch.2, Sec.2 in the NLTK book. Make a conditional frequency distribution which shows 

how the same five pronouns is distributed for the two genres news and fiction. Tabulate and plot it and 

keep for later use. 
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NumPy 
is a tool for numeric computing with Python. It adds both functionality and speed. The basic additional 

brick is the N-dimensional array data type. We will (for now) mainly consider one-dimensional arrays. A 

one-dimensional array is similar to a list but: 

- All elements must be of the same type 

- The array has a fixed length in the sense that we do not append or remove elements from it 

- It has additional methods and functionality 

We may make a new array in many ways, e.g. 

>>> import numpy as np 

>>> a = range(10) 

>>> b = np.array(a) 

>>> c = np.arange(10) 

>>> b 

>>> c 

>>> type(a) 

>>> type(b) 

>>> type(c) 

>>> z=np.zeros(200) 

>>> z 

>>> np.oness(20) 

 

Let us inspect some of the new functionality 

>>> d = b+c 

>>> d  

>>> b*3 

>>> g=b/3 

>>> g 

So far, this is regular linear algebra, adding vectors and multiplying with 

scalars. But NumPy also has more operations that are not standard linear 

algebra 

>>> b+3 

>>> b**3 

>>> e = b*c 

>>> e  

Observe how NumPy does type cohesion in a+b and transforms a to an array. See how this differs from 

the list operation in a+k. 

>>> a+b 

>>> k = range(800,900) 

>>> a+k 
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A particular useful NumPy function is linspace, see 

https://docs.scipy.org/doc/numpy/reference/generated/numpy.linspace.html 

Try it out and see that you understand what it is doing. 

>>> np.linspace(0,1, 10) 

>>> np.linspace(-2, 3, 51) 

Name spaces 

In the example, we imported NumPy as np. It is tempting instead to import everything from NumPy, as in 

>>> import numpy 

>>> from numpy import * 

>>> a = range(10) 

>>> b = array(a) 

>>> c = arange(10) 

 

This is convenient because it saves us from typing. But there is a danger. If another module uses the 

same names for classes or functions, we get a name conflict and we cannot access both functions using 

the same name. For example, NumPy has its own random module. This is different from the Python 

module random, and uses some of the same function names with a different interpretation.  Thus if we 

import both random and everything from NumPy, we may experience a conflict. It is important to 

 Know which name spaces you are using 

 Consult the documentation for the functions before you use them. 

If we import numpy as np we should be safe. 

Some tools for statistics in NumPy 

The NumPy array has some built-in methods useful for statistics, e.g. consider the following. If b is the 

np.array from above, try 

>>> b.mean() 

>>> b.var() 

>>> b.std() 

Exercise  

a) Make a Python function which takes a Python dictionary (and thereby also an NLTK frequency 

distribution) and returns two NumPy arrays, one containing the keys and one containing the 

values. Make sure that keys and values are in corresponding order. 

b) Make a variant which sorts the keys and values on the basis of the keys. 

c) Make a variant which sorts the keys and values on the basis of the keys. 

d) What happen if the dictionary contains values of different types, e.g. integers and strings, or 

integers and Booleans? 

To learn more on NumPy consider the NumPy user guide: https:/docs.scipy.org/doc/numpy-

dev/user/index.html 

https://docs.scipy.org/doc/numpy/reference/generated/numpy.linspace.html
https://docs.scipy.org/doc/numpy-dev/user/index.html
https://docs.scipy.org/doc/numpy-dev/user/index.html

