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Abstract 
We provide an explanation of cloud computing's 

polarization around two emergent industry 

architectures. A comparative case study of two 

dominant cloud deployment models is presented. 

Archival data is collected and analyzed to characterize 

industry architectures and explain how they attract an 

installed base. We find one emergent industry 

architecture is based around a single actor who owns 

and controls an entire closed vertically integrated 

cloud architecture. The other is based around an actor 

who owns a key asset within layered modular cloud 

architecture and through architectural advantage 

attracts partners with valuable secondary assets. This 

second arrangement draws an installed base seeking 

flexible and transparent arrangements so that they can 

maintain control of their virtualized assets. We 

conclude the desire to control assets is key to the 

polarization within the industry. One or both sides 

must relinquish some control over their assets to 

reduce polarization. Our research generates insight 

into factors affecting the creation and capture of value 

in emerging industries in the digital economy. 
 

1. Introduction  

 
The internet is spawning digital infrastructures, 

which are defined as “the constitutive information 

technologies and organizational structures, along with 

the related services and facilities necessary for an 

enterprise or industry to function." [1, P748]. Some of 

these, notably mobile platforms such as Apple's iOS 

and Google's Android, enable applications to be 

executed based on native code that resides on the 

hardware employed [2, 3]. Others, such as cloud 

computing platforms like Amazon's AWS, enable 

applications to be executed remotely based on code 

that resides on virtualized computing resources and 

that are connected with users’ devices via the internet 

[4]. Digital infrastructures, such as cloud computing 

deployments, share the characteristic of being 

delivered by networks of commercially driven actors, 

who individually seek to create and capture value and 

are organized in industry architectures [5]. In this 

context, organizations seek to find commercial 

opportunities by entering nascent industries and by 

contributing to new and evolving digital 

infrastructures.  When they do so, they may seek to 

understand the structure of emerging industry 

architectures to identify attractive roles [5].  

Emerging industries are often characterized as 

being fluid [6], as their structure has yet to become 

defined, stabilized and rigid. Under these conditions 

supply side technology has yet to mature, there exist 

numerous competing solutions in a phase of 

experimentation, and a dominant design [7] has yet to 

emerge. Similarly the demand side is characterized by 

great uncertainty, as needs may be unrecognized and 

unknown. In this way an industry's hierarchy of design 

[8] goes through an "architectural phase", such that the 

roles and relationships of actors in an industry go 

through a period of flux. In these circumstances, 

positions in industry are "up for grabs" as roles have 

not yet fully stabilized. In times of uncertainty, and 

with competing architectural solutions, industries may 

be prone to wars of architecture [9] and standards [10]. 

Cloud computing is an example of an emerging 

industry. Some claim that is "only 3 to 4 years old in 

reality" [11], although others [4] trace its origins to 

grid computing, application service provision and older 

technologies. cloud computing is defined by the 

National Institute of Standards and Technology 

(NIST), s US based Governmental standards body, as: 

"a model for enabling ubiquitous, convenient, on–

demand network access to a shared pool of 

configurable computing resources (e.g. networks, 

servers, storage, applications and services) that can be 

rapidly provisioned and released with minimal 

management effort or service provider interaction” 

[12, P2]  

Cloud computing is a means of delivering 

virtualized computing resources as services to the user 

in the form of: 1) virtualized infrastructure, such as 

computing, storage or network capabilities in a 

capacity known as infrastructure as a service (IaaS); 2) 

virtualized platform resources for the development of 

cloud based software applications in a capacity known 

as platform as a service (PaaS); and 3) virtualized 

software which executes on cloud based computing 

resources in a capacity known as software as a service 

(SaaS). It is claimed that the benefits that cloud 



computing brings to the enterprise are broadly 

threefold [4]. First, it simplifies the management of IT 

resources spanning hardware, middleware and 

software. Second, it provides enterprises with the 

ability to rapidly scale available resource capacity 

dynamically and on demand. Last, cloud computing 

reduces and simplifies the enterprise’s IT cost base. A 

final important point to note regarding the delivery of 

cloud services is that there are currently two dominant 

deployment models, or templates of technical 

architecture, for cloud computing. One deployment 

model is termed public cloud and is defined by NIST 

as cloud infrastructure which is "made available to the 

general public or a large industry group and is owned 

by an organization selling cloud services" [12, P3]. 

Public cloud is characterized by its hosting and 

processing of customer data off site on physical 

resources that are shared with many other commercial 

entities that may be unknown to each other in a multi-

tenancy architecture. The other major deployment 

model is termed private cloud and is define by NIST as 

cloud infrastructure which is "operated solely for an 

organization. It may be managed by the organization or 

a third party and may exist on premise or off premise" 

[12, P3]. In this way it is characterized by the customer 

choosing whether data is hosted and processed on or 

off site, and if done off site, then selecting whether this 

is done on physical resources that are shared with other 

entities or whether this is done on its dedicated 

resources in a single-tenancy architecture. In practice, 

there are two other cloud deployment models known as 

community and hybrid cloud. They can, however, be 

viewed as architectures that share characteristics of 

both public and private cloud, and are currently less 

significant in the enterprise market. 

The expectation is that cloud computing will 

become a significant part of the computing industry, as 

organizations migrate their IT systems to the cloud and 

consumers increasingly use virtualized cloud based 

computing resources. But at the present time, it is 

claimed that the industry is still highly immature, and 

some commentators and analysts [11] suggest that less 

than 5 per cent of the world’s total IT budget is now 

devoted to public or private cloud. Cloud computing 

demonstrates further characteristics of an early stage 

emerging industry as discussed above. For example on 

the supply side, numerous architectural varieties exist 

within the Public & Private deployment models and no 

dominant design [8] has yet to emerge. On the demand 

side enterprise consumers are uncertain about their 

needs and the ability of the solutions on offer to meet 

those needs. 

Following on from this background, it is interesting 

that commentators [13] note that the industry has 

become polarized between the two deployment models. 

On the one hand, the supply of public cloud is 

dominated by large platform owners such as Amazon, 

Google and Microsoft and is appealing more to SMEs 

rather than larger enterprises. On the other hand, the 

supply of private cloud is dominated by an alliance of 

vendors, systems integrators and hosting service 

providers and is more attractive to larger enterprises. 

This observation forms the basis of a set of interesting 

research problems. What is of interest is not just 

enterprises' reaction to the differences in the broad 

templates of systems architectures that the different 

cloud deployment models represent. It is also 

interesting to consider that enterprises might be 

attracted to one cloud deployment model over another, 

in terms of the structure of industry actors within each 

model and the way that ownership of elements of cloud 

functionality is distributed amongst them. Following 

on from this, it is also of interest to identify and 

understand factors that explain how these different 

arrangements of industry architecture, or sector wide 

templates describing the division of labor, have come 

about. 

Since cloud is a new and emerging phenomenon, 

there has been little opportunity to collect empirical 

data concerning the development, implementation and 

management of cloud computing solutions in practice. 

Instead, research to date has preferred to focus on 

forward looking issues such as design in cloud 

computing [14], as well as on enterprise cloud 

computing service needs and requirements [4]. It is 

only recently that research has emerged based on 

actual experiences and events that have happened in 

practice [15]. To that end, and given the research 

interest in emerging industry architectures in cloud 

computing, this paper documents research that attempts 

to answer the following research questions: 

1. How can industry architectures emerging in cloud 

computing be characterized? 

2. How do these different industry architectures attract 

enterprise cloud consumers? 

Our research is intended to contribute primarily to 

an understanding of the digital economy. We believe 

an explanation of how certain factors influence the 

emergence of particular configurations of industry 

architectures in digital infrastructures, such as cloud 

computing, facilitates an understanding of value 

creation and capture in these emerging industries. 

The remainder of this paper is structured as 

follows.  Section two conceptualizes industry 

architecture [5] which is later used to provide insight 

into our empirical data. Section three explains our 

methodological approach to gathering and analyzing 

empirical data based around a case study comparing 

two instances of different cloud industry architecture. 

Section four analyses our empirical data using our 



theoretical concepts in order to explain how the two 

industry architectures are shaped and how they attempt 

to attract an installed base. Finally we discuss our 

research in the context of a rapidly evolving industry.  

 

2. Industry Architectures 

 
An industry architecture (IA) is a sector wide 

template that describes the division of labor across an 

industry wide network of relationships between actors, 

rather than in simple dyadic relationships. IA describes 

complex structures of co-specialized actors and their 

associated assets and capabilities as architecture. In 

this way Jacobides et al. [5] claim that their theory 

builds on the foundations laid by Teece [16, 17] 

concerning how organizations create and capture value 

from innovation. 

IA can be used to describe how activities and value 

are divided amongst industry participants in terms of 

who does what and who gets what [18]. In this way its 

focus is on the roles of actors, the interdependencies 

between actors and the rule governing their 

arrangement, interconnections and interdependencies. 

IA explains how some firms can capture more 

value than others through architectural advantage 

based on the complementarity and mobility of assets. 

The complementarity of assets describes the returns 

from a primary asset and distinct secondary assets that 

when combined create synergistic value. The mobility 

of assets describes the number of secondary assets of 

the same sort that can potentially combine with a 

primary asset. In instances where the mobility of assets 

is limited, their owners capture increased value on 

account of their increased bargaining power. It is on 

this basis that organizations engage in vertical 

integration in order to benefit from co-specialization 

[17].  However, Jacobides, Knudsen al. [5] move 

beyond this logic by claiming that organizations do not 

necessarily need to engage in vertical integration to 

derive value. Instead, they can enhance the 

complementarity of their assets with secondary assets, 

owned by another actor residing in another area of the 

industry architecture where they are not directly active. 

Jacobides, Knudsen et al. [5]  go on to describe how 

owners of assets can capture value in their 

relationships with other owners of assets by generating 

architectural advantage by creating bottlenecks. A 

bottleneck describes an asymmetric dependency 

between two sets of assets. The asymmetry is caused 

by limiting the mobility of a primary asset, by 

excluding the entry of potential competitors into the 

bottleneck segment. These barriers to entry can be 

created for example through technical attributes, 

superior capabilities, driving the need for large capital 

expenditure or generating high positive network 

externalities. Value can then be driven to the 

bottleneck asset by facilitating high mobility in 

neighboring segments, which can be achieved through 

manipulating architectural and governance regimes 

defining who can participate. In this way 

complementarity and competition is encouraged in 

neighboring segments rather than in the bottleneck 

segment and value is pulled in. 

As digital infrastructures, cloud deployment models 

are layered modular architectures and can be expressed 

as a set of design rules [19]. Similarly theoretical 

conceptions of industry architecture have a focus on 

governance and architectural arrangements [5]. In this 

way, this approach may lend itself to an understanding 

of how a variety of industry actors that make up the 

cloud are brought together and how their different 

capabilities are orchestrated into an effective and 

coherent whole, which addresses our first concern. 

However, this approach does not help in explaining 

how a particular industry architecture is able to evolve 

in such a way that it is able to attract an installed base 

of consumers, which is the focus of our second 

research question. But, as "unbounded, evolving, 

shared, heterogeneous, and open installed bases of 

capabilities" [3, 20] digital infrastructures are able to 

draw upon information infrastructure theory [21]. We 

use this theoretical perspective to explain how 

architectural and governance arrangements can 

facilitate the bootstrapping of an installed base as part 

of a process strategy. Our interest here in architecture 

concerns the arrangement of functional elements in 

cloud deployment models, the mapping of these 

functional elements to particular actors who enable 

them within an industry architecture, and finally the 

flexibility and control an enterprise consumer has over 

the architecture and the functionality that it delivers. 

Similarly our interest in governance regimes concerns 

the degree to which those involved with a cloud 

deployment can make decisions about the way that it is 

organized and managed. In this way we focus on how 

standards are used to organize of the structure of an IA, 

and we focus on the nature of contractual agreements 

[22] between members of an IA and enterprise 

customer as a means to manage their obligations to 

each other. Finally our interest in process strategies is 

concerned with the way that the architectural and 

governance features embodied within an IA are used as 

attractors in order to bootstrap [20, 23] an installed 

base and ignite network externalities [10] to further 

propel the growth of a particular instantiation of an  

industry architecture. 

 



3. Methodology  

 
The approach taken to collecting and analyzing 

qualitative data was to conduct a comparative case 

study [24] of an example of the public  cloud 

deployment model and an example of the private cloud 

deployment model. The intention was to collect data 

concerning these two examples and then to analyze and 

compare the industry architectures supporting each 

example. 

 
3.1. Data Collection 

 

In order to build a corpus of relevant qualitative 

data [25] upon which to conduct our analysis we first 

identified the types of data that we sought, and then 

identified sources of data that we yield the information 

we needed. Given the scope of data that we needed to 

collect, and the timescales within which we had to 

collect the data, we turned to online sources for our 

empirical evidence in an approach consistent with 

other studies of digital infrastructures [2, 3].  

As a result of our data collection we collected: 471 

blog entries written by respected industry experts 

commenting on both the supply and demand side of the 

cloud computing industry; web pages from cloud 

providers concerning their cloud services; and 

documents from the US Government’s National 

Institute for Standards and Technology (NIST) a 

neutral source for definitions and reference architecture 

models concerning cloud computing. 

 
3.2. Data Analysis 

 

Our approach to analyzing our qualitative data was 

broadly interpretive and hermeneutic [26]. In this way 

we cycled iteratively between identifying and coding 

concepts in our data, and analyzing and developing 

concepts through deductive reasoning informed by our 

chosen theoretical concepts. We continued until a 

coherent picture emerged, that we could agree upon, of 

the broad IAs that supported each of the two opposing 

examples of cloud deployment models that we 

investigated. 

 

4. Results and Analysis 

 
We chose to study Amazon Web Services (AWS) 

to inform our case study of an example of the Public 

cloud deployment model. We also chose cloudstack, 

which is an open source software solution, managed by 

the Apache Software Foundation, to form the basis of 

our case study of an example of the private cloud 

deployment model.  First, we identify the architectural 

and governance arrangements for the examples of both 

deployment models. Second, we examine how these 

arrangements are used to build and shape different 

types of industry architecture. Last, we explain how 

these architectural and governance arrangements are 

employed in order to attract different types of cloud 

Consumers and to establish an installed base. 

 
4.1. Cloud Architecture and Governance  

 

To provide focus to our study, we limit our 

architectural analysis to the primary functions 

concerning the orchestration of cloud services, an area 

where we can make clear distinctions between our two 

cases.  

As a major functional component of their Cloud 

Computing Reference Architecture, the US 

Government’s National Institute for Standards and 

Technology (NIST) refer to Service Orchestration as 

"the composition of system components to support the 

cloud providers activities in arrangement, coordination 

and management of computing resources to provide 

cloud services to cloud consumers" [27, P12]. Within 

this overall function, NIST describe broad sets of 

activities within three distinct layers; the service layer; 

the resource layer; and the physical layer. The service 

layer is where interfaces are provided to cloud 

consumers to access cloud computing software 

services in the form of IaaS/PaaS/SaaS. The resource 

layer provides two main functions. The first concerns 

resource abstraction, which is where virtualized 

computing resources such as storage and processing 

are both provided and managed. It is on these 

virtualized resources that the elements of the service 

layer depend for their functioning. The second function 

of the resource layer is that of resource control which 

is responsible for the allocation of resources to service 

instances, consumer access to those instances and the 

distribution of those instances across physical 

resources. In this way, the function of resource control 

acts as "the glue" of Service Orchestration. Finally the 

physical layer consists of the hardware upon which 

cloud functionality resides as well as the facilities in 

which it is located, managed and hosted. 

An outline understanding of the cloud 

reference architecture, focusing on Service 

Orchestration, is essential for two reasons. First, it 

enables a comparison of the cases respective 

arrangements of architecture and governance of 

interfaces within and around the architecture. Second, 

in addition to representing functionality, each of these 

activities can represent independent commercial 

entities, as the cloud provider, and the service 

orchestration functionality does not have to be black 



boxed into one monolithic organization. Based on this 

understanding, figure 1 illustrates the composition of 

the Service Orchestration of our two cases using the 

NIST reference architecture as a template. 

Starting with the architectural arrangements of 

Amazon's model of public cloud, we can see that they 

offer up APIs to cloud consumers so that they can 

access Amazon IaaS (e.g. Elastic Cloud Compute 

(EC2) and Simple Storage Service (S3)) as well as 

some PaaS and SaaS. It must be noted that the cloud 

services on offer to cloud consumers are owned, 

managed and controlled by Amazon alone. Moving on 

to the resource and physical layers Amazon's Service 

Orchestration functionality becomes a closed and 

tightly integrated system stack. These layers are 

effectively black boxed and closed to third parties. As 

a large proprietary system it is strictly owned, managed 

and controlled by Amazon. That is not to say that 

individual modules within their architecture are 

developed from first principles in house. For example, 

the hypervisor module in the resource layer, which 

runs virtual machines, is based on XEN, an open 

source collaborative project. 
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Figure 1. Composition of Amazon’s and Cloudstack’s 

cloud orchestration architecture.  

 

 In this way the functional and industry 

architecture of Amazon's Service Orchestration stack 

seems to be representative of other larger public cloud 

deployments, which appear to be run as platforms by 

organizations like Google and Microsoft. In this way a 

single public cloud provider owns and operates the 

whole stack as a proprietary architecture. Whilst the 

deployment has open interfaces at the top of the service 

layer thus enabling cloud consumer access, the 

remainder of the architecture is closed. The reason for 

these organizations operating these types of 

architectures may come down to legacy. Much of the 

service orchestration stack was first built by cloud 

providers such as Amazon and Google to support their 

core business. In Amazon's case this was e-commerce, 

in Google's case this was internet search and online 

advertising. Given the scale of their operations, these 

organizations built their businesses around 

orchestrating web based services over massive data 

centers, long before commercializing these capabilities 

as cloud services. This focus provided them a means to 

optimize their architectures both technically and 

operationally through techniques such as a multi-

tenancy, enabling them to achieve superior computing 

performance on their infrastructures whilst minimizing 

cost. These organizations then extended into offering 

up public cloud services, in order to monetize spare 

capacity in their infrastructures, which was not being 

used by their core businesses.  

Turning our attention to the architecture of 

Cloudstack's model for private cloud deployment we 

can see a very different arrangement. First of all, and at 

the service layer, the architecture can be accessed by 

cloud consumers using both Cloudstack APIs and 

Amazon AWS APIs. Furthermore, whilst Cloudstack's 

model for deployment is currently limited to offering 

IaaS alone, it is agnostic as to whose IaaS it runs as 

long as it is compatible with the rest of the architecture. 

At the resource layer, Cloudstack's architecture is 

completely open to different vendors of resource 

abstraction functionality, as long as they are 

compatible with Cloudstack's Management Server 

software, which is responsible for the function of 

Resource Control. This means that Cloudstacks's 

architecture is not just layered, but it is a layered 

modular architecture [28], as modular elements such as 

hypervisors running virtual machines are 

interchangeable, allowing cloud consumers a choice 

between implementations such as XEN, KVM and 

vSphere. This flexibility is replicated at the physical 

layer where cloud consumers are free to use a range of 

hardware vendors as well as deciding whether they 

want to implement and host a deployment themselves 

or whether they want to outsource elements of their 

private cloud solution. Last of all, it must be noted that 

the one element that Cloudstack does control, is the 

resource control function that orchestrates and 

manages the functionality of the stack as a whole. The 

rest of the stack in this private cloud architecture is 

open, to the extent that Cloudstack, as an open source 

software project, can be influenced by outsiders to 

support the necessary interfaces. 

In this way the functional architecture of 

Cloudstack's service orchestration stack is 

representative of the many private cloud deployments, 

although though some private cloud stacks, such as 

VMWare's, may be a little more closed and proprietary 

at the level of resource abstraction. In general though, 

private cloud deployments appear more architecturally 

open than most public cloud deployments. Private 

cloud deployments are generally layered modular 



architectures, enabling cloud consumers to choose 

between different combinations of software providers, 

hardware vendors, managed hosting providers and 

system integrators. Cloud consumers are free to 

configure private clouds in such a way that they are 

closed to other cloud users through employing single-

tenancy architectures, and hosting virtualized resources 

on their own premises or at least on the premises of 

tightly controlled hosting providers. However the loose 

coupling of the layered modular architecture of this 

deployment model tends to mean that the overall cost 

is higher and performance lower than in the public 

cloud. On the supplier side the private cloud 

deployment model is popular with vendors such as HP, 

software providers such as Oracle, managed hosting 

providers such as Rackspace and systems integrators 

such as IBM for two possible reasons. First, they have 

so far been excluded from the monolithic public cloud 

deployments of Amazon and Google. Second, the 

private cloud model is an extension of their traditional 

IT outsourcing businesses. 

Turning our attention now to comparing 

governance regimes between the two cloud 

deployment models, we first explore the example of 

Cloudstack. In examples of the private cloud 

deployments model, such as Cloudstack, we see 

judicial use of both standards and contracts. At the 

service layer the standards governing interfaces with 

cloud consumers through APIs are based on both open 

and what have become de facto standards. Cloudstack's 

own APIs are based on open standards which mean 

that they are both transparent and open to influence. 

Cloudstack also allows Amazon AWS APIs to 

interface with its stack. These de facto Amazon 

standards have built up a significant installed base, 

upon which Cloudstack is attempting to capitalize 

through bridging. The interfaces that the vital 

orchestrating functionality of the Cloudstack 

Management Server (Resource Control function) has 

with the rest of the functionality at the resource and 

physical layers are also open. This means that if a third 

party provider of a complementary cloud asset is 

unable to interface at the appropriate layer, then the 

appropriate code allowing interoperability can be 

submit to the Cloudstack project. In general, the 

standards governing interfaces in private cloud 

architectures are quite open. Some private cloud 

deployments, such as VMWare, may seek to control 

virtualized assets, meaning that the standards 

controlling the interfaces between the resource control 

and resource abstraction functions will be closed, but 

the interfaces into the overall resource abstraction and 

control layer are open. The contractual relationship that 

the cloud consumer has with members of the private 

cloud deployment stack depends on the type of 

deployment that the Consumer chooses. If the cloud 

consumer elects to outsource the hosting and 

management of their cloud solution then the 

arrangement between consumer and system integrator 

or managed hosting provider can be based on a robust 

legacy outsourcing contract.  

Moving onto the governance regime in public 

cloud deployments, the arrangement is quite different 

to that of private clouds both at the level of the use of 

standards and of contracts. With respect to the use of 

standards, Amazon has a set of APIs available to cloud 

consumers at the service layer to call upon its IaaS 

offerings, which are based on proprietary standards, as 

they are not open to influence. Furthermore, given the 

success of Amazon AWS in markets beyond enterprise 

IT, these interfaces are establishing themselves as de 

facto standards. However since the rest of Amazon's 

cloud stack is black boxed, it does not share the 

standards it uses for its internal interfaces in order to 

exclude others and keeps its architecture closed. In 

general the same strategy with respect to the use of 

standards is followed by the other owners of 

monolithic public cloud deployments, such as Google. 

With respect to contractual agreements managing the 

obligations of cloud provider to cloud consumer, 

Amazon, like other public cloud providers, takes a 

completely different stance to organizations that enable 

hosted private cloud deployments. Rather than put into 

place robust outsourcing style contracts which place 

strict obligations on the organizations enabling a 

private cloud, public cloud providers typically provide 

their customers with simple "software style" customer 

agreements, where their obligations to the cloud 

consumer are limited. 

 

4.2. Shaping Cloud Industry Architecture 
 

We now proceed to the second part of our analysis 

where we examine how the distinct architectural and 

governance arrangements of our examples are used to 

build and shape different types of industry architecture. 

Whilst only being present in one part of the their 

private cloud deployment stack, Cloudstack have 

deployed Jacobedian [5] complementarity to great 

effect in order to orchestrate an industry architecture 

that creates and captures value from enterprise cloud 

consumers. Cloudstack provides the Cloudstack 

Management Server which provides the crucial 

Resource Control functionality that orchestrates the 

functionality of the whole stack. As the primary asset 

in the stack it encourages complementarity with 

secondary assets by enabling a broad set of open 

interfaces to a wide range of complementary assets 

such as hypervisors, hardware and hosting facilities 

owned by other actors. Private cloud deployments like 



Cloudstack are composed of an open layered modular 

architecture. This enables assets as modules within the 

functional layers of the service stack to be easily mixed 

and matched, which facilitates high mobility amongst 

these complementary assets. The utility that 

Cloudstack provides its cloud consumers is the 

aggregate of its assets combined with the assets 

brought by the other actors taking part in the stack. 

Cloudstack has created a bottleneck by generating 

asymmetric dependencies between it and secondary 

assets. Not only does it provide the vital orchestration 

functionality for the stack, but it limits the mobility of 

this function by putting in place barriers to entry for 

competing alternatives. The first barrier is created by 

the fact that it is free to deploy and use. The second 

barrier is created by the positive network effects that it 

is creating and the value of its increasing network of 

complementors and users. As a bottleneck it is able to 

capture value. However, as an open source project, 

rather than capture value for itself, the value is created 

for the whole industry architecture and distributed 

amongst it, thus perpetuating its own value to its 

complements, and the cohesiveness of the assemblage 

as a whole. 

In contrast Amazon and other monolithic public 

cloud providers have pursued a very different strategy 

to engineering an industry architecture to create and 

capture value. They exemplify Teecian vertical 

integration [17] whereby complementary assets are 

owned and controlled by one actor in a "black boxed" 

architecture that delivers the whole cloud service 

orchestration function. By owning complementary 

assets that can be tightly integrated, Amazon et al are 

able to derive synergies and optimize performance. 

They are able to derive further benefits from the scale 

of their operation, which drives further optimization 

through capacity utilization and load balancing. As a 

result of owning and controlling the whole service 

orchestration stack, Amazon is in effect its own 

industry architecture and is able to capture all the value 

that it creates. 

 

4.3. Adopting Cloud Industry Architecture 
 

In the final part of our analysis, we take concepts 

from II theory [21] in order to explain how the primary 

actors in each industry architecture use architectural 

and governance arrangements in order to bootstrap [20, 

23] and attract an installed base of cloud consumers. 

Before moving on with this analysis, it is worth 

briefly considering the broad requirements of cloud C 

consumers. The primary consumer focus of this study 

is on enterprise needs, particularly those concerns of 

the enterprise IT department. Enterprises are largely 

concerned with retaining control [29] over their cloud 

deployments, especially if elements of their solution 

are outsourced. In this way they demand transparency 

[30] in these solutions so that they can minimize 

various risks that they see in the cloud, not least in 

terms of a perceived lack of security [31] in some 

cloud solutions. Furthermore enterprise cloud 

consumers demand flexibility in their implementations 

so that they can overcome issues of lock-in [32]. 

Addressing these concerns is more important to 

enterprise cloud consumers than the performance and 

cost advantages offered by deployments of public 

cloud which seem to be relatively more appealing to 

SMEs and start-ups [33]. 

In this way private cloud deployments seem better 

suited to fulfilling enterprise consumers requirements 

than public cloud deployments. The layered modular 

architecture of deployment models like Cloudstack 

provides the flexibility and transparency that they 

desire. The open Cloudstack architecture means that it 

is easy to interoperate with a range of different 

providers in each of the functional layers. In this way 

enterprises are presented with a choice of virtualization 

solutions, hardware vendors, managed hosting 

providers and systems integrators, which in turn 

provides them with the flexibility to reduce lock-in and 

capacity to reduce other risks. Furthermore enterprises 

have more control in these deployments over 

architectural decisions such as implementing a single-

tenancy computing environment on hosted servers, 

which may help to build trust in this model and reduce 

perceived levels of risk in the cloud. The confidence of 

enterprise cloud consumers in private cloud 

deployments is further enhanced by the governance 

arrangements in these regimes. The readiness of 

models of deployment like Cloudstack's to enable 

standards of interfaces other than their own encourages 

further adoption. Like a number of other models of 

private cloud deployment, Cloudstack allows cloud 

consumers to access its resources using Amazon AWS 

APIs thus enabling bridging between the two 

architectures [34]. However, perhaps the most 

reassuring governance element of private cloud 

deployments to enterprises is the potential to establish 

robust outsourcing style contracts with those 

organizations responsible for the managed hosting 

elements of the solution. Enterprise IT departments are 

historically used to detailed contracts for traditional 

managed hosting solutions and expect equivalence in 

contracts for cloud solutions. It is therefore in their 

interest to gain a contractual agreement with a cloud 

provider with service levels at least equivalent to what 

the customer already has [35].  

In contrast, public cloud deployments, such as 

Amazon's, may not be well suited, in their current 

arrangement, to meet enterprise cloud consumers 



needs. Whilst the tightly integrated proprietary 

architecture of Amazon's public cloud deployment may 

deliver superior performance and significant cost 

reductions it does not yet sufficiently address 

enterprises concerns about transparency, control and 

flexibility. As a closed system, other actors attractive 

to enterprises, such as systems integrators and 

managed hosting providers are shut out. Bound by 

legacy decisions concerning architecture, Amazon is 

committed to multi-tenancy solutions, which is still 

perceived as a security risk by many enterprises. 

Decisions that Amazon has made with respect to its 

governance regime have not attracted enterprises. By 

refusing to offer enterprises robust contracts, which 

take on obligations regarding quality of service, 

enterprises are not reassured. These concerns have 

been perpetuated by well publicized outages on 

Amazon's cloud infrastructure [36]. Consequently 

enterprise cloud consumers may be less attracted by 

public cloud deployments, like Amazon's, especially 

for hosting services that are core to their needs. Instead 

public cloud deployments seem relatively more 

attractive to smaller organizations that are drawn by 

superior computing performance at low cost. 

 

5. Discussion and Conclusion  

 
This research investigates the apparent polarization 

of the cloud around two emergent industry 

architectures. It addresses two specific research 

questions concerning how industry architectures in 

cloud computing can be characterized, and how these 

different industry architectures attract enterprise cloud 

consumers. The research goes on to analyze Amazon 

AWS, an example of the public cloud deployment 

model, and Cloudstack, an example of the private 

cloud deployment model, in order to compare their 

respective supporting industry achitecture. We 

classified Amazon's model as a black boxed 

architecture. A set of APIs provide access to its cloud 

services, but none of the underlying middleware and 

hardware is externally visible. Amazon owns and 

controls all the assets in its vertically integrated stack. 

As sole actor in its industry architecture, Amazon is 

able to capture all the value from the synergies that this 

level of integration creates. We classified the model 

enabled by Cloudstack as an open layered modular 

architecture.  Cloudstack, whilst only present in part of 

its architectural stack, was able, as sole owner of the 

resource control function, to act as a bottleneck and 

thereby attract additional actors with secondary assets. 

In this way it established and orchestrated its own 

industry architecture. In general, enterprises seem 

attracted to the architectural and governance 

arrangements of the model of private cloud 

deployments enabled by an industry architecture, 

embodied by Cloudstack. The open layered modular 

architecture thus enabled provides enterprises the 

freedom and flexibility to choose the configuration of 

functional modules and suppliers that they desire. 

Enterprises were further attracted by the governance 

arrangements that this model allows for in terms of 

robust outsourcing based contracts, which provided 

them with more reassurance and control. In this way it 

may seem that the cloud industry is polarized as much 

between groups of cloud providers and groups of cloud 

consumers who want to retain control over their assets 

in the cloud, as it is polarized between deployment 

models. 

Never the less, the cloud industry is immature and 

it is evolving [37]. A view is emerging [38] that 

enterprises are gradually experimenting with using the 

public cloud, as they recognize its cost/performance 

advantages. Consequently they are experimenting with 

outsourcing non-core functions to the public cloud, 

such as SaaS based CRM solutions like salesforce.com. 

On the supply side, cloud architectures are emerging 

which may encourage a change in consumer tastes. For 

example hybrid cloud deployments enable an 

enterprise to "cloud burst" [39] in order to periodically 

switch to using public cloud capacity, on occasions 

when their private cloud capacity is temporarily 

exhausted. It might therefore  seem that an overall 

dominant industry design [7] has yet to emerge. So we 

naturally ask, what might happen next? 

Perhaps it is a sign of the immaturity of the 

industry, and the fact that different organizations are 

competing to achieve dominant design, that numerous 

attempts at formal "de jure" standardization in order to 

achieve interoperability in the industry have failed 

[40]. Whilst some commentators note that formal 

standards may commoditize the industry and blunt 

innovation [41], it is also possible that cloud providers 

perceive formal standards as a threat as they may 

facilitate the loss of control over an installed base that 

they have acquired. Rather than seeing architectural 

standards as a means to unite and integrate, some cloud 

providers may see standards as a means of control in 

order to attract, retain and exploit an installed base on 

closed proprietary platforms, such as Amazon's and 

Google's. These tactics, along with capitalizing upon 

both brand name and first mover advantage are moves 

of aggressors in wars of architecture [9] and wars of 

standards [10]. It is also interesting to note that private 

cloud deployments, such as Cloudstack, have 

employed bridges and adaptors [42] to enable Amazon 

APIs to function on their deployments as means to 

retain and even grow their installed base. This action is 

associated with a defensive rear-guard action in 



standards wars [10]. Unfortunately, whilst this may 

attract an installed base to Cloudstack in the short term, 

it may facilitate their exit should Amazon’s cloud 

become comparatively more attractive. Given the 

actions of the participants, there is much to suggest that 

the conditions are emerging for a war of architectures 

in the cloud industry, particularly with respect to the 

enterprise market.  

The views of commentators [43] is that the public 

cloud will ultimately win in a war of architectures. 

Given the value of enterprise computing, and given 

enterprise cloud consumer's apparent preference for 

private cloud deployments, it is interesting to consider 

how public cloud providers, such as Amazon, might 

respond. There may be many possible courses of 

action, but we present three that we think are likely. 

First, we think that public cloud providers may simply 

try to envelop the benefits of the private cloud [5, 44]. 

In this scenario public cloud providers attempt to 

persuade enterprises of the integrity of their 

architectures, or even make improvements to 

demonstrate their security. To a degree this is seen in 

Amazon's efforts to market its virtual private cloud. 

Furthermore public cloud providers neutralize other 

benefits of the private cloud by, for example, offering 

enterprises high quality "outsourcing" grade contracts. 

Enveloping is a strategy documented by Morris and 

Ferguson [9] whereby general purpose architectures 

absorb special purpose solutions. In this way public 

cloud providers would retain control of their cloud 

assets, and enterprise cloud consumers would give up 

some control of theirs. A second option is for public 

cloud providers to open up part of their architecture. 

This might involve allowing third parties to host 

Amazon's resource layer middleware, which is used to 

abstract and control virtualized resources as well as to 

manage hardware. The advantage of this would be that 

third parties would take on the burden of offering 

enterprise cloud consumers robust contracts, and the 

cloud provider would be able to keep a key asset (the 

resource layer) closed and intact. This option would 

entail the cloud provider giving up control over some 

cloud assets, and the enterprise cloud consumer 

retaining control. A third strategy might be to simply 

do nothing, in the hope and expectation that enterprise 

cloud consumers’ attitudes to retaining control of cloud 

assets will gradually change. 

Turning our minds now to how this research can be 

further developed, we believe that there are numerous 

possibilities for further work. First, there is scope to 

improve our research design. The study would be 

strengthened by taking a longitudinal perspective in 

order to examine how industry architectures emerge, 

rather than providing a snapshot as we have, although 

the industry may need to mature more before we can 

do this. The study could also be improved by gathering 

data concerning directly from enterprise cloud 

consumers rather than from the reports of industry 

experts. Second, the study has paid little heed as to 

how the unique digital characteristics [45] of cloud 

computing as an IT artifact, such as virtualization, have 

influenced the evolution of the industry. Last, the study 

has paid little attention as to how the service nature 

[46] of cloud computing has influenced its emergence.  

Beyond these shortcomings, our research  provides 

an explanation of how certain factors influence the 

emergence of particular configurations of industry 

architectures in digital infrastructures such as cloud 

computing. By analyzing the architectural and 

governance arrangements of emerging industry 

architectures in cloud computing, we conclude that 

they currently appear to be polarized between those 

arrangements that offer cloud providers control over 

assets in the cloud, and those that offer enterprise cloud 

consumers control over assets in the cloud. In this way 

we believe that our research generates insight into the 

creation and capture of value in emerging industries 

enabling digital infrastructures, particularly with 

respect to those serving enterprises. 
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