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Formal experiments, llke software development itself, re- 
quire a great deal of care and planning if they are to 
provide meaningful, useful results. In the first tutorial, 
we examined why you might want to perform an exper- 
iment. Here, we discuss the planning needed to define 
and run a formal experiment, including consideration of 
several key characteristics of the experiment. 

THE STEPS OF EXPERIMENTATION 

There are several steps to carrying out a formal experi- 
ment: 

• conception 
• design 
• preparation 
• execution 
• analysis 
• dissemination and decision-making 

We discuss each of these steps in turn. 

C o n c e p t i o n  

The first step is to decide what you want to learn more 
about,  and define the goals of your experiment. The con- 
ception stage includes the type of analysis described in 
the last tutorial, to ensure that  a formal experiment is 
the most appropriate research technique for you to use. 
Next, you must state clearly and precisely the objective 
of your study. The objective may include showing that  
a particular method or tool is superior in some way to 
another method or tool. Alternatively, you may wish to 
show that,  for a particular method or tool, differences in 
environmental conditions or quality of resources can af- 
fect the use or output of the method or tool. No matter  
what you choose as your objective, it must be stated so 
that  it can be clearly evaluated, at the end of the experi- 
ment. Tha t  is, it should be stated as a question you want 

Design 

Once your objective is clearly stated, you must trans- 
late the objective into a formal hypothesis. Often, there 
are two hypotheses described: the null hypothesis and 
the experimental (or alternative) hypothesis. The null 
hypothesis is the one that  assumes that  there is no differ- 
ence between two treatments (that is, between two meth- 
ods, tools, techniques, environments, or other conditions 
whose effects you are measuring) with respect to the de- 
pendent variable you are measuring (such as productivity, 
quality or cost). The alternative hypothesis posits that  
there is a significant difference between the two treat- 
ments. For example, suppose you want to find out if 
the cleanroom technique of developing software produces 
code of higher quality than your current development pro- 
cess. Your hypotheses might be formulated as follows: 

Null hypothesis: There is no difference in code quality 
between code produced using cleanroom and code 
produced using our current process. 

Alternative hypothesis: The quality of code produced 
using cleanroom is higher than the quality of code 
produced using our current process. 

It  is easy to tell which hypothesis is to be the null hy- 
pothesis and which the alternative. The distinguishing 
characteristic involves statistical assumptions: the null 
hypothesis is assumed to be true unless the da ta  indi- 
cates otherwise. Thus, the experiment focuses on depar- 
tures from the null hypothesis, rather than on departures 
from the alternative hypothesis. In this sense, "testing 
the hypothesis" means determining whether the da ta  is 
convincing enough to reject the null hypothesis and ac- 
cept the alternative as true. 

Hypothesis definition is followed by the generation of a 
formal design to test the hypothesis. The experimental 
design is a complete plan for applying differing experi- 
mental conditions to your experimental subjects so that  
you can determine how the conditions affect the behavior 
or result of some activity. In particular, you want to plan 
how the application of these conditions will help you to 
test your hypothesis and answer your objective question. 

To see why a formal plan or design is needed, consider 
the following objective for an experiment: 

We want to determine the effect of using the 
Adu language on the quality of the resulting 
code. 

The problem as stated is far too general to 5e useful. You 
must ask specific questions, such as 
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• How is quality to be measured? 
• How is the use of Ada to be measured? 
• What  factors influence the characteristics to be an- 

alyzed? For example, will experience, tools, design 
techniques, or testing techniques make a difference? 

• Which of these factors will be studied in the inves- 
tigation? 

• How many times should the experiment be per- 
formed, and under what conditions? 

• In what environment will the use of Ada be inves- 
tigated? 

• How should the results be analyzed? 
• How large a difference in quality will be considered 

important?  

These are just  a few of the questions that  must be an- 
swered before the experiment can begin. 

There is formal terminology for describing the compo- 
nents of your experiment. This terminology encourages 
you to consider all aspects of the experiment, so that  it 
is completely planned to ensure useful results. The new 
method or tool you wish to evaluate (compared with an 
existing or different method or tool) is called the treat- 
ment. You want to determine if the treatment is beneficial 
in certain circumstances. That  is, you want to determine 
if the treatment produces results that  are in some way dif- 
ferent. For example, you may want to find out whether a 
new tool increases productivity compared with your ex- 
isting tool and its productivity. Or, you may want to 
choose between two techniques, depending on their effect 
on the quality of the resulting product. 

Your experiment will consist of a series of tests of your 
methods or tools, and the experimental design describes 
how these tests will be organized and run. In any individ- 
ual test run, only one treatment is used. An individual 
test of this sort is sometimes called a trial, and the exper- 
iment is formally defined as the set of trials. Sometimes, 
your experiment can involve more than one treatment,  
and you want to compare and contrast the differing re- 
suits from the different treatments.  The experimental 
objects or experimental units are the objects to which 
the t reatment  is being applied. Thus, a development 
or maintenance project can be your experimental object, 
and aspects of the project 's  process or organization can 
be changed to affect the outcome. Or, the experimental 
objects can be programs or modules, and different meth- 
ods or tools can be used on those objects. For example, if 
you are investigating the degree to which a design-related 
treatment results in reusable code components, you may 
consider design components as the experimental objects. 

At the same time, you must identify who is applying the 
treatment; these people are called the experimental sub- 
jects. The characteristics of the experimental subjects 
must be clearly defined, so that  the effects of differences 

among subjects can be evaluated in terms of the observed 
results. 

When you are comparing using the t reatment  to not us- 
ing it, you must establish a control object, which is an 
object not using the treatment.  The control provides a 
baseline of information that  enables you to make com- 
paxisons. In a case study, the control is the environment 
in which the study is being run, and it already exists at 
the time the study begins. In a formal experiment, the 
control situation must be defined explicitly and carefully, 
so that  all the differences between the control object and 
the experimental object are understood. 

The response variables or dependent variables are those 
factors that  are expected to change or differ as a result 
of applying the treatment.  In the Ada example above, 
quality may be considered as several attributes: the num- 
ber of defects per thousand lines of code, the number of 
failures per thousand hours of execution time, and the 
number of hours of staff time required to maintain the 
code after deployment, for example. Each of these is con- 
sidered a response variable. In contrast, state variables 
or independent variables are those variables that  may in- 
fluence the application of a t reatment and thus indirectly 
the result of the experiment. State variables usually de- 
scribe characteristics of the developers, the products, or 
the processes used to produce or maintain the code. It  
is important to define and characterize state variables so 
that their impact on the response vaxiables can be investi- 
gated. Moreover, state variables can be useful in defining 
the scope of the experiment and in choosing the projects 
that will participate. For example, use of a particular de- 
sign technique may be a state variable. You may decide 
to limit the scope of the experiment only to those projects 
that  use Ada for a program design language, rather than 
investigating Ada on projects using any design technique. 
Or you maychoose to limit the experiment to projects in 
a particular application domain, rather than considering 
all possible projects. Finally, as we saw in the first tuto- 
rial, state variables (and the control you have over them) 
help to distinguish case studies from formal experiments. 

The number of and relationships among subjects, objects 
and variables must be carefully described in the experi- 
mental plan. The more subjects, objects and variables, 
the more complex the experimental design becomes and 
often the more difficult the analysis. Thus, it is very 
important  to invest a great deal of time and care in de- 
signing your experiment, rather than rush to administer 
trials and collect data. This and subsequent tutorials 
address in more detail the types of issues that  must be 
identified and planned in a formal experimental design. 
In many cases, the advice offered here should be supple- 
mented with the advice of a statistician, especially when 
many subjects and objects are involved. Once the de- 
sign is complete, you will know what experimental factors 
(that is, response and state vaxiables) axe involved, how 
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many subjects will be needed, from what population they 
will be drawn, and to what conditions or treatments each 
subject will be exposed. In addition, if more than one 
treatment is involved, the order of presentation or expo- 
sure will bc laid out. Criteria for measuring and judging 
cfl'ects will be defined, as well as the methods for obtain- 
ing the measures. 

Preparation 

Preparation involves readying the subjects for application 
of the treatment. For example, tools may be purchased, 
staff may be trained, or hardware may be configured in a 
certain way. Instructions must be written out or recorded 
properly. If possible, a dry run of the experiment on a 
small set of people may be useful, so that you are sure that 
the plan is complete and the instructions understandable. 

Execution 

Finally, the experiment can be executed. Following the 
steps laid out in the plan, and measuring attributes as 
prescribed by the plan, you apply the treatment to the 
experiments/ subjects. You must be careful that  items 
are measured and treatments are applied consistently, so 
that  comparison of results is sensible. 

A n a l y s i s  

The analysis phase has two parts. First, you must re- 
view all the measurements taken to make sure that  they 
are valid and useful. You organize the measurements 
into sets of da ta  that  will be examined as part  of the 
hypothesis-testing process. Second, you analyze the sets 
of data  according to the statistics/ principles described 
in later tutorials. These statistical tests, when properly 
administered, tell you if the null hypothesis is supported 
or refuted by the results of the experiment. Tha t  is, the 
statistics/ analysis gives you an answer to the origins/ 
question addressed by the research. 

D i s s e m i n a t i o n  a n d  D e c i s i o n - M a k i n g  

At the end of the analysis phase, you will have reached 
a conclusion about  how the different characteristics you 
examined affected the outcome. It  is important  to docu- 
ment your conclusions in a way that  will allow your col- 
leagues to duplicate your experiment and confirm your 
conclusions in a similar setting. To that  end, you must 
document S/] of the key aspects of the research: the ob- 
jectives, the hypothesis, the experiments/ subjects and 
objects, the response and state variables, the treatments,  
and the resulting data. Any other relevant documentation 

should be included: instructions, tool or method charac- 
teristics (e.g. version, platform, vendor), training man- 
us/s and more. You must state your conclusions clearly, 
making sure to address any problems experienced dur- 
ing the running of the experiment. For example, if staff 
changed during project development, or if the tool was 
upgraded from one version to another, you must make 
note of that.  

The experiments/ results may be used in three ways. 
First, you may use them to support  decisions about  how 
you will develop or maintain software in the future: what 
tools or methods you will use, and in what situations. 
Second, others may use your results to suggest changes 
to their development environment. The others are likely 
to replicate your experiment to confirm the results on 
their similar projects. Third, you and others may per- 
form similar experiments with variations in experiments/  
subjects or state variables. These new experiments will 
help you and others to understand how the results are 
affected by carefully controlled changes. For example, if 
your experiment demonstrates a positive change in qual- 
ity by using Ada, others may test to see if the quality can 
be improved still further by using Ada in concert with a 
particular Ada-related tool or in a particular application 
domain. 

P R I N C I P L E S  OF E X P E R I M E N T A L  
D E S I G N  

Useful results depend on careful, rigorous and complete 
experimental design. Next, we examine the principles 
that  you must consider in designing your expe~nent .  
Each principle addresses the need for simplicity and for 
maximizing information. Simple designs help to make the 
experiment practical, minimizing the use of time, money, 
personnel and experiments/resources.  An added benefit 
is that  simple designs are easier to analyze (and thus are 
more economics/) than complex designs. Maximizing in- 
formation gives you as complete an understanding of your 
experiments/condit ions and results as possible, enabling 
you to generalize your results to the widest possible situ- 
ations. 

Involved in the experiments/ design are two important  
concepts: exper iments /uni ts  and exper iments /er ror .  As 
noted above, an exper iments /uni t  is the exper iments /ob-  
ject to which a single t reatment  is applied. Usually, you 
apply the treatment more than once. At the very least, 
you apply it to the control group as well as at least one 
other group that  differs from the control by a state vari- 
able. In many cases, you apply the t reatment  many times 
to many groups. In each case, you examine the results to 
see what the differences are in applying the treatments.  
However, even when you keep the conditions the same 
from one trial to another, the results can turn out to be 
slightly different. For example, you may be investigating 

Copyright 1994 Shari Lawrence Pfleeger 



ACM SIGSOFT Software Engineering Notes vol 20 no 1 January  1995 Page 25 

the time it takes for a programmer to recognize faults in 
a program. You have seeded a collection of similar pro- 
grams with a set of known defects representing certain 
fault types, and you ask a programmer to find as many 
defects as possible. But the programmer may take more 
time today to find the same set of faults as he or she took 
yesterday. To what is this variation attributable? Ex- 
perimental error describes the failure of two identically 
treated experimental units to yield identical results. The 
error can reflect a host of problems: 

• errors of experimentation 
• errors of observation 
• errors of measurement 
• the variation in experimental resources 
• the combined effects of all extraneous factors that  

can influence the characteristics under study but 
which have not been singled out for attention in 
the investigation 

Thus, in our example of timing the programmer while he 
or she finds faults, the differences may be due to such 
things as: 

• the programmer 's  mind wandered during the exper- 
iment 

• the timer measured elapsed time inexactly 
• the programmer was distracted by loud noises from 

another room 

• the programmer found the faults in a different se- 
quence today than yesterday 

The aim of a good experimental design is to control for as 
many variables as possible, both to minimize variability 
among participants and to minimize the effects of irrele- 
vant variables (such as noise in the next room or the order 
of presentation of the experiment). Ideally, we would like 
to eliminate the effects of other variables so that  only the 
effects of the independent variables are reflected in the 
values of the dependent variable. That  is, we would like 
to eliminate experimental error. Realistically, this com- 
plete elimination is not always possible. Instead, we try 
to design the experiment so that  the effects of irrelevant 
variables are distributed equally across all the experimen- 
tal conditions, rather than allowing them to inflate arti- 
ficially (or bias) the results of a particular condition. In 
fact, statisticians like whenever possible to measure the 
extent of the variability under "normal circumstances." 

The three major  principles described below, replication, 
randomization and local control, address this problem of 
variability by giving us guidance on forming experimental 
units so as to minimize experimental error. We consider 
each of these in turn. 

Replication 

Replication is the repetition of the basic experiment. 
That  is, replication involves repeating an experiment un- 
der identical conditions, rather than repeating measure- 
ments on the same experimental unit. This repetition is 
desirable for several reasons. First, replication (with asso- 
ciated statistical techniques) provides an estimate of ex- 
perimental error that  acts as a basis for assessing the im- 
portance of observed differences in an independent vari- 
able. That  is, replication can help us to know how much 
confidence we can place in the results of the experiment. 
Second, replication enables us to estimate the mean effect 
of any experimental factor. 

It is important  to ensure that  replication does not intro- 
duce the confounding of effects. Two or more variables 
are said to be confounded if it is impossible to separate 
their effects when the subsequent analysis is performed. 
For example, suppose you want to compare the use of 
a new tool with your existing tool. You set up an ex- 
periment where programmer A uses the new tool in your 
development environment, while programmer B uses the 
existing tool. When you compare measures of quality in 
the resulting code, you cannot say how much of the differ- 
ence is due to the tools because you have not accounted 
for the difference in the skills of the programmers.  Tha t  
is, the effects of the tools (one variable) and the pro- 
grammers '  skills (another variable) are confounded. This 
confounding is introduced with the replication when the 
repetition of the experiment does not control for other 
variables (like programmer skills). 

Similarly, consider the comparison of two testing tech- 
niques. A test team is trained in test technique X and 
asked to test a set of modules. The number of defects 
discovered is the chosen measure of the technique's effec- 
tiveness. Then, the test team is trained in test technique 
Y, after which they test the same modules. A comparison 
of the number of defects found with X and with Y may be 
confounded with the similarities between techniques or a 
learning curve in going from X to Y. Here, the sequence 
of the repetition is the source of the confounding. 

For this reason, the experimental design must describe in 
detail the number and kinds of replications of the exper- 
iments. I t  must identify the conditions under which each 
experiment is run (including the order of experimenta- 
tion), and the measures to be made for each replicate. 

R a n d o m i z a t i o n  

Replication makes possible a statistical test of the signif- 
icance of the results. But it does not ensure the validity 
of the results. Tha t  is, we want to be sure that  the ex- 
perimentai results clearly follow from the treatments that  
were applied, rather than from other variables. Some as- 
pect of the experimental design must organize the exper- 
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imental trials in a way that  distributes the observations 
independently, so that  the results of the experiment are 
valid. Randomization is the random assignment of sub- 
jects to groups or of treatments to experimental units, 
so that  we can assume independence (and thus validity) 
of results. Randomization does not guarantee indepen- 
dence, but it allows us to assume that  the correlation on 
any comparison of treatments is as small as possible. In 
other words, by randomly assigning treatments to exper- 
imental units, you can try to keep some treatment results 
from being biased by sources of variation over which you 
have no control. 

For example, sometimes the results of an experimental 
trial can be affected by the time, the place or unknown 
characteristics of the participants. These uncontrollable 
factors can have effects that  hide or skew the results of the 
controllable variables. To spread and diffuse the effects of 
these uncontrollable or unknown factors, you can assign 
the order of trials randomly, assign the participants to 
each trial randomly, or assign the location of each trial 
random[y, whenever possible. 

A key aspect of randomization involves the assignment of 
subjects to groups and treatments.  I f  we use the same 
subjects in all experimental conditions, we say that  we 
have a related within-subjects design. However, if we use 
different subjects in different experimental conditions, we 
have an unrelated between-subjects design. If  there is 
more than one independent variable in the experiment, 
we can consider the use of same or different subjects sep- 
arately for each of the variables. (We will describe this 
issue in more detail later on.) 

Thus, your experimental design should include details 
about  how you plan to randomize assignment of subjects 
to groups or of t reatments to experimental units. In cases 
where complete randomization is not possible, you should 
document the areas where lack of randomization may af- 
fect the validity of the results. In later tutorials, we shall 
see examples of different designs and how they involve 
randomization. 

Loca l  C o n t r o l  

One of the key factors that  distinguishes a formal exper- 
iment from a case study is the degree of control. Local 
control is the aspect of the experimental design that  re- 
flects how much control you have over the placement of 
subjects in experimental units and the organization of 
those units. Whereas replication and randomization en- 
sure a valid test of significance, local control makes the 
design more efficient by reducing the magnitude of the 
experimental error. Local control is usually discussed in 
terms of two characteristics of the design: blocking and 
balancing the units. 

Blocking means allocating experimental units to blocks 

or groups so the units within a block are relatively homo- 
geneous. The blocks are designed so that  the predictable 
variation among units has been confounded with the ef- 
fects of the blocks. That  is, the experimental design cap- 
tures the anticipated variation in the blocks by grouping 
like varieties, so that  the variation does not contribute 
to the experimental error. For example, suppose you are 
investigating the comparative effects of three design tech- 
niques on the quality of the resulting code. The experi- 
ment involves teaching the techniques to twelve develop- 
ers and measuring the number of defects found per thou- 
sand lines of code to assess the code quality. It  may be 
the case that  the twelve developers graduated from three 
universities. It  is possible that  the universities trained 
the developers in very different ways, so that  the effect 
of  being from a particular university can affect the way 
in which the design technique is understood or used. To 
eliminate this possibility, three blocks can be defined so 
that  the first block contains all developers from university 
X, the second block from university Y, and the third block 
from university Z. Then, the t reatments  are assigned at 
random to the developers from each block. I f  the first 
block has six developers, you would expect two to be as- 
signed to design method A, two to B, and two to C, for 
instance. 

Balancing is the blocking and assigning of t reatments  so 
that  an equal number of subjects is assigned to each treat- 
ment, wherever possible. Balancing is desirable because 
it simplifies the statistical analysis, but it is not neces- 
sary. Designs can range from being completely balanced 
to having little or no balance. 

In experiments investigating only one factor, blocking and 
balancing play important  roles. If  the design includes no 
blocks, then it must be completely randomized. Tha t  is, 
subjects must be assigned at random to each treatment.  
A balanced design, with equal numbers of subjects per 
treatment,  is preferable but not necessary. I f  one blocking 
factor is used, subjects are divided into blocks and then 
randomly assigned to each treatment.  In such a design, 
called a randomized block design, balancing is essential 
for analysis. Thus, this type of design is sometimes called 
a complete balanced block design. Sometimes, units are 
blocked with respect to two different variables (e.g., staff 
experience and program type) and then assigned at  ran- 
dom to treatments so that  each blocking variable combi- 
nation is assigned to each t reatment  an equal number of 
times. In this case, called a Latin Square, balancing is 
mandatory for correct analysis. 

Your experimental design should include a description of 
the blocks defined and the allocation of t reatments  to 
each. This part  of the design will assists the analysts 
in understanding what statistical techniques apply to the 
data that  results from the experiments. We will discuss 
the analysis in more depth in future tutorials. 
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