
Abstract

Preventive action by early detection of disease has been identified as one of the best
means of improving health care. This has created a demand for high-sensitivity
biosensors. By detecting low levels of disease specific molecules in human samples
of blood, saliva, urine or spinal fluids, biosensors can be used to discover illnesses
at a stage where they are still harmless and treatable. There is also demand for
automated desktop appliances or hand held devices, as these can replace labor
intensive analysis, lower costs and improve efficiency.

This thesis covers the development of a novel type of single particle detector
that potentially fulfills all of the above demands. Through simulations, fabrication,
and optical characterization, I have shown how free-standing dielectric membranes
with a well-designed pattern of holes can be used to detect single particles trapped
in the holes. The particles are detected with the help of narrowband illumination.
In combination with chemical surface functionalization, the detector can poten-
tially arrange for specific capture and detection of particles in the form of proteins,
deoxyribonucleic acid (DNA), ribonucleic acid (RNA) or viruses. I estimate the
detection limit of the present detector to be particles with a radius of 26 nm,
corresponding to the size of a single virus.

The pattern is etched in the dielectric membrane, forming a square lattice of
through holes. The permittivity hence varies periodically in two dimensions in the
plane of the membrane. Such structures are called 2D photonic crystals (PCs).
In general, they possess a number of useful optical properties. The structures
that I have designed and fabricated, operate as narrowband filters in the visible
range, while supporting resonantly enhanced fields in the vicinity of the membrane.
This is achieved by coupling to so-called guided-resonance modes, which are optical
modes that concentrate their power in the vicinity of the membrane, similar to fully
guided modes. They are different from fully guided modes in the way that they
can be coupled to by plane waves, incident on the membrane plane. Fabricated
PCs are made in a three layered thin film stack of Si3N4/SiO2/Si3N4, with a total
thickness of 150 nm. Lattice periods are in the order of 500 nm, and the holes
have a radius in the order of 100 nm.

I have also designed an imaging system based on a standard optical microscope,
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where particles in the membrane appear as bright spots in the microscope image.
Supported by simulation and experimental results, I have developed a model that
explains this effect: Particles trapped in my crystals, are detected as a result of
enhanced Rayleigh scattering. The intensity of the signal they produce is propor-
tional to the square of their volume, and to the square of the amplitude of the
field where they are located. This has motivated a study on how the resonantly
enhanced field can be maximized, i.e. a study on high-Q guided-resonance modes.

In theory, high-Q modes can be achieved by decreasing the scattering strength
of the PC lattice, for example, by decreasing the hole radius. However, in general
this only holds for infinite structures. In my research collaboration, an experiment
has been designed and carried out to verify this fact. The experimental results,
supported by my simulations, show how the Q-factor of guided resonance modes
is fundamentally limited by lattice size. Edge related losses may entail a need for
an impractically large number of periods in the lattice, in order for high-Q optical
modes to be observable.

I have designed methods that suppress these edge losses, resulting in a PC
bound by in-plane Bragg mirrors. I show, both in simulations and experiments,
how Bragg mirrors can be exploited to reduce edge related loss. In addition to
presenting a way around the fundamental limitation on Q-factors for guided res-
onances in finite PCs, the new design gives an intuitive demonstration of the
physical nature of guided resonance modes.

Throughout the following text, publications resulting from the thesis work are
referenced in bold (i.e. [23]).
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Chapter 1

Introduction

Going back a 150 years in time, the science of medicine was at a premature state.
Little was known of how the body functioned, what caused disease and how diseases
could be treated. There were men that called themselves doctors, and a number
of memorable medicines and treatments, but in many cases both the doctors and
their healing remedies did more harm than good. Bloodletting, for example, which
consisted of withdrawal of ”smaller“ quantities of blood from a patient, was up
until the end of the 18th century regarded as a treatment that could cure virtually
any illness. It did, however, not do George Washington much good. In 1799,
doctors proposed to bleed him healthy of a throat infection, but instead, after
draining a total of 3.75 liters, had to declare the former president dead [1].

Luckily, the science of medicine has evolved since then. We currently gain
progressive knowledge on human physiology, enabling us to live longer and health-
ier lives. In part, this is thanks to the development of biosensing techniques [2].
Biosensing has allowed us to identify the source of diseases, and now plays an im-
portant role in medical diagnostics [3]. Tools that can analyze biological samples
for contents of bacteria, virus, proteins, DNA and RNA, are currently used as
an aid to help doctors expose the cause of their patient’s medical illnesses, and
determine which treatment to apply.

The duration of convalescence, and chance of full recovery, is generally improved
by early exposure of an illness. Early detection of diseases is therefore identified as
one of the best and most cost efficient means of improving health care, and creates
a demand for high-sensitivity biosensors [4, 5]. Moreover, the sensors should be
made small and cheap, allowing them to be applied by physicians at point-of-care
or as a personal appliance, affordable to the general population [6–8]. A need for
small and cheap high sensitivity biosensors can also be found in environmental
control [9, 10], where they can monitor the quality of air, water and food.

In this thesis, I present an optical transducer that can be used to realize a
biosensor that is both cheap, compact and sensitive. My aim has been to create
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Chapter 1. Introduction

a tool that will fit on a desktop, and can be used to detect molecules like protein,
DNA and RNA, label-free, in samples of human blood. We will return to why
detection of such molecules is useful, and what label-free biosensing is.

Although the motivation for my work is clearly anchored in biosensing, the
work has in essence been limited to the development of a transducer that can de-
tect single nano-particles. These nano-particles will in a final device be relevant
biological molecules that label specific diseases. My transducer design accommo-
dates chemical methods that are needed in order to trap such relevant targets, but
these accommodations have not been explored in published work. A brief gen-
eral summary of biosensing and biosensors is therefore given in the introduction,
but the main body of the thesis reviews the optical properties of the developed
transducer and its potential application in nano-particle detection.

1.1 Protein detection in human blood
Biological molecule is a collective term, used for all molecules produced by living
organisms. It includes a range of subcategories, such as proteins, DNA, RNA,
lipids, etc. [11]. We will be focusing on proteins, and more specifically on protein
concentrations in human blood. This is because the presence or concentration of
specific proteins in human blood, provides continuously updated information on a
person’s health [12].

Proteins are produced in our cells, and can be considered as the workhorses in
living organisms. They have a wide range of functions, both within their mother
cell and outside [3,13]. When proteins in the human body are transported from the
cell where they are made, to the area where they are applied, they travel through
the blood stream. The human body contains roughly 5 liters of blood, which is
continuously pumped through the body at a rate of about 5 liters per minute.
Thus, within a minute, the blood has visited virtually all cells in the human body.
In this way, the protein content of human blood, mediates cellular activity in the
whole body and is continuously updated.

There are two major challenges with detection of proteins in blood [11]. One
is that proteins are small, with a typical diameter of 2-10 nm. It is difficult to
detect them directly through their mass, size, electrical impedance or dielectric
permittivity. The second is that targeted proteins are often present in concentra-
tions of fg/ml and pg/ml, in solutions where the concentration of other proteins
exceeds that of the target by many orders of magnitude. This makes it difficult
to selectively detect the targeted protein, without interference from non-targeted
molecules. A third challenge is related to red and white blood cells, and platelets.
These are larger particles that can easily lead to clogging, and passivation or sat-
uration of the sensor, unless properly filtered out. The latter issue is especially
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1.1. Protein detection in human blood

relevant in compact devices, where sample preparation, cleaning and reactant de-
livery, require lab-on-chip technology [14,15].

We will discuss solutions to the former of these three challenges, and to some
degree review how design considerations can be made to accommodate specificity
and sample preparation. Details on the chemical methods used to capture specific
targets in solutions with millions of other proteins, and lab-on-chip technology
used for micro scale sample preparation, falls outside the main scope of this thesis.

1.1.1 Tag assisted biosensing
The difficulty of detecting proteins directly, can been solved by attaching a label
to the biomolecule that is under investigation [11]. This tag can be fluorescent,
luminescent, radiometric, or colorimetric, allowing the biomolecule to be detected
indirectly by exposing the sample to an excitation source, and detecting the emit-
ted signal from the tag.

An analysis typically starts by drawing a sample of human blood and extracting
the plasma with the help of a centrifuge or filtering device. This step filters out all
red and white blood cells, and platelets. The sample is thereafter transferred onto
a surface that has been furnished with capture molecules, specific to the targeted
molecules in the sample. We will refer to the targeted molecule as the analyte, and
the capture molecule as the receptor ligand. When a surface is made to capture
an analyte, we say that it is functionalized. In practice, it involves furnishing the
surface with receptor ligands designed to bond specifically to the analyte.

The surface furnished with receptor ligands can, for example, be the inside
of wells in a micro-titer plate. If analytes are present in the sample, they will
bond to the receptor ligands residing on the walls of the wells. Next, a solution
of molecules with tags is added to each well. The tag-molecules are designed to
bind to a second binding site on the analyte. We will use a fluorescent tag as
an example, which is used in the common enzyme-linked immunosorbent assay
(ELISA) [3, 13]. After washing away unbound molecules and tags, you are left
with a surface of receptor ligands, where analytes have been immobilized and are
connected to a fluorescent tag-molecule. When illuminating the wells with an
excitation source, the fluorescent tags will emit light at specific wavelengths. The
concentration of analytes in each well is proportional to the emitted light at these
wavelengths, which can be measured using a spectrometer.

Although tag assisted biosensing can be both sensitive and selective, and is
widely used today, it has some limitations and unattractive aspects [11]. Biosensing
using radioactive tags can provide excellent sensitivity, but is in general expensive.
It must be performed in labs specially fitted to handle radioactive materials, and
generates contaminated waste that has to be disposed of properly. Moreover,
tag assisted assays involve at least two, and sometimes several, separate chemical
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Chapter 1. Introduction

reactions. This limits the efficiency, and entails more steps that potentially can go
wrong. Over the last decades, there has therefore been a drive towards developing
label-free biosensors.

1.1.2 Label-free biosensors
In contrast to tag assisted biosensing, label-free biosensing aims to detect bio-
molecules directly through their intrinsic properties [11]. In essence, they can all
be considered to consist of two parts: A chemistry that enables functionalization of
a surface, and a transducer that holds this surface and converts molecular changes
on the surface to a measurable signal. The transducer is in general non-specific, and
will respond to all molecular changes on the sensing surface. Thus, the chemistry
provides selectivity and the transducer provides sensitivity.

Three main classes of label-free biosensors can be defined. These are mechan-
ical [16], electric [17, 18] and optical sensors [11, 19–21]. Mechanical sensors are
commonly made using cantilevers with micro- and nano-meter dimensions, with
vibration modes that show a change in center frequency for a mass change of just
a few molecules. By functionalizing the surface of a cantilever, analytes can settle
on the cantilever when it is exposed to a sample. This causes a change in the mass
of the cantilever, resulting in a measurable shift in center frequency related to the
concentration of analytes in the sample. Alternatively, the concentration can be
monitored as a function of static deflection of the cantilever, induced by a change
in surface-stress from analytes binding on the surface.

Electric sensors, measure the electric properties of molecular layers. Typically,
a functionalized surface is equipped with electrodes that enable the resistance or
impedance in the surface to be monitored. The change in resistance or impedance,
caused by analytes in a sample settling on the functionalized surface, can be used
to deduce the initial concentration of analytes in the sample.

Both mechanical and electric biosensors can potentially be used to realize the
next generation of label-free biosensors. Electric biosensors in particular, have
advantages in regards to making compact and cheap devices [17, 18], which is
essential for realizing sensors for point-of-care. However, currently it seems that
the most sensitive class of label-free biosensors is optical [8,19,20]. Multiple optical
label-free biosensors claim to have the potential of reaching the “Holy-grail” of
biosensing [22, 23][24, 25], namely single molecule detection. Recently, this has
reportedly also been achieved [26–28].

Optical biosensors detect biomolecules through their dielectric permittivity 1

[11]. As for mechanical and electric sensors, a surface is functionalized and exposed

1The square root of the relative dielectric constant is the more commonly known refractive
index.

4



1.1. Protein detection in human blood

to a sample under investigation. Thereafter or simultaneously, a source of light is
focused onto the detector through free space or guided to it through a waveguide.
The surface is generally designed to concentrate the field where analytes are made
to settle. Changes in permittivity on the surface can be detected as a shift in
center frequency of an anomaly in the reflected or transmitted spectrum, a change
in reflected or transmitted amplitude, or as scattering. The size of the change is
used to deduce the concentration of analytes in the sample.

A number of different sensors exist that can be categorized as label-free optical
biosensors. It is useful to divide them into two groups, based on the type of trans-
ducer they exploit. One group utilizes in-plane coupled transducers. These are
designed to couple incident light to the sensing surface, and detect the response,
through waveguides. In-plane coupled transducers exploit Mach-Zehnder inter-
ferometers [29, 30], ring resonators [31, 32], photonic cavity resonators [22, 23, 33],
and whispering gallery mode-nanoshells [26]. They can potentially be used to
demonstrate single molecule sensitivity, and some also have [26]. The negative
aspect of these schemes is, however, that they often require elaborate alignment
procedures to couple light in and out of the waveguides that lead to and from the
transducer. Moreover, complex designs are often needed in order to achieve high
dynamic range.

The other group, utilizes out-of-plane coupled transducers. These are de-
signed to couple incident light to the sensing surface, and detect the response,
through free-space. Out-of-plane coupled transducers, e.g. exploit coupling to
surface-plasmon resonance (SPR) modes in metallic structures [4,34,35], or guided-
resonance modes in dielectric photonic crystals (PCs) [24,25][36,37]. As of today,
they have not been used to demonstrate true single molecule sensitivity, but can
be made with high dynamic range and do not require elaborate alignment pro-
cedures. An exception to this statement are certain transducers exploiting local
surface-plasmon-resonance modes in nano-particles. These have been used to de-
tect single molecules [27,28]. They do not require elaborate alignment procedures,
but to obtain high dynamic range, complex designs are still needed. Consequently,
these schemes seem more applicable as laboratory tools, and less suitable for cheap
and compact point-of-care devices.

The functionalized surface in SPR based transducers is usually made of gold.
This gives SPR sensors an advantage over PC sensors, because one can utilize
established chemical methods compared to the relatively new methods used to
functionalize dielectrics [21, 38]. Furthermore, SPR based sensing exploits surface
bound optical modes that are supported at metal-dielectric interfaces. The large
contrast in permittivity, found at a metal-dielectric interface, is a better starting
point for creating confined areas with high electric fields than the smaller contrast
found at dielectric-dielectric interfaces, available in dielectric PC based sensors.
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Chapter 1. Introduction

The ability to concentrate the electromagnetic field is of fundamental impor-
tance in label-free optical biosensing. This can be deduced from perturbation
theory [39]. Intuitively, we can understand why by considering the response in-
duced by a change in permittivity in an area with zero fields. This corresponds to
looking for something in complete darkness, and the resulting response is hence
zero. To detect a change in permittivity, the change has to be in an area where
the field is non-zero, and the field should be maximized to induce the strongest
response [8, 40].

The unit that provides these high fields, in label-free optical sensors, is the
transducer. We will focus on transducers designed to function as optical resonators.
The ability of an optical resonator to concentrate the field can be described by
its Q-factor, which is the ratio of the energy stored in a resonator divided by the
energy that exits the resonator per cycle. The sensitivity of the transducer is hence
strongly related to the Q-factor of the optical mode that it supports, and we want
the Q-factor to be as high as possible [19].

Since metals are intrinsically lossy in the optical range, the Q-factor of resonant
modes in SPR structures is fundamentally limited by material properties. Dielec-
tric materials, like Si3N4 and SiO2, can on the other hand be manufactures with
virtually zero loss. The Q-factor of optical resonators made in dielectric materials
is therefore mainly limited by design and fabrication accuracy. Hence, with the on-
going improvement of nano-fabrication techniques, dielectric PC transducers can
potentially give higher sensitivities.

1.2 Sample preparation and target binding affin-
ity

If procedures currently done in laboratories are to be performed within minutes
using table-top or hand-held devices, sample preparation and delivery of the ana-
lytes to and from the transducer has to be done within a very limited volume. This
can be achieved using lab-on-chip technology, where filtering, mixing and pumping
of fluids is all done on a platform measuring just a few square centimeters in size.
Lab-on-chips are typically made in polymers, structured on the micron scale by
embossing or injection molding, and driven by exterior pumps [3, 41,42].

A prepared blood sample generally consists of extracted plasma, and it is ex-
posed to the sensor by simply flushing it over the functionalized surface. This
must be done at a rate that allows analytes to bind to the receptor ligands. If the
flow is too high, relative to the size of the zone where receptor ligands reside, the
probability of analytes interacting with receptor ligands diminishes. Analytes sim-
ply flow right past the receptor ligands without binding to them. In compact and
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efficient sensors that also need to be sensitive, this leads to conflicting demands:
You want the sample to be processed as fast as possible, flushing it at a high rate
across the functionalized surface, but need a low flow rate to ensure that analytes
bind with high probability [8, 43, 44].

Certain transducers are reported to incorporate these flow and binding related
issues [24][45]. Free-standing perforated membranes, composed of a periodic lat-
tice of holes, can support optical modes that concentrate an incident field in the
vicinity of the membrane. The membrane surface is functionalized and produces
a response that is sensitive to changes in permittivity in the vicinity of the mem-
brane. Instead of flushing a sample over the surface of the membrane, the sample
is pumped through. This forces analytes closer to the membrane surface, increas-
ing the chance that they interact with receptor ligands residing on the surface.
Further increase of the binding probability can be induced by arranging for func-
tionalization limited to the inside of the holes in the membrane [24]. By tuning
the membrane thickness and radius of holes relative to the mean-free path of ana-
lytes, one can ensure that analytes and receptor ligands must interact many times
during the time it takes for analytes to flow through each hole.

1.3 Organization of thesis
In this thesis, I present the manufacture and working principle of a transducer
that can be categorized as an out-of-plane coupled transducer. High sensitivity
is achieved by field confinement in dielectric PCs that support so-called guided-
resonance modes in the visible range. Fabricated devices are composed of a 150
nm thick free-standing membrane, with a lattice of through holes. The dielectric
materials used in the current fabricated structures are Si3N4 and SiO2. A center
layer of SiO2, 50 nm in thickness, is covered on both sides by 50 nm of Si3N4. This
creates a ring of SiO2 inside every hole that is chemically distinguishable from the
outer surface of the membrane, and enables functionalization of the inside of the
holes only. Limiting the functionalization to the inside of every hole is motivated
by both optical and fluidic aspects: The optical modes that we exploit in our
design concentrates the electric field at the center of the membrane and peaks at
the hole walls. Capture events are hence optically most significant if they take
place at the hole wall. In a final application, we aim for samples to be pumped
through the holes in the membrane. The probability of analytes settling on the
surface inside the holes can hence be optimized, as discussed, in section 1.2.

In addition to presenting a novel transducer, I review some of the fundamental
limitations of field confinement induced by guided-resonance modes, and present
a novel structure that can overcome these fundamental limitations.

I have chosen to organize the thesis as follows: Chapter 2 is dedicated to
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Chapter 1. Introduction

explaining what PCs are, why they support guided-resonance modes, and how
they can be simulated and fabricated. Chapter 3 reviews how 2D PC membranes
can be exploited as transducers for single particle detection. In order for the
transducer to be applied, it must be incorporated in a optical setup. Two possible
setups are presented in chapter 4, namely the setups used in this thesis. The
purpose of the first four chapters is to prepare the reader for the seven scientific
reports found in the appendix. A summary of the main results and conclusions of
these reports is given in chapter 5. The reports are listed in chapter 6. A detailed
description of my contributions to each report is found in chapter 7.
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Figure 2.1: Slab structures with infinite in-plane extent, having (a) one-
dimensional and (b and c) two-dimensional periodic permittivity in the plane.
The colors label different materials with different permittivity.

Chapter 2

Photonic crystal slabs

Photonic crystals (PCs) are materials or fabricated structures with a periodic per-
mittivity. The name comes from their similarity to crystalline solids. As electrons
are affected by a periodic potential in crystalline materials, photons are affected by
a periodic permittivity in PCs. The Schrödinger equation describes the behavior
of electrons in crystalline solids, while Maxwell’s equations describe the behavior
of photons in PCs. Solutions to these equations have similar properties. Specif-
ically, they both show that certain electron and photon energies are not allowed
to propagate in a given crystal. For PCs this translates into bands of frequencies
where no optical modes exist, so-called photonic band gaps [39]. This property of
PCs is exploited in a number of different applications, e.g. PC fibers [46], beam
splitters, multiplexers and waveguides [47].

Another property of PCs is that they can support guided-resonance modes
[48, 49]. These modes are not related to photonic band gaps, where no modes
exist, but rather the frequencies where there are solutions to Maxwell’s equations.
In this chapter, we study guided-resonance modes in dielectric PC slabs with 1D-
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Chapter 2. Photonic crystal slabs

and 2D-periodic permittivity in the plane. Figure 2.1 holds illustrations of such
structures. It shows three infinite slabs with periodic permittivity in the plane,
imposed by a lattice of slits (a) or holes (b and c).

The structures in Fig. 2.1 are called PC slabs, PC membranes, or simply 1D
and 2D PCs. We will use the latter names. Talking of PCs, 1D or 2D PCs
in the following text, we mean a structure that is composed of a slab with a
given thickness and infinite extent in the plane, that has a 1D- or 2D-periodic
permittivity in the plane of the slab, and that is surrounded by a lower permittivity
material. As seen in Fig. 2.1 (c), the terms may refer to slabs that are composed
of multiple thin films as well.

In this chapter, we first introduce Maxwell’s equations, and find general so-
lutions for dielectric materials and homogeneous dielectric slabs. Secondly, we
present Bloch’s theorem, and explain how Bloch’s theorem, in combination with
the general solution describing the modes of a homogeneous slab, can be used to
understand what guided-resonance modes are, and what structures support these
modes. Next, we will introduce Temporal Coupled Mode Theory, which models
the resonant behavior of 1D and 2D PCs. Finally, we describe methods used in
this thesis to simulate and fabricate PCs.

2.1 Maxwell’s equations
Maxwell’s equations describe the behavior of electromagnetic fields in general.
We will restrict our study to dielectric structures and visible light. This is a
good approximation for all the materials and structures investigated in this thesis.
Furthermore, it allows us to solve Maxwell’s equations for time-harmonic fields,
assuming that no free charges or currents are present, and that all materials are
linear, isotropic, non-magnetic and lossless. Under these restrictions, Maxwell’s
curl equations can be reduced to the following [39]:

∇× E(r) = iωµ0H(r) (2.1)

∇×H(r) = −iωε0ε(r, ω)E(r) (2.2)

The complex amplitudes E(r) and H(r), represent the electric and magnetic field.
These relate to the real electric and magnetic field, E(t, r) and H(t, r), through

E(t, r) = <
(
E(r)e−iωt

)
and H(t, r) = <

(
H(r)e−iωt

)
,

where t is the time, ω is the angular frequency, and r is the position vector.
Parameters µ0 and ε0 are the permeability and permittivity of vacuum, and ε(r, ω)
is the position and frequency dependent relative permittivity.
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2.1. Maxwell’s equations

Solutions to Eqs. (2.1) and (2.2) provide all field configurations allowed to
propagate in a structure defined by ε(r, ω). By taking the divergence on both
sides in these equations, we are left with Maxwell’s equations of divergence:

∇ · [ε0ε(r)E(r, ω)] = 0 (2.3)

∇ ·H(r) = 0 (2.4)
In further derivations, we will assume that the relative permittivity, ε(r, ω),

is independent of frequency. This is generally a good approximation for dielec-
tric materials, as long as we investigate a limited range of frequencies at a time.
Throughout the text, the relative permittivity will thus be denoted by ε or ε(r).

2.1.1 Hermitian operator
By combining Eqs. (2.1) and (2.2), we can further formulate an eigenvalue problem:

Θ̂H(r) =
(
ω

c

)2
H(r), (2.5)

where c = 1/√µ0ε0 is the speed of light in vacuum, and Θ̂ is an operator. A
solution H(r) to this equation is called an eigenfunction, and the corresponding
(ω/c)-value is called the eigenvalue. We will refer to ω in this fraction as the
eigenfrequency, and to the eigenfunctions as modes. Furthermore, we refer to Eq.
(2.5) as the master equation, since it in combination with Eqs. (2.3) and (2.4),
fully describes our system: By solving it, we find the magnetic field amplitude of
all modes allowed to propagate in our system. The electric field amplitude can
thereafter be found from Eq. (2.2)1.

The operator, Θ̂, takes the curl, then divides by ε(r), and then takes the curl
again:

Θ̂H(r) , ∇×
(

1
ε(r)∇×H(r)

)
.

It is Hermitian, meaning that it is linear and fulfills the inner product equality
(Θ̂G,F) = (G, Θ̂F) for arbitrary vector fields G = G(r) and F = F(r) [39]. The
inner product is defined as

(G,F) ,
∫

G∗Fd3r,

1Amaster equation can also be formulated in terms of the electric field: (1/ε(r))∇×∇×E(r) =
(ω/c)2E(r). Combined with Eqs. (2.3) and (2.4), this master equation also gives a full description
of the system. However, it is somewhat more complicated mathematically, as the operator on
the left side is not Hermitian.
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Chapter 2. Photonic crystal slabs

where the asterisk denotes complex conjugation.
The linearity of an operator is defined by

Θ̂(G + F) = Θ̂G + Θ̂F

and

Θ̂βG = βG,

where β is a constant. Consequently, if both modes H1(r) and H2(r) are solutions
of the master equation, and these have the same eigenfrequency, then αH1(r) +
βH2(r) is also a solution with the same eigenfrequency. In relation to formal
arguments, it can therefore be useful to define the normalized mode H(r):

H(r) = H′(r)√
H′ ,H′

,

where H′(r) and H(r) only differ by an overall multiplier, and the inner product
(H,H) = 1.

The second requirement on the Hermitian operator, (Θ̂G,F) = (G, Θ̂F), im-
plies a set of rules. Derivation of these rules can be found in [47]. A summary of
the rules used in this thesis is given here.

• For ε(r) > 0, the eigenfrequency ω is real and nonnegative.

• Orthogonal modes: Given two modes H1(r) and H2(r) whose eigenfrequen-
cies are ω1 and ω2, where ω1 6= ω2, the two modes are orthogonal, meaning
that their inner product is zero, (H1,H2) = 0.

• Degenerate modes: Given two linearly independent modes H1(r) and H2(r)
whose eigenfrequencies are ω1 and ω2, where ω1 = ω2, they are said to be
degenerate modes.

2.1.2 Symmetry operators
We are now in principle ready to start searching for solutions of the master equa-
tion. However, before we do so, we will discuss symmetry. Symmetry is an impor-
tant topic when dealing with crystals. The reason is that symmetries of a system
provide a set of restrictions that reduce the number of modes allowed to propa-
gate in the system. By categorizing a system, based on its symmetries, we can
determine the modes of the crystal without having to solve the master equation
for each and every one of them.

12



2.1. Maxwell’s equations

Figure 2.2: One-dimensional photonic crystal, periodic in the y-direction and con-
tinuous in the x-direction, composed of two materials with permittivities ε1 and
ε2, where ε1 6= ε2.

The symmetries of a system can be defined by under which operations a crystal
is left invariant. For example, a 1D lattice, as illustrated in Fig. 2.2, has continuous
translation symmetry parallel to the material boundaries, and discrete translation
perpendicular to the boundaries. Thus, if we displace the crystal by an arbitrary
distance in the x-direction, defined by a translation vector d, the crystal looks
exactly the same. Similarly, if we displace the crystal by an arbitrary number of
periods in the y-direction, defined by a translation vector R = Npuy, where N is
an integer, the crystal looks exactly the same.

In mathematical terms, these displacement operations can be expressed by
operators T̂d and T̂R. When these operate on a function, such as ε(r), they shift
the argument by d and R, respectively: T̂dε(r) = ε(r− d) = ε(r) and T̂Rε(r) =
ε(r−R) = ε(r). A number of other symmetries can be defined and expressed by
their own separate operator, Ŝ. Examples are rotational, inversion, mirror and
time-reversal symmetry.

In order to see how symmetries restrict the modes of a given system, we have to
relate Ŝ to solutions of the master equation. We begin by noticing that if a crystal
is left invariant under a symmetry operation, then so is the Hermitian operator.
In this case, it does not matter if we apply Θ̂, or if we first apply Ŝ, then Θ̂, and
finally Ŝ−1:

Θ̂ = Ŝ−1Θ̂Ŝ (2.6)

A rearrangement of Eq. (2.6) yields ŜΘ̂ − Θ̂Ŝ = 0. The left hand side of this
equation defines the commutator of two operators Ŝ and Θ̂, denoted [Ŝ, Θ̂]. The
commutator is itself an operator that can be applied to the mode of a system H(r):

[Ŝ, Θ̂]H = Ŝ(Θ̂H)− Θ̂(ŜH) = 0 (2.7)

This tells us that Ŝ(Θ̂H) = Θ̂(ŜH). Combining the master equation and Eq.
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(2.7), we obtain

Θ̂(ŜH) =
(
ω

c

)2
(ŜH),

which states that if H(r) is a mode allowed in the system, then so is the mode
ŜH(r), and these have the same eigenfrequency. Unless the two modes are degen-
erate, they can only differ by an overall multiplier:

ŜH(r) = αH(r), (2.8)

where α is a constant. Hence, provided our system has a certain symmetry, non-
degenerate modes not only satisfy the master equation, but also Eq. (2.8) for the
corresponding symmetry operator Ŝ.

Since most symmetry operators Ŝ are less complex than Θ̂, Eq. (2.8) is a useful
result. Starting with Ŝ, limiting the possible solutions to those that satisfy Eq.
(2.8), and then finding the subset that satisfies the master equation, is usually
easier than starting with Θ̂ directly.

2.2 Solving Maxwell’s equations
We now have two equations that H(r) must satisfy before it can be called a mode of
our system: ∇ ·H(r) = 0 and Θ̂H(r) =

(
ω
c

)2
H(r). In addition, we have ŜH(r) =

αH(r), which might be useful for determining the form of possible solutions, and
for deciding which solutions are unique.

The equation ∇ ·H(r) = 0 suggests that one solution H(r) takes the form of
a sum of plane transverse waves:

H(r) =
∑
m

hmeikmr, (2.9)

where hm is an amplitude vector and km is a wave vector, and hm · km = 0. The
latter condition is what makes the waves transverse. Since each term ∇ · hmeikmr

is equal to zero for any choice of hm and km satisfying hm ·km = 0, ∇ ·H(r) must
also be zero.

Given a finite space with periodic boundary conditions, the sum in Eq. (2.9)
is a general description of H(r). We can further apply Eq. (2.2) to calculate the
electric fields emeikmr, resulting from each of the components hmeikmr, and use Eq.
(2.3) to show that also em · km = 0.

Consequently, we should try to find solutions H(r) that can be expressed as
plane transverse waves, or as a sum of plane transverse waves. As illustrated in
Fig. 2.3, for a plane transverse wave with a wave vector km, the magnetic field is
perpendicular to the electric field, and both fields are perpendicular to the direction
of propagation.
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2.2. Solving Maxwell’s equations

Figure 2.3: Illustration of a plane transverse wave, showing how the orientation of
the electric field vector, em, is perpendicular to the magnetic field vector, hm, and
both vectors are perpendicular to the propagation vector, km

2.2.1 Homogeneous media
The simplest form of a system composed of a dielectric material is homogeneous.
The relative permittivity is constant, ε(r) = ε, and it can be shown that all
H(r) = hmeikmr, where km · hm = 0, are modes of the system. We will derive
this for waves with the form

H(z) = heikzuy,

i.e. plane waves traveling in the z-direction with a magnetic field of amplitude h
oriented in the y-direction. Since a homogeneous medium has continuous rotational
symmetry, this is the same as doing the derivation for an arbitrary orientation of km
and hm. Thus, it holds for all H(r) = hmeikmr. We further note that the system
has continuous translation symmetry in all direction, and that the chosen test-
function also satisfies the eigenvalue equation defined by the symmetry operator
T̂d:

T̂dhe
ikzuy = heik(z+d)uy = eikdheikzuy.

The factor eikd is indeed a constant, and hence T̂dH(z) = αH(z).
We begin by inserting H(z) into the master equation:

Θ̂H(z) =
(
ω

c

)2
H(z)

∇× 1
ε
∇× heikzuy =

(
ω

c

)2
heikzuy

1
ε
∇×−ikheikzux =

(
ω

c

)2
heikzuy

1
ε
k2heikzuy =

(
ω

c

)2
heikzuy (2.10)

Equation (2.10) is only satisfied for certain values of k, namely

k = ω
√
ε

c
= ωn

c
⇒ ω = k

c

n
= kcn, (2.11)

15



Chapter 2. Photonic crystal slabs

2 4 6 8 10

2

4

6

8

10

k

[
1

m

]

ω c

[ 1 m

]

 

 
n = 1
n = 1.5
n = 2

Figure 2.4: Band diagrams, representing the relation between eigenfrequencies ω
and the absolute value of the wave vectors k, for three systems composed of a
homogeneous material with refractive index n = 1, n = 1.5 and n = 2.

where n =
√
ε is called the refractive index of the material, and cn is defined as

the speed of light in a material with refractive index n.
In conclusion, in a system with homogeneous permittivity, ε(r) = ε, all modes

H(r) = hmeikmr are allowed, and have eigenfrequencies determined by the ampli-
tude of the wave vector k = |km|. All solutions can be represented in a ω(k)-plot,
which is commonly referred to as the band diagram or dispersion relation. Fig-
ure 2.4 shows the band diagram for three different homogeneous media, each line
representing the relation between k and ω for a given refractive index n. We also
notice that since the real fields can be found by

H(z, t) = <
(
H(z)e−iωt

)
= h cos(kz − ωt)uy,

k relates to the wavelength through

k = 2π
λ
,

where λ is the distance between two consecutive maxima in H(z, t) at a fixed time
t.

2.2.2 Homogeneous slabs
A modification of our system is now made by introducing a second material, as
illustrated in Fig. 2.5(a and b). The permittivity in this system, ε(r), can be
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Figure 2.5: (a) Three dimensional illustration of a slab with permittivity εB and
infinite extent in the plane, surrounded by a material with permittivity εA. (b)
Cross section view of the yz-plane, indicating how a plane wave incident from the
top with wave vector kA is reflected, transmitted and diffracted at the boundary
between the three domains, and couples through the slab by a wave vector kB.

expressed as

ε(r) = ε(y) =

εB, for − d
2 < y < d

2
εA, for |y| > d

2
.

Two half infinite domains, domain 1 and 3, composed of material A, with permit-
tivity εA, are separated by domain 2, composed of material B, with thickness d
and permittivity εB. In other words, the system is composed of a homogeneous
slab with thickness d, free-standing in material A. We will assume that εA < εB.

Solutions, H(r), within each domain, still take the same form as in the previous
section. They are plane transverse waves, H(r) = hmeikmr, where |km| = ω

√
ε/c.

The difference is now that in material A, |km| = |kA| = ω
√
εA/c, whereas in the

slab we have |km| = |kB| = ω
√
εB/c. This means that only a selected set of kA

are allowed, given a particular set of kB, and vice versa. We must require that
the tangential components of the magnetic and electric field are continuous at all
boundaries [50]. This is only satisfied if the tangential component of the wave
vector for fields propagating in material A equals those propagating in B.

In order to see what this statement implies, we define a magnetic field Hi(y, z)
incident from domain 1, as illustrated in Fig. 2.5(b):

Hi(y, z) = hie
i(kAyy+kzz)ux,

i.e. a plane wave traveling in the yz-plane with a magnetic field of amplitude hi
oriented in the x-direction, and a wave vector

|kA| = |kAyuy + kzuz| =
√
k2

Ay + k2
z .
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We do not denote the z component of the wave vector by A or B, since it must be
equal in all domains.

The incident field is reflected and transmitted at the boundary between do-
mains 1 and 2, resulting in a field propagating upwards in domain 1 and a field
propagating downwards in domain 2. The transmitted field reaches the lower
boundary between domains 2 and 3, and is again reflected and transmitted, re-
sulting in fields propagating upwards in domain 2 and downwards in domain 3.
Denoting the fields in domain 1, 2 and 3 by H1(x, z), H2(x, z) and H3(x, z), we
can express them as follows:

H1(y, z) =hie
i(kAyy+kzz)ux + hre

i(−kAyy+kAzz)ux
H2(y, z) =h+

Be
i(kByy+kzz)ux + h−Be

i(−kByy+kzz)ux
H3(y, z) =hte

i(kAyy+kzz)ux
Referring to Fig. 2.5, we further use that the magnetic and the electric field are
continuous at all domain boundaries. The latter condition forces the y-derivative of
the magnetic field, multiplied by the inverse relative permittivity, to be continuous:

H1(0, z) = H2(0, z)⇒ hi + hr = h+
B + h−B (2.12)

H2(d, z) = H3(d, z)⇒ h+
Be

ikByd + h−Be
−ikByd = hte

ikAyd (2.13)

1
εA

∂|H1(0, z)|
∂y

= 1
εB

∂|H2(0, z)|
∂y

⇓
1
εA

(kAhi − kAhr) = 1
εB

(
kBh

+
B − kBh

−
B

)
(2.14)

1
εB

∂|H2(d, z)|
∂y

= 1
εA

∂|H3(d, z)|
∂y

⇓
1
εB

(
kBh

+
Be

ikByd − kBh
−
Be
−ikByd

)
= 1
εA
kAhte

ikAyd (2.15)

For a frequency, ω, we can calculate both |kA| and |kB|, which equal
√
k2

Ay + k2
z

and
√
k2

By + k2
z , respectively. Chosing a kz, we can hence also calculate kAy and

kBy. This leaves only four unknows in Eqs. (2.12–2.15), namely hi, hr, h+
B , and h−B .

Thus, there must exist a unique solution to this system of equations. This means
that for a fixed value of ω, modes exist for all kz from zero to ω√εA/c. Referring
to Fig. 2.5, these are waves incident from domain 1, with θi from 0 to 90 degrees.
They occupy an area in the ω(kz)-diagram defined by kz < ω

√
εA/c, and have been

labeled by “Continuum of modes” in Fig. 2.6.
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Figure 2.6: Band diagram, black lines representing the traverse magnetic modes of
a homogeneous slab. Referring to the model in Fig. 2.5, this example uses εA = 1
and εB = 4.

Because a slab has continuous rotational symmetry about an axis normal to
the slab surface, and mirror symmetry about the center plane of the slab, the
derivation above applies to all plane transverse waves incident on the slab from
domain 1 or 3, as long as the field is transverse magnetic (TM). By TM we mean
that the magnetic field is normal to the axis of highest symmetry. The axis of
highest symmetry is in this case normal to the slab surface, which means that
for TM-fields, the magnetic field vector lies in the xz-plane. The other option is
transverse electric (TE) fields, where the electric field vector lies in the xz-plane.
It is possible to show that also then, a continuum of modes exists for kz < ω

√
εA/c

given a particular frequency, ω.
As pointed out in Fig. 2.6, the limit defined by kz = ω

√
εA/c is called the light

line. What happens in the case kz > ω
√
εA/c? Are there any modes fulfilling this

inequality? The answer is yes, and these are so-called fully guided modes. In order
to understand what a fully guided mode is, we will use that the component of the
wave vector parallel to the domain boundaries must be equal in materials A and
B. Mathematically speaking,

kAz = kBz. (2.16)
This is Snell’s law. We know that the absolute value of the wave vector in material
A, |kA| = ω

√
εA/c, can be expressed as a function of the absolute value of its

components, kAy and kAz:

ω
√
εA
c

=
√
k2

Ay + k2
Az ⇒ k2

Az = ω2εA
c
− k2

Ay (2.17)

From Eq. (2.17), it appears that kAz is maximized when kAy = 0, and in this case
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kAz = ω
√
εA/c. Since εA < εB, this suggests that Eq. (2.16) can never be satisfied,

implying that there are no modes below the light line. However, if we let kAy be
purely imaginary, kAz can exceed ω

√
εA/c and still satisfy Snell’s law. We can

further note that if kAy = iα is a valid wave vector, where α is a constant, the sign
of α can be determined from what is physically possible. The right sign entails
that the amplitude of the field decreases exponentially as we move away from the
slab in the y-direction. The opposite sign leads to unphysical fields with infinite
amplitude far away from the slab.

Defining our coordinate system as shown in Fig. 2.5, and letting α be a positive
constant, we can now express all transverse magnetic modes as follows:

H1(y, z) =h1e
αy+ikzzux, y < 0

H2(y, z) =h+
Be

i(kByy+kzz)ux + h−Be
i(−kByy+kzz)ux, 0 < y < d

H3(y, z) =h3e
−αy+ikzzux, y > d

The fields are denominated by numbers 1, 2, and 3, referring to which of the
three domains in Fig. 2.5 they inhibit. Examining these equations, we see that
these modes propagate in the z-direction, and that the field amplitude decreases
exponentially as we move away from the slab in the positive and negative y-
direction. In other words, a fully guided mode is bound to the slab. It cannot be
coupled to by a plane wave source located in domain 1 or 3, and it will not radiate
out into domains 1 and 3.

We further compose a set of boundary conditions, given by the continuity of
the tangential component of the magnetic and the electric field. This derivation
can be found in numerous textbooks [51, 52], and the resulting conclusion is that
modes must obey

cot
d
√
ω2εB
c2 − k2

z

− εA
εB

√
ω2εB
c2 − k2

z√
k2
z − ω2εA

c2

2

− 1

sin2
(
d
√

ω2εB
c2 − k2

z

) = 0. (2.18)

Solutions of Eq. (2.18) have been found numerically and are plotted in Fig. 2.6 for
an example where εA = 1 and εB = 4. As seen in the figure, for each value of the
z component of the wave vector, kz, there can be a number of solutions. Solutions
along the line with the lowest frequency is called the fundamental mode, the one
above is the second order mode, solution along the line with the third lowest
frequency, is called the third order mode, and so on. All solutions lie between a
line defined by the material in domains 1 and 3, kzd/

√
εA, and a line defined by

the slab material, kzd/
√
εB.

Five specific solutions have been marked by numbered red dots in Fig. 2.6. For
these five solutions, the absolute value of the magnetic field is plotted as a function
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Figure 2.7: Absolute value of the magnetic field, as a function of y, for the five
transverse magnetic guided modes with a fixed wave vector kz, marked by red
numbered dots in Fig. 2.6, for εA = 1 and εB = 4.

of y in Fig. 2.7. The figure shows how the fundamental mode is symmetric about
the center plane of the slab, the second order mode is anti-symmetric, the third is
again symmetric, and so forth.

The same derivation can also be carried out for TE-modes. Equation (2.18)
then takes a slightly different form, replacing the fraction εA/εB by 1. Also, both
the electric field and its derivative will be continuous across the boundaries, as
oppose to the TM-modes, where the derivative of the magnetic field across bound-
aries is discontinuous (see Eqs. (2.14) and (2.15)).

Finally, we recall that a slab has continuous rotational symmetry about an
axis normal to the slab surface. The derivations above, will hence be identical for
any orientation of our axes-system, as long as we keep the y-axis normal to the
slab plane. Instead of expressing the guided modes of a slab as a function of kz,
as done in Eq. (2.18), we can use the same equation substituting kz by β, where
β =

√
k2
x + k2

z .

2.2.3 Photonic crystal slabs
We now make a second modification of our system, inducing a periodic permittivity
in the plane of the slab, as illustrated in Fig. 2.8(a and b). The permittivity in
the system, ε(r), can then be expressed as

ε(r) = ε(z) = ε(z + p).

From Bloch’s theorem [39, 53], we know that possible solutions to the master
equation take the form

Hkx,kz(r) = eikxxeikzzukz(y, z), (2.19)

where

ukz(y, z) = ukz(y, z + p).
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Figure 2.8: (a) Three dimensional illustration of a slab with infinite extent in the
plane, and periodic permittivity in the z-direction, ε(r) = ε(z) = ε(z + p). (b)
Cross section view of the yz-plane, pointing out the thickness d, lattice period p,
and permittivity of the slab material and its surroundings.
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Figure 2.9: The real amplitude of the Bloch function eikzzukz(z), where ukz(z) =
sin(kpz), and kp = 4π and kz = 1.

The physical interpretation of this function is most easily seen when kx = 0. In
this case,

Hkz(r) = eikzzukz(y, z) = eikzzukz(y, z + p),

and the mode can be considered as a wave with wavelength 2π/kz in the z-direction,
that modulates the amplitude of a field with period p. An example of such a
function is illustrated in Fig. 2.9.

Bloch’s theorem can be generalized to include systems that have periodic per-
mittivity in both two and three dimensions:

Hk(r) = eikruk(r) = eikruk(r + R),
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1

2

3

Figure 2.10: Arbitrarily shaped 3D unit cell, defined by the primitive lattice vectors
a1, a2 and a3.

for a system with permittivity

ε(r) = ε(r + R).

Solutions Hk(r) satisfying the master equation are usually called Bloch modes or
Bloch states.

One useful property of Bloch modes, is that a Bloch mode Hk(r) can always
be expressed as Hk+G(r). The vector G is a reciprocal lattice vector, defined by

G = lb1 +mb2 + nb3, (2.20)

where

b1 = 2πa2 × a3

a1 · (a2 × a3) , b2 = 2πa3 × a1

a1 · (a2 × a3) , and b3 = 2πa1 × a2

a1 · (a2 × a3) ,

the parameters l, m, and n are integers, and the vectors a1, a2, and a3 are the
primitive lattice vectors that define the unit cell of the real lattice, illustrated in
Fig. 2.10.

By letting uk+G(r) = uk(r)e−iGr, we ensure that Hk(r) = Hk+G(r). Then, if
the modes of a system with permittivity ε(r) = ε(r + R) are plotted in a ω(k)-
diagram, ω(k) must be periodic:

ω(k) = ω(k + G). (2.21)

Time reversal symmetry can further be used [39] to show that also

ω(k) = ω(−k).

2.3 Guided-resonance modes
With Bloch’s theorem in mind, we go back to our homogeneous slab, and the ω(k)-
diagram in Fig. 2.6, where the modes of the slab have been plotted for a vector
k = kzuz. For simplicity, we consider values of kz where only the fundamental
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Chapter 2. Photonic crystal slabs

Figure 2.11: (Left) Band diagram of a homogeneous slab with thickness d, com-
posed of a material with permittivity εB = 4 surrounded by permittivity εA = 1.
Fully guided modes are represented by the thick black lines. The thin black line
is the light line. Inducing a weak periodic modulation of the in-plane permittivity
with period equal to p = 10d/3, we get ω(kz) = ω(kz + 2πn

p
), for an integer n.

As long as the modulation is very weak, the resulting band diagram must then
resemble a 2πn

p
-periodic repetition of the band diagram of the homogeneous slab

(right), with small band gaps opening (in-cut right) for kz = Nπ/p, where N is
an integer. Modes located above the light line, represented by gray thick lines, are
guided-resonance modes.

mode is guided, i.e. small kz. Next, we construct a 1D PC by introducing a very
weak modulation of the permittivity in the plane of the slab in the z-direction, in
the form of a p-periodic lattice of slits. Bloch’s theorem, then tells us that modes
can take the form of Eq. (2.19). Consequently, from Eq. (2.21), it follows that

ω(kz) = ω(kz + 2πn
p

),

where n is an integer.
At the same time, since the grating is imposed by a very weak modulation of

the in-plane permittivity, the band diagram of the grating should be similar to a
homogeneous slab. It turns out that the approximate representation of the band
diagram of the 1D PC, can be found by imposing 2π/p-periodicity on the band
diagram of a homogeneous slab [48,49,54]. This process is shown in Fig. 2.11.

In the right plot in Fig. 2.11, we can observe how the 1D PC still supports fully
guided modes, represented by the thick black line below the light line. However,
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Figure 2.12: Qualitative illustration of the real amplitude of the magnetic field
as a function of y in the PC slab illustrated in Fig. 2.8. The field inside the
slab resembles a fully guided mode. The field amplitude in domains 1 and 3
is small compared to the field amplitude inside the slab, but does not decrease
exponentially as we move away from the slab.

fully guided modes also seem to end up above the light line, represented by the gray
thick lines. Modes that are located above the light line cannot be fully guided; it
is possible to couple to all modes above the light line from a source placed outside
the slab, and vice versa. At the same time, modes represented by the gray thick
lines should in some way resemble guided modes. They are a pure mathematical
result, induced by a periodic modulation of the permittivity with infinitely small
amplitude, and result from folding of fully guided modes.

In conclusion, a new type of modes arises. These are called guided-resonance
modes2 [48, 49], and can intuitively be understood as semi-guided modes: Their
power is concentrated in the vicinity of the slab, similar to fully guided modes, but
they can also radiate out to the medium surrounding the slab. Referring to Fig.
2.8, the field amplitude in domains 1 and 3 will generally be small compared to
the field in the vicinity of the PC slab, but it does not decrease exponentially for
y < 0 and y > d. Qualitative examples of how the real amplitude of the magnetic
field of a guided-resonance mode can vary as a function of distance from the slab
are given in Fig. 2.12.

As illustrated by the in-cut in the right plot in Fig. 2.11, periodic modulation of
the in-plane permittivity leads to small band gaps appearing for every kz = Nπ/p,
where N is an integer. This can be explained qualitatively by comparing the
two lowest order modes (those with the smallest eigenfrequencies) for kz = π/p.
These modes have a field profile with period 2p in the z-direction. Due to inverse
symmetry about the center of a unit cell in the lattice, one of the two modes must

2The phenomenon is also described as guided-mode resonance (GMR) in the scientific lit-
erature [54]. Communities working with 1D photonic crystal slabs tend to use GMR, while
communities working with 2D photonic crystal slabs speak of guided-resonance modes.
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Chapter 2. Photonic crystal slabs

have its zero-nodes centered in the unit cell in the slab material, while the other
has its zero-nodes centered in the hole material. Consequently, the two modes will
see two different effective permittivities, and hence have different eigenfrequencies
[39].

Introducing 2D periodic variation of the permittivity, complicates the discus-
sion above slightly, but in general the same line of arguments apply [48,49]. For a
modulation of the in-plane permittivity defined by in-plane lattice vectors a1 and
a3, the band diagram must be periodic in two dimensions:

ω(k1,k3) = ω(k1 + lb1,k3 + nb3),

where k1 and k3 are the wave vector components parallel to unit vectors a1 and
a3, l and n are integers, and b1 and b3 are defined in Eq. (2.20). In the limit where
the amplitude of the modulation goes to zero, the band diagram must, as in the
1D case, merge to that of a homogeneous slab. The approximate band diagram of
a 2D PC, with very weak modulation of the in-plane permittivity, can be found
by performing a 2D folding of the band diagram of a homogeneous slab.

When the modulation amplitude of the permittivity is increased, the band
diagram of a homogeneous slab can no longer be used to approximate the band
diagram of a 1D or 2D PC. However, guided-resonance modes will still resemble
fully guided modes, and the homogeneous slab analog can be used to understand
how changes in design parameters will affect eigenfrequencies in general. For ex-
ample, reducing the permittivity of a homogeneous slab will result in an increase
of all eigenfrequencies. This can be seen in Fig. 2.6: The line kzd/

√
εB, is set by

the permittivity of the slab. All guided modes lie between kzd/
√
εB and kzd/

√
εA.

If εB is reduced, kzd/
√
εB is increased, and all modes must move towards higher

frequencies. Decreasing the permittivity εB in a homogeneous slab, corresponds to
increasing the ratio slit width divided by the lattice period in a 1D PC. We can
hence expect a shift of guided-resonance modes towards higher frequencies if we fix
the period and increase the slit width. Increasing the permittivity of the material
surrounding the PC will generally lead to the opposite effect. Increasing the period
in a PC slab will generally cause a shift of modes towards lower frequencies, as the
folding of fully guided modes is then done about a smaller in-plane wave vector.

2.4 Photonic crystal slabs modeled as optical res-
onators

We have now established that a set of semi-guided modes must appear when we
impose a periodic modulation of the in-plane permittivity of a slab. These modes
lie above the light line, and can therefore be coupled to by a plane wave source
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Figure 2.13: (a) Three dimensional illustration of a 2D photonic crystal slab, com-
posed of a square lattice of small holes. (b) A cross section view shows how the
holes are imposed on a homogeneous slab with permittivity εB, surrounded by a
lower permittivity, εA. An incident field with amplitude i = 1 is reflected and
transmitted, producing a reflected and transmitted amplitude. The illustration
shows how the light can take two paths; one similar to that of light in a homoge-
neous slab, denoted by subscript d, and one resulting from the light coupling into
guided-resonance modes, denoted by subscript g.

placed outside the PC. The coupling is in principle an effect of scattering. To un-
derstand why, we return to the example where the modulation of the permittivity
in the plane of the slab is weak, imposed by a 2D lattice of very small holes.

An incident wave with amplitude i = 1 falls onto the PC, as illustrated in Fig.
2.13. Since the holes are small, the light sees a structure that is very similar to a
homogeneous slab. The reflected and transmitted amplitude, r and t, can therefore
be estimated by deriving r and t as if the slab were homogeneous. We mark these
reflection and transmission coefficients by subscript d, indicating that rd and td
are the result of a direct path. For most frequencies, the only contribution to
the reflected and transmitted amplitude is approximately limited to rd and td.
However, the holes in the slab will scatter a small part of the incoming light out in
the plane, illustrated by small red arrows on each side of the holes in Fig. 2.13(b).
The scattering process represents a second path for the light through the slab,
referred to as the indirect path. At selected frequencies, this scattered light can
couple to guided-resonance modes. If this happens, a second contribution to the
reflected and transmitted amplitude will appear as a result of the radiating field
of the guided-resonance mode. This is denoted by rg and tg in Fig. 2.13(b).

Figure 2.14 (a) gives an example of what the total reflectance and transmittance
might be. The figure shows how the transmittance and reflectance of a PC slab
can be viewed as a resonant term, superimposed on an underlying spectrum equal
to that of a homogeneous slab with a fitted permittivity. In this example, a
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plane wave source with amplitude 1, incident on a PC slab with infinite in-plane
periodicity, is scanned across a spectrum of frequencies, while the transmitted and
reflected light is recorded. Referring to the band diagram in Fig. 2.11, we are
then located above the light line, where multiple guided-resonance modes must be
located along a line defined by the kz-vector of our incident field. To simplify the
analysis, we therefore limit the spectrum of frequencies to only overlap with one
single guided-resonance mode. We call this mode A, and assume that all other
guided-resonance modes do not interfere with mode A. We also assume that the
period of the lattice is smaller than the wavelength of the incident light in the
material surrounding the PC slab. The latter assumption ensures that we do not
have any higher orders of diffraction in the far-field of the slab: All fields far away
from the slab propagate in a direction parallel to the incident light.

The equations that form this model are as follows, and are derived from Tem-
poral Coupled Mode Theory [20,55,56]:

r = rd ± rg = rd(ω)± f γA

i(ω − ωA) + γA
, (2.22)

and
t = td + tg = td(ω) + f

γA

i(ω − ωA) + γA
, (2.23)

where ω is the frequency of the incident light, ωA is the eigenfrequency of mode
A, and γA is the bandwidth of the mode. The coefficients rd and td are the
reflection and transmission coefficients of a homogeneous slab with a permittivity
εfit surrounded by a material with permittivity εA.

Examining Eqs. (2.22) and (2.23), it is evident that they describe a harmonic
oscillator that form anti-symmetric peaks and dips in the reflected and transmitted
spectrum of the incident field. These spectral features are called Fano resonances
or Fano lines. If the oscillator is lossless, then f = −(td ± rd): The peaks and
dips always go all the way up to one and down to zero, respectively. For a lossy
oscillator, f = −α(td ± rd), where α is a scalar smaller than one. In this case, the
peak and dip amplitude is reduced. The (±)-sign is determined by the symmetry
of the mode providing the terms rg and tg. For 1D and 2D PCs supporting guided-
resonance modes, the (+) sign applies for modes symmetric about the center plane
of the slab, and the (−) sign applies for anti-symmetric modes. Looking at Fig.
2.12, we can see the physical interpretation of the sign. The fields of a symmetric
mode, radiating out to the surroundings, are in phase. The radiating fields of an
anti-symmetric modes are π out of phase.

In Fig. 2.14 (b), the relation between the form of the dip and the bandwidth,
γA, and center frequency, ωA, are pointed out. From the figure, it is clear that the
anti-symmetric shape of Fano lines makes it challenging to calculate the Q-factor
of a guided-resonance mode directly from the reflected and transmitted spectrum
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Figure 2.14: (a) Reflectance and transmittance of a PC slab as a function of
wavelength, resulting from coupling to a guided-resonance mode, using the model
described by Eqs. (2.22) and (2.23). The direct path for normal incidence light,
represented by coefficients rd and td, is calculated for a slab of thickness 150 nm
with permittivity εB = 4, surrounded by permittivity εA = 1. Coefficients r and t
result from γ = 7.43 · 10−5 1/s (∆λ = 5 nm), and center wavelength of ω0 = 650
nm. (b) The transmittance, t, as a function of frequency, showing how γ and ω0
relate to the shape of the dip in the transmitted spectrum.

of incident light. However, based on equations (2.22) and (2.23), it is possible to
calculate a Q-factor after a fitting procedure:

Q = ωA

2γA
. (2.24)

Equation (2.24) is found from the definition of the Q-factor for a harmonic
oscillator, which is the ratio of energy stored in the oscillator divided by the energy
lost per cycle. This means that high Q-factor guided-resonance modes lead to high
field confinement. Moreover, it is evident that high Q-factor guided-resonance
modes are supported in PCs that are modeled with a small γ, e.g. where the
coupling to the guided-resonance mode from an incident field is weak.

In conclusion, a PC supporting guided-resonance modes can be considered as
an optical resonator. Since coupling to guided-resonance modes is fundamentally
a scattering effect, the Q-factor can be tuned by adjusting the scattering strength
of the PC lattice. For example, for a 2D PC composed of holes imposed on a
homogeneous slab, smaller holes lead to larger Q-factors. In theory, the Q-factor
of guided-resonance modes can hence be made arbitrarily large by reducing the
scattering strength of the PC lattice [48]. In practice, this method of increasing
the Q-factor is limited by what is possible to fabricate. Fabrication defects and
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limited lattice extent are both factors that introduce loss and limit the achievable
Q-factor in real structures [57][58].

2.5 Simulation of optical properties of photonic
crystals

We have now established a qualitative understanding of what guided-resonance
modes are in PCs composed of a weak periodic modulation of the permittivity in
the plane of the slab. When the modulation amplitude is increased, the periodic
permittivity in the plane of the slab must still produce a periodic band diagram,
and as a result guided-resonance modes should appear above the light line. The
eigenfrequencies and field profiles of these modes may, however, differ substantially
from those of fully guided modes of a homogeneous slab. For 1D PCs, existing
analytical models can be utilized [59,60]. For 2D PCs, as is relevant in this thesis,
analytical models are yet to be developed. As of today, the modes of 2D PCs
can only be found with the help of simulation tools. Two methods for simulating
2D PCs have been used extensively in this thesis: Rigorous coupled-wave analysis
(RCWA) and finite-difference time-domain analysis (FDTD). We will review the
basics of the two techniques.

2.5.1 Rigorous coupled-wave analysis (RCWA)
RCWA is applied to find the scattering of an incident plane wave from structures
with periodic permittivity, giving an approximate solution by limiting the number
of diffraction orders used to represent the field. We will later return to what
diffraction orders are. The theory of RCWA was largely established in the 1980’s,
by M. G. Moharam and T. K. Gaylord [61–63]. Since then, multiple improvements
have been made to the technique [64, 65], which now also includes the scattering
of incident Gaussian beams [66].

In this thesis, we have only utilized RCWA of plane incident waves, imple-
mented in the commercially available software GD-calc [67]. The software is based
on RWCA as presented in [68], and runs on a MatLab platform. The user can
define a diffraction grating with a unit cell having arbitrary shape and permit-
tivity, only limited by discretisation of the simulation domain. The first step in
performing a simulation is designing the diffraction grating. This is done, as il-
lustrated in Fig 2.15 (a) and (b), by defining a superstrate and substrate with a
chosen permittivity, and a set of blocks, with a given permittivity, that define the
grating. The incident wave is defined with an arbitrary angle of incidence, and the
user sets the number of diffraction orders needed to guarantee a converging result.
The computation is thereafter carried out, and the scattered field of an arbitrary
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Figure 2.15: (a) Illustration of a 1D-periodic grating. The structure is composed
of three domains with parallel boundaries, two domains with homogeneous permit-
tivity above and below a domain with p-periodic permittivity. The field is incident
from the superstrate with a defined wave vector ki, scattering into three orders
of diffraction, kr(−1), kr0, and kr1. (b) A more complex structure. The top and
bottom domains are still homogeneous, and the center domain is composed of 5
sub-domains forming a grating with slanted walls.

polarization of the incident field can be deduced. Fig. 2.15 only illustrates a pos-
sible 1D periodic geometry, but the software also allows for 2D periodic gratings.

To review RWCA in detail, we will use the structure in Fig. 2.15 (a) as an
example. The incident field is assumed to be TE, having its electric field oriented
in the x-direction, and the wave vector oriented as shown in the figure. The
incident field can thus be expressed as Ei(y, z) = eie

i(ky1y+kzz)ux. We further
denote the field in the superstrate, grating, and substrate, by E1, E2, and E3, and
know that solutions in the grating can have the form E2(y, z) = eikzzu2,kz(y, z)ux,
where u2,kz(y, z) = u2,kz(y, z + p).

Since u2,kz(y, z) is p-periodic in the z-direction, we can rewrite E2(y, z) using
Bloch’s theorem:

E2(y, z) =
∞∑

n=−∞
u2,kz ,n(y)ei(kz+ 2πn

p
)zux. (2.25)

In order for the tangential component of the electric and magnetic field to be
continuous at all domain boundaries, the kz component of all wave vectors in the
system must be the same in all regions. Hence, we can express the total field in
the superstrate (the medium above the grating, see Fig. 2.15) and substrate as

E1(y, z) =
∞∑

n=−∞
u1,kz ,n(y)ei(kz+ 2πn

p
)zux, (2.26)
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and
E3(y, z) =

∞∑
n=−∞

u3,kz ,n(y)ei(kz+ 2πn
p

)zux. (2.27)

Equations (2.26) and (2.27) can further be substituted into the master equation.
We first investigate insertion of Eq. (2.26), and for mathematical convenience we
choose to utilize the master equation expressed in terms of the electric field:

∇2E(y, z) =
(
ω

c

)2
ε(r)E(y, z)

⇓

∞∑
n=−∞

(
∂2u1,kz ,n(y)

∂y2 + k2
y1,nu1,kz ,n(y)

)
ei(kz+ 2πn

p
)z = 0, (2.28)

where

k2
y1,n = ω2εA

c2 −
(
kz + 2πn

p

)2

.

Equation (2.28) has solutions when

∂2u1,kz ,n(y)
∂y2 + k2

y1,nu1,kz ,n(y) = 0,

concluding that

u1,kz ,n(y) = rkz ,ne
±iky1,ny,

where

ky1,n =

√√√√ω2εA
c2 −

(
kz + 2πn

p

)2

, (2.29)

and rkz ,n are constants.
The only wave traveling with a positive ky1,n, is the incident field, with ky1,n =

ky1,0 and r1,kz ,n = ei. The total field in domain 1, can therefore be expressed as

E1(y, z) =
[
eie

i(ky1,0y+kzz) +
∞∑

n=−∞
rkz ,ne

−iky1,nyei(kz+ 2πn
p

)z
]

ux. (2.30)

By a similar derivation, the field in domain 3 can be expressed as

E3(y, z) =
∞∑

n=−∞
tkz ,ne

iky3,nyei(kz+ 2πn
p

)zux, (2.31)
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where

ky3,n =

√√√√ω2εA
c2 −

(
kz + 2πn

p

)2

,

and tkz ,n are constants.
The terms in the sums in Eqs. (2.30) and (2.31) are what we refer to as

diffraction orders. The 0th order of diffraction in reflection travels in a direc-
tion defined by k1,0 = −ky1,0uy + kzuz, the 1st order of diffraction in a direction
defined by k1,1 = −ky1,1uy + kzuz, the negative 1st order in a direction defined
by k1,−1 = −ky1,−1uy + kzuz, etc. The orders of diffraction in transmission are
similarly defined, with a wave vector defined by k3,n = ky3,nuy + kzuz.

At this point, we can understand why scattering by a grating with period
smaller than the wavelength of the incident field in domains 1 and 3, only yields
non evanescent effect in the 0th order of diffraction in reflection and transmission.
This is seen by inserting the result in Eq. (2.11) into Eq. (2.29), which yields

ky1,n =

√√√√ω2εA
c2 −

(
kz + 2πn

p

)2

=

√√√√(2π
λA

)2
−
(
kz + 2πn

p

)2

.

The parameter λA is the wavelength of the incident field in domains 1 and 3.
Hence, as long as λA > p and kz is real, ky1,n will be purely imaginary for any
integer n 6= 0.

We are left with an infinite set of unknown constants, rkz ,n and tkz ,n, defining
the amplitudes of the different orders of diffraction in reflection and transmission.
For details on how rkz ,n and tkz ,n are found, we refer to the work of M. G. Moharam
and T. K. Gaylord [61]. In short, it involves inserting a series expansion of the
field in the grating, E2(y, z), into the master equation, which results in an infinite
set of differential equations that can be formulated as an eigenvalue problem. One
further chooses a limited number of equations, bounding the number of diffraction
orders retained in the calculation, which allows the eigenvalue problem to be solved
by a computer. The number of equations that need to be retained in order to find
physically correct approximate solution is grating dependent. In relation to PCs
and guided-resonance modes, the number of diffraction orders needed typically
increases with the Q-factor of the modes.

Solutions to the eigenvalue problem give a set of eigenvalues that can be used
to express the field in the grating in general terms. Boundary conditions further
impose that the tangential component of the electric and the magnetic field is
continuous at the boundary between domains 1 and 2, and domains 2 and 3.
These conditions are used in the final step, solving for constants rkz ,n and tkz ,n,
and the field inside the grating.
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Figure 2.16: Illustration showing an example of a FDTD simulation domain with
size 15p × 15p × 4p. A plane wave source and a photonic crystal can be seen
inside the domain, as well as observation points and planes, where the field can
be recorded as a function of time. A unit cell of the photonic crystal is included
to the right, showing how the simulation domain is divided into discrete blocks in
space.

2.5.2 Finite-difference time-domain (FDTD) analysis

Where RCWA solves Maxwell’s equations in the frequency domain, FDTD takes
place in the time domain [69]. All FDTD simulations presented in this thesis have
been performed using the commercially available software Optiwave [70]. Using
this software, each simulation involves the following steps: First, a simulation do-
main is composed by defining the outer boundaries of the domain, and choosing
a mesh resolution inside the domain. The boundaries can be programmed to be
of the perfectly match type (PML). It is also possible to assign periodic boundary
conditions, for simulation of infinite structures. A permittivity is thereafter spec-
ified at each mesh point, defining what structure is to be simulated. A source is
introduced in the system, producing a wave with a chosen form in space and time
evolution. In addition, an arbitrary number of observation points and planes can
be inserted in the domain. When a simulation is running, the user can record the
field in all observation points and planes as a function of time. An example of a
typical simulation domain is illustrated in Fig. 2.16.

During a simulation, the electric field at a node at time tn, where n denotes
an arbitrary discrete time step, is calculated based on the electric field in that
node at time tn−1, and the magnetic field in neighboring nodes at time tn. This
makes FDTD computationally intensive, especially for large simulation domains
with high mesh resolution, where we want to follow the evolution of the field over
a long period of time. For smaller simulation domains it is, however, ideal, and
produces highly intuitive results. The result of a FDTD simulation allows us to
see how the electric and magnetic fields evolve in real time and space. Moreover,
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2.5. Simulation of optical properties of photonic crystals

since it is possible to simulate how a pulse propagates through a structure, the
frequency response of a structure can be found by taking the Fourier transform of
the field as a function of time. In other words, we can investigate many different
frequencies in one single simulation run.

Mathematically speaking, FDTD involves a discretisation in time and space,
down to a level where the differentials in Maxwell’s equations can be replaced
by finite differences. We will examine what this means for a structure that is
homogenous in the x- and y-direction, ε(x, y, z) = ε(z), for a wave traveling in the
z-direction. Maxwell’s time-dependent curl equations can then be reduced to

∇× E(t, z)ux = µ0
∂H(t, z)uy

∂t
⇒ ∂E(t, z)

∂z
= µ0

∂H(t, z)
∂t

(2.32)

and

∇×H(t, z)uy = −ε0ε(z)∂E(t, z)ux
∂t

⇒ ∂H(t, z)
∂z

= ε0ε(z)∂E(t, z)
∂t

, (2.33)

where E(t, z) and H(t, z) are the amplitudes of the electric and magnetic field,
respectively, and the differentials can be approximated using the Taylor series [71]
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Combining Eqs. (2.34) and (2.35), we get
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for small values of δ.
Introducing a discrete z-axis and time line, composed of elements with length

∆z and ∆t, Eqs. (2.32) and (2.33) can hence be approximated by
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Figure 2.17: Illustration of the Yee mesh [72] in a 1D Finite-Difference Time-
Domain simulation. A set of electric and magnetic nodes are defined at discrete
points in time and space. The distance between points are ∆t and ∆z, respectively,
and the two sets of nodes are shifted by ∆t/2 and ∆z/2 relative to each other.
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where j and q are integers. We simplify these equations to
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A grid of points is further constructed in the zt-plane, where the electric field
is evaluated at times j∆t and positions q∆z, and the magnetic field is evaluated at
times j∆t+ ∆t/2 and positions q∆z + ∆z/2. This mesh has been named the Yee
mesh, after Kane S. Yee and his publication on numerical solutions of Maxwell’s
equations in isotropic media [72]. The mesh is illustrated in Fig. 2.17, and can be
used to express Eq. (2.37) as follows:

E (j, (q + 1))− E (j, q)
∆z = µ0
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2
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2
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which rearranged says that

H
(
j + 1

2 , q + 1
2

)
= H

(
j − 1

2 , q + 1
2

)
+ ∆t
µ0∆z [E (j, (q + 1))− E (j, q)] .

This is the update equation for the magnetic field. It can be applied to any
magnetic node, and shows that the magnetic field at a future time (j + 1

2)∆t, in
position (q + 1

2)∆z, only depends on its previous value and the electric field at
the neighboring electric nodes. A similar equation can be derived for the electric
field, providing the electric field at all electric nodes as a function of its previous
value and the magnetic field at the neighboring magnetic nodes. Starting with a
fixed set of nodes in the zt-space, and enforcing a field on a subset of the nodes,
one can hence track the development of the field in all nodes as function of time.
This is easily implemented in a computer, and can also be done in two- or three-
dimensional space.

Approximating a differential by a finite difference, as in Eq. (2.36), requires that
δ is sufficiently small. The accuracy and stability of the FDTD method depends
on the the mesh resolution in time and space. As a rule of thumb, meshing of
the space should produce 10 points per wavelength: For a vacuum wavelength, λ0,
corresponding to the highest frequency in the simulation, and εs being the highest
permittivity represented in the simulation domain, the meshing should satisfy

∆x,∆y,∆z ≤ λ0

10√εs
.

The Courant-Friedrichs-Levy (CFL) condition [73, 74] can thereafter be used
to set an appropriate resolution in time:

∆t ≤ 1
cs
√

1
(∆x)2 + 1

(∆y)2 + 1
(∆z)2

,

where cs is the speed of light in the region with permittivity εs.
The remaining question is how to determine the wavelength λ0. A harmonic

field with vacuum wavelength λ0 is enforced on a grid of nodes by ramping up the
field amplitude, starting from zero field at time t = 0, until one reaches the desired
field amplitude at time t = t1. In theory, all frequencies are then represented, and a
small t1 leads to a broad banded signal. The influence of components corresponding
to vacuum wavelengths smaller than λ0, will typically die out with time. However,
if the field is ramped up too fast, this time can be impractically long, and even lead
to instabilities causing unphysical results. A second rule of thumb is therefore to
restrict the rate at which the field is ramped up. Figure 2.18 illustrates suggested
ramping times for a continuous source and a Gaussian pulse simulation.
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Figure 2.18: The induced field as a function time at nodes in a FDTD simulation,
illustrating suggested ramping times for a continuous source and Gaussian pulse
simulation.

2.6 Fabrication of photonic crystal slabs
The PCs made in this thesis were fabricated using standard micro-fabrication tech-
niques, which have been reviewed in detail in several textbooks [75–77]. The fol-
lowing techniques were used extensively: Low pressure chemical vapor deposition
(LPCVD), optical lithography, electron-beam (E-beam) lithography, reactive ion
etching (RIE) and wet etching by Tetra Methyl Ammonium Hydroxide (TMAH).

All PCs have been made using one of two different process flows, named P1
and P2. Process P1 is summarized in Fig. 2.19, while P2 is described in detail in
[58]. In this section, we give a short overview of the above mentioned fabrication
techniques, and relate them to the two different process flows.

2.6.1 Thin film deposition
Both processes P1 and P2 start with a double-side-polished Si wafer, with a 〈100〉
crystal oriented surface, as shown in step 1 in Fig. 2.19. The second step is LPCVD
of Si3N4, followed by LPCVD of poly-Si and thermal oxidation, and finally LPCVD
of Si3N4. This forms a three layered stack of Si3N4 and SiO2 on both sides of the
wafer, as shown in step 2 in Fig. 2.19. Double-side-polished wafers are used because
lithography is performed on both sides of the wafer.

LPCVD is carried out in a furnace, where wafers are exposed to volatile precur-
sors that react on the wafer surface and form solid thin films. For dielectrics like
Si3N4 and SiO2, LPCVD in combination with thermal oxidation yields high qual-
ity thin films with stoichiometric composition, virtually zero loss, and predictable
permittivity. Low roughness can also be achieved, especially for Si3N4. For SiO2,
which starts with deposition of poly-Si and is followed by thermal oxidation, the
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Figure 2.19: Steps involved in the fabrication of a free-standing photonic crystal
membrane.

roughness is limited by the grain size of the poly-Si. The roughness of our final thin
film stack has not been accurately measured, but based on optical measurements
and fabrication experience, the thickness is estimated to vary with less than 5 nm
over a 100 mm diameter wafer.

A number of choices for volatile precursors are available. In our process we
have used the following reactions to create Si3N4 and poly-Si, respectively:

3 SiCl2H2(s) + 4 NH3(g)→Si3N4(s) + 6 HCl(g) + 6 H2(g)

and

SiH4(g)→Si(s) + 2 H2(g),

where g and s indicates whether the compound is in a solid or gas state. Si3N4
was deposited at a temperature of 770 ◦C, the poly-Si at 620 ◦C, and the thermal
oxidation was performed at 900 ◦C.

Thin films of LPCVD Si3N4 and SiO2 have tensile and compressive residual
stress, respectively. The resulting stress in our thin film stack has not been mea-
sured, but it is evident from the properties of our final devices that the total stress
is dominantly tensile. The finished, free etched chips, show no signs of curving of
membrane if the membrane area does not exceed3 700×700 µm2. Moreover, the
membranes are structurally strong. Membranes with areas up to 300×300 µm2

3This is largest membranes that we have made.
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have been proven to withstand pressures of 0.5 bar, and have survived accidental
drops to the ground from a height of up to 100 cm.

2.6.2 Optical lithography

Following the thin film deposition step, a 2D square grid of openings with period
10 mm is made in the thin film stack on one side of the double-side-polished
wafers (step 3, Fig. 2.19). We will refer to this side of the wafer as the backside, as
indicated in step 4 in Fig. 2.19. Depending on the desired membrane area resulting
from a following TMAH-etch, the openings measure from 500-2000 µm along their
sides.

Openings of this size are easily made using standard optical lithography: A
resist sensitive to visible light is spun on one side of the wafer. The resist is
baked, in order to cure, and thereafter exposed to light through a mask defining
the pattern in the resist. The parts of the resist that have been exposed to light
are removed in a solution of developer4, and we are left with openings in the resist
that frame the desired openings in the three thin films (see Fig. 2.19, step 4).

2.6.3 Reactive ion etching (RIE)

The resist functions as mask in the following RIE-step, where the square pattern
is transferred into the three thin films of Si3N4 and SiO2. Finally, the resist is
removed, and the wafer is diced into chips of 10×10 mm2, leaving us with chips
with a cross section as shown in step 5 in Fig. 2.19.

In contrast to wet etches, like TMAH, which will be discussed later on, RIE is
done dry. Various forms of plasma can be generated in vacuum by an electromag-
netic field, creating charged particles that can attack the surface of the wafer or
chip, producing volatile etch products that are carried away from the surface.

RIE can be both chemical and physical. In chemical RIE, the removal of
surface material is induced by a chemical reaction between the surface material
and the plasma. In physical RIE, the plasma is accelerated towards the surface,
bombarding the surface with particles that sputter away material. Chemically
controlled RIE can give isotropic etches and be highly selective, while physical
etches are typically anisotropic and less selective.

In process P1 and P2, reactive ion etching has been done using a plasma made
of either C4F8, CF4 or CHF3. All of these plasma are dominantly physical when
etching Si3N4 and SiO2, and create anisotropic etch profiles. An example of the

4Applies to so-called positive resists. For negative resists, areas that are not exposed to light
will be removed in a solution of developer.
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Figure 2.20: Image of holes etched in a thin film stack of 50nm Si3N4/50nm
SiO2/50nm Si3N4, using reactive ion etching with CHF3-plasma and a PMMA
resist. The image is taken with a scanning electron microscope, and shows that
the etch is anisotropic.

etch profile of small holes etch through our dielectric stack, resulting from RIE
using CHF3-plasma, is shown in Fig. 2.20.

2.6.4 Electron-beam (E-beam) lithography
This is the stage in the process flow at which P1 and P2 separate. In P1, E-beam
lithography is done on the front side of the individual chips to form the PCs, while
the three thin films are still supported by an underlying substrate of silicon. In
P2, E-beam lithography is done on the three thin films after they have been etched
to a free-standing membrane. We will explain how the membranes are etched to
become free-standing in section 2.6.5.

The PC is composed of a square lattice of holes with radius and period in the
order 100 nm and 500 nm, respectively. These dimensions can typically not be
attained using optical lithography. Thus, alternative methods such as UV or deep
UV lithography, E-beam lithography, nano-imprint lithography or scanning probe
lithography [58], must be applied. In our proof of principle study, the choice has
been E-beam lithography. In a final product other techniques should be applied
due to the relatively high cost and low efficiency of E-beam lithography.

Standard E-beam lithography was performed in process P1, as summarized by
steps 5–8 in Fig. 2.19: The method starts, as for optical lithography, by spinning
on a layer of resist. Rather than being sensitive to light, E-beam resist is sensitive
to electrons. We have used a common resist made of Poly Methyl Methacrylate
(PMMA), which is popular due to its high patterning resolution, reaching down
to ∼10 nm [78]. After the resist is cured by a bake, a focused electron beam writes
a computer defined pattern directly on the resist. Areas of the resist exposed to
electrons are resolved in a developer solution, and the pattern is finally transferred
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into the thin film stack by RIE. This makes E-beam lithography a mask less
technique, ideal for defining multiple variations of a design in a highly effective
manner.

The same property is also a disadvantage with respect to the time of manufac-
ture per pattern feature. Writing-times are proportional to the size of the pattern.
Moreover, the write field of an E-beam tool is limited by how much the electron
beam can be deflected. For high resolution writing, typical write fields are in order
of 100×100 µm2. Structures larger than the write field are obtained by moving the
substrate. The alignment of adjacent write fields is, however, not always accurate
enough for the manufacturing of PCs. Structural inaccuracies will be present at
the boundaries of adjacent write fields. These inaccuracies are called stitching
errors, and can give unwanted optical properties.

An example of the optical effect of a stitching error is shown in Fig. 2.21. An
image of a 2D PC has been recorded with an optical microscope, using a light
source that is tuned to a wavelength where the PC is highly reflective due to
coupling to a guided-resonance mode. The source is incident on the backside of
the PC, while the transmitted light is magnified and projected onto a 2D CCD
detector. Hence, the image represents the transmittance of the PC with spatial
resolution. The stitching error is seen as a low transmission line crossing the
membrane in the horizontal direction.

A second disadvantage of E-beam lithography, especially present when expos-
ing dielectric materials, is charging effects. Since dielectrics in general are poor
conductors, electrons cannot be transported away from the substrate efficiently.
This results in charging of the sample surface during exposure, which can de-
flect the electron beam and reduce the patterning accuracy. Charging effects can
be reduced by coating the sample with a conductive layer, as described in [58].
Moreover, when accelerated electrons hit the sample surface, they will scatter and
produce secondary electrons. Electrons that travel all the way through the resist
can also back-scatter from the substrate. Especially for thick resists and exposure
of holes, this will result in a hole radius that increases as a function of distance from
the top surface of the resist. For an accurate definition of nominal hole radius, the
resist is therefore required to be thin. A thin resist is not necessarily a problem.
However, since RIE recipes used for etching dielectrics like Si3N4 and SiO2, also
etch PMMA quite aggressively, the achievable aspect ratio in final structures can
be limited. Higher aspects ratios can be achieved by using a more complex E-beam
lithography procedure, utilizing multi-layered etch masks [58][79, 80].
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Figure 2.21: (a) False-color image of the transmittance of a 2D PC, composed of
a square lattice of 100×100 holes with a period of 500±5 nm and radius 150±10
nm, etched in a thin film stack of 50±5 nm Si3N4/50±5 nm SiO2/50±5 nm Si3N4.
The image is a recording of the front side of the crystal using a standard optical
microscope. The source is a normal incidence collimated beam illuminating the
backside of the PC at 644 nm, tuned to a frequency where the incident light can
couple into a guided-resonance mode. (b) A distinct line of low transmission,
crossing the image in the horizontal direction, can be observed. This is caused by
misalignment of adjacent write fields during exposure in E-beam lithography, and
is referred to as a stitching error or stitching effect.

2.6.5 Wet etching by Tetra Methyl Ammonium Hydroxide
(TMAH)

In both processes P1 and P2, the thin film stack is etched to become a free-standing
membrane by a 10 second dip in 2.5% HF, followed by a longer exposure to 25%
TMAH. At 70-80 ◦C, TMAH etches Si in the 〈100〉-direction at rate a of ∼100-200
µm/h, while having a high selectivity to the 〈111〉-direction (∼100-200 nm/h),
and a very high selectivity to Si3N4 and SiO2 (∼1-5 Å/h). The selectivity to the
〈111〉-orientation is what produces the characteristic plane surfaces in a TMAH
etch. This can be recognized on our chips. A detailed view of the cavity cross
section after step 9 in Fig. 2.19, is given in Fig. 2.22. The illustration shows how
the resulting size of the free-standing membranes, denoted Wm, is determined by
the size of the opening in the dielectric stack on the backside of the wafer, Wb, the
thickness of the wafer, tw, and the ratio of etch rates in crystal directions 〈100〉
and 〈111〉.

To reduce the risk of contamination, the PC is not covered by an etch resistant
protective layer in process P1. Both sides of the chip are exposed during the
TMAH-etch. Although the selectivity to Si3N4 is very high, this results in the PC
being altered from the nominal design. All wafers used in this thesis have been of
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Figure 2.22: Illustration showing the result of the wet TMAH-etch in step 7 in
Fig. 2.19. The size, Wm, of the free-standing membranes, is determined by the size
of the opening on the backside etch mask, Wb, the thickness of the wafer, tw, and
the ratio of etch rates in crystal directions 〈100〉 and 〈111〉.

thickness 200-300 µm, and the etch times in TMAH have been in the order of 10
hours. The top silicon nitride thin film is consequently reduced by a thickness of
about 1-5 nm in the TMAH etch, and we also expect the holes to have rounded
edges. These unwanted side-effects of process P1 have not been investigated in
detail, but based on a comparison between simulations and optical measurements,
it is evident that they are optically significant. Initially, this is why the alternative
approach presented in [58] was developed, where the TMAH etch is done prior to
the definition of the PC. A comparison of the optical properties of PCs resulting
from the two different fabrication processes has, however, not shown any significant
difference in terms of PC quality. We believe that this is due to limitations in our
optical setups. These limitations will be discussed in chapter 4, where we describe
how our PCs have been optically characterized.
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Chapter 3

Particle detection using photonic
crystals

The transducer developed in this thesis can detect small changes in permittivity. It
is a 2D photonic crystal (PC), and specifically detects small permittivity changes
in the form of particles. In essence, our detection method utilizes PCs supporting
guided-resonance modes to amplify the scattered irradiance from particles trapped
in the lattice. In this chapter, we review what makes this possible. We will also
discuss the difference between detecting an overall change in permittivity on the
surface of a PC, and detecting a change that is locally bound. The chapter further
covers an introduction to small particle Rayleigh scattering theory, including a
basic review of techniques used to minimize the background noise in systems used
to detect scattered irradiance from small particles.

3.1 Detecting overall changes in permittivity with
photonic crystals

Consider a PC with infinite in-plane 2D-periodicity, composed of holes etched
through a homogeneous slab, as shown in Fig. 3.1(a). Assume that the PC lies in
a domain with homogeneous permittivity, εA, and that the PC supports a guided-
resonance mode at a frequency ωA. This mode is coupled to by a plane wave with
normal incidence, yielding a dip in the transmitted spectrum, as shown by the
solid black line in Fig. 3.1(c). We further imagine that a small particle is inserted
into every hole in the PC lattice, as shown in Fig. 3.1(b), and ask the question:
What happens to the transmitted spectrum?

Assuming that the permittivity of the particle is different from εA, the effective
permittivity of the PC slab will change. Thus, using the homogeneous slab analog,
the eigenfrequencies of the slab modes must change. Consequently, the guided-
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Figure 3.1: Qualitative example showing how the transmittance is affected by
placing particles in every hole of a 2D-photonic crystal with different permittivity
than the material surrounding the crystal. (a) 3×3 unit cells of a pristine 2D-
photonic crystal, with an incident field being reflected and transmitted. (b) The
same photonic crystal with a small particle trapped in every hole. (c) Plots,
showing the difference in transmittance between the two crystals, as a function of
wavelength.

resonance mode frequency, ωA, will also change, and induces a shift in dip position
in the transmitted spectrum, as shown in Fig. 3.1(c).

Using perturbation theory, it can be shown that the relative change ∆ωA/ωA,
caused by a small change in permittivity, ∆ε(r), is dependent on the relative change
in permittivity, ∆ε(r)/ε(r), and is most significant when ε(r) changes in volumes
with strong electric fields [39]:

∆ωA

ωA
≈ −1

2

∫
∆ε(r)|E(r)|2d3r∫
ε(r)|E(r)|2d3r

(3.1)

From Eq. (3.1), we see that ∆ωA/ωA is insensitive to changes in permittivity in
volumes where the electric field is weak. Intuitively, this is reasonable. Such
volumes are dark. In order to see changes in permittivity in a volume, the volume
must be illuminated.

The optical spectra of PCs can be measured. This can be done in a number of
different ways. If the incident light is broad band, interferometers can be used to
plot the transmitted light as a function of wavelength. Alternatively, the source
can be a laser tuned to the dip position of the pristine PC. Introducing a different
permittivity in the system will then increase the transmittance of the PC, which
can be detected by a charge-coupled device (CCD). Angle sensitive measurement
setups can also be applied. In this way, PCs allow for permittivity sensing, which
is more commonly referred to as refractive index sensing. Eq. (3.1) tells us that
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these sensors can be optimized by concentrating the field where the change in
permittivity will occur.

The property that PCs support guided-resonance modes is popularly exploited
in photonic crystal biosensors [9, 36, 37, 81]: A PC is designed to be sensitive to
changes in permittivity at its surface, and have an optical spectra with charac-
teristic features that can be monitored by a detector. One example of a feature
can be a narrow banded dip in transmittance, similar to the ones shown in Fig.
3.1(c). The PC can be used as a biosensor if the surface is functionalized to cap-
ture specific targeted molecules. When the PC is exposed to a sample containing
target molecules, a mono-layer of target molecules will settle on the PC surface. If
the permittivity of the mono-layer differs from that of the surrounding material,
a shift of the center wavelength of the dip can be detected.

3.2 Detecting local changes in permittivity with
photonic crystals

Using a scheme similar to the one described above, the PC sensor developed in
this thesis can be used to detect overall changes in permittivity on the PC surface.
However, our aim has been to reach sensitivities on the order of single molecules.
Naturally, single molecules cannot be considered to be a continuous layer cover-
ing the entire surface of the crystal. Captured target molecules should rather be
considered as locally bound defects that break the symmetry of the lattice. De-
fects induce local shifts in the frequency of resonant modes, and provide new exit
channels for light semi-bound in the guided-resonance mode [24, 25].

Rather than monitoring the overall transmittance of a membrane, we have
chosen to design an optical setup that measures the transmittance with spatial
resolution. For an incident source tuned to a wavelength where the light couples
into a guided-resonance mode, the pristine PC functions as a mirror. Defects in
the lattice appear as bright spots, centered at the origin of the defect, on a dark
background.

As reported in our published works [24,25,82,83], the behavior of single par-
ticles trapped in photonic crystals can be understood as amplified small particle
Rayleigh scattering theory. An illustration explaining this model is given in Fig.
3.2: As long as the particle is small enough, the guided-resonance modes will not
be affected by the particle, and nearly 100% of the light will be reflected. Simulta-
neously, the particle will be located in a strong electromagnetic field. The particle
will scatter this high field, creating spherical waves that escape and propagate
away from the slab. The scattered irradiance can be focused onto a CCD detector
by a lens system, and will appear on the screen as a bright spot on a dark surface.
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Figure 3.2: (a) Pristine 2D-photonic crystal functioning as a mirror due to coupling
of incident light into a guided-resonance mode. (b) A particle is inserted into the
crystal lattice. The particle scatters the field supported by the guided-resonance
mode. The scattered irradiance is focus onto a CCD screen, causing the particle
to appear as a bright spot on the screen.
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Figure 3.3: Dielectric sphere in uniform static electric field.

3.2.1 Dielectric sphere in static electric field

Small particle Rayleigh scattering is best understood by starting with the example
of a homogeneous sphere placed in a uniform static electric field. This system
is illustrated in Fig. 3.3. The sphere has permittivity εp and is surrounded by a
homogeneous medium with permittivity εA.

We first note that the symmetry of the problem ensures that the fields must be
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3.2. Detecting local changes in permittivity with photonic crystals

independent of ϕ. The electric field, E(r, θ), can hence be defined by the electric
field inside, Ep(r, θ), and outside the sphere, EA(r, θ), and expressed as a function
of the scalar potentials Φp(r, θ) and ΦA(r, θ):

E(r, θ) =

−∇Φp(r, θ), for r < a

−∇ΦA(r, θ), for r > a
(3.2)

Given that there are no free charges present, Laplace’s equation further requires
that

∇2Φp(r, θ) = ∇2ΦA(r, θ) = 0, (3.3)
and the boundary conditions at r = a are

Φp(a, θ) =ΦA(a, θ), (3.4)

and

εp
∂Φp(a, θ)

∂r
=εA

∂ΦA(a, θ)
∂r

. (3.5)

Since the sphere is a passive element, we can assume that as we approach the limit
r →∞, the electric field points in the z-direction and has amplitude E0 = |E0|:

lim
r→∞

ΦA(r, θ) = −E0r cos θ = −E0x (3.6)

A possible solution satisfying Eqs. (3.2–3.6) is given by the following two ex-
pressions for Φp(r, θ) and ΦA(r, θ):

Φp(r, θ) =− 3εA
εp + 2εA

E0r cos θ

ΦA(r, θ) =− E0r cos θ + a3E0
εp − εA
εp + 2εA

cos θ
r2

Evidently, the field outside the sphere is a superposition of the potential of the
static electric field and the potential induced by the sphere:

ΦA(r, θ) = Φstatic(r, θ) + a3E0
εp − εA
εp + 2εA

cos θ
r2 ,

which can be rearranged to read

ΦA(r, θ) = Φstatic(r, θ) + p · r
4πεAr3 , (3.7)

where |r| = r and
p = 4πεAa3 εp − εA

εp + 2εA
E0. (3.8)
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Figure 3.4: Dielectric sphere in plane wave electric field.

The second term on the right side in Eq. (3.7) can be recognized as the potential
of an ideal dipole [50, 84], for r � d, where d is the distance between the two
opposite sign charges of the dipole. The only difference is that the dipole moment
of an ideal dipole equals qd, while in this case, the dipole moment is given by Eq.
(3.8).

We can hence conclude that the resulting field outside the sphere is a superpo-
sition of the uniform static electric field, E0, and the field of an ideal dipole with
dipole moment

p = εAαE0,

where
α = 4πa3 εp − εA

εp + 2εA
. (3.9)

The parameter α is called the polarizability of the dielectric sphere, and determines
the amplitude of the dipole moment.

3.2.2 Dielectric sphere in harmonic electric field
The uniform static electric field is now replaced by a plane wave, E0e

i(kAx−ω0t),
polarized in the z-direction and with amplitude E0 = |E0|, as shown in Fig.
3.4. The particle will scatter the field. We ask the question: Can the scat-
tered field be expressed simply as a Hertzian dipole [85] with a dipole moment
p = εA(ω0)α(ω0)E0e

−iω0tux, where α(ω0) is given by Eq. (3.9) and the permittivi-
ties εp and εA are frequency dependent?

For large spheres, this is clearly not true. Such a model requires that the field
across the volume of the sphere is approximately constant at any given point in
time. This is not the case if the sphere radius, a, is comparable to, or larger than,
the wavelength of the incident plane wave. The field across the sphere is, however,
approximately constant if the radius of the sphere is sufficiently small. In fact,
it can be shown that for 2π√εpa/λ0 � 1, where λ0 is the vacuum wavelength
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Figure 3.5: Color image representation of the absolute value of the scattered elec-
tric field, |Escat|, as a function of positions x and z, calculated from Eq. (3.10). In
this example |p| = 4πεA Cm, and the color scale is given in units of Volts.

corresponding to a frequency ω0, the answer to the question above is yes. The
time-dependent scattered field can hence be expressed as

Escat = ei(kAr−ω0t)

4πεA

[
k2

Ap(ur × uz)× ur
1
r

+ p[3ur(uz · ur)− uz]
(

1
r3 −

ikA

r2

)]
,

(3.10)
where kA = ω0

√
εA/c, and p = |p| [84–87]. Figure 3.5 shows plots of the absolute

value of Escat in the xz-plane at times ω0t = 0, ω0t = π/4, and ω0t = π/4.
The figure shows how the scattered field, at some distance from the origin, is a
spherical wave propagating outwards, with a zero-field axis parallel to the incident
polarization. This is a correct description roughly half a wavelength away from the
dipole center, r > π/kA, where the (1/r) term in Eq. (3.10) dominates by a factor
of 10 or more. For smaller r, the (1/r2) and (1/r3) terms are dominant. Also
note that due to the symmetry of the system, the scattered field is independent of
rotation about the z-axis.

The area where the (1/r)-term dominates is called the far field. Omitting the
time dependence, we can expression the electric field in the far field as

Escat = |Escat|eikAruθ,

where uθ is defined in Fig. 3.4, and

|Escat| =
1

4πεA
k2

Ap

r
sin θ =

(2π
λ0

)2 ( εp − εA
εp + 2εA

)
εAa

3E0

r
sin θ.

We further construct a sphere of radius R, enclosing the dipole, where we let
R� π/kA. We denote the sphere surface by SR, and know that the electric dipole
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field will always be perpendicular to the surface normal, n. Since the magnetic
dipole field is oriented perpendicular to both ur and uθ, the same is true for the
magnetic field. This enables us to calculate the power irradiated from the dipole:
Pointing’s vector is found as

S = 1
2< (Escat ×H∗scat) = 1

2
kA

ωµ0
|Escat(r = R)|2ur =

√
εA
2

√
ε0
µ0
|Escat(r = R)|2ur.

The power flowing out of the surface SR, is found by integrating S · n over SR:

P =
∫
SR

S · ndS =
∫
SR
|S|dS =

∫
SR

√
εA
2

√
ε0
µ0
|Escat(r = R)|2dS.

This gives the irradiated power as

Pscat = 8π
3

√
ε0
µ0

(2π
λ0

)4 ∣∣∣∣∣ εp − εAεp + 2εA

∣∣∣∣∣
2

ε
5
2
Aa

6E2
0 . (3.11)

From Eq. (3.11) one can further derive a parameter called the scattering cross
section, which is the scattered irradiance, Pscat, divided by the absolute value of
the Poynting vector, Sinc, of the incident field:

σ = Pscat

|Sinc|
= 8

3

∣∣∣∣∣ εp − εAεp + 2εA

∣∣∣∣∣
2

(kAa)4πa2,

where kA = 2π√εA/λ0.

3.2.3 Detecting scattering from small particles
When detecting the scattered irradiance from a particle, for example by using an
optical microscope and CCD screen, the intensity of the light observed is propor-
tional to the power that the particle irradiates. Equation (3.11) is therefore useful.
It tells us what parameters that need to be tuned to increase the visibility of the
particle, and what the limiting factors are.

Examining Eq. (3.11), the main limiting factor is the radius of the particle.
The irradiance is proportional to the radius, a, to the power of six. We further
see that the irradiance is proportional to the inverse vacuum wavelength to the
power of four, λ−4

0 , and the squared amplitude of the excitation field, E2
0 . The

equation also holds a number of terms containing the permittivities of the system.
The permittivities of a given system are typically fixed, and may be regarded as
constants. In conclusion, in a sensor where small particles are detected by the
scattered light they irradiate, we can optimize the sensitivity of the sensor by
using the smallest possible wavelength and a strong excitation field.
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Figure 3.6: Illustration of three techniques, designed to keep the background signal
independent of the amplitude of the excitation field: (a) Dark field microscopy,
(b) fluorescent microscopy, and (c) particle detection by the use of a 2D photonic
crystal supporting a guided-resonance mode.

Since strong excitation fields are easily attained, for example by the use of
lasers, the solution seems easy. In theory, a decrease in particle size can always be
counteracted by increasing the amplitude of the excitation field. However, increas-
ing the amplitude of the excitation field is generally also followed by an increase
in the background noise level. The signal-to-noise ratio, which is what determines
the detection limit in practice, is thus not necessarily improved. Consequently,
the sensor must be designed in a way that keeps the background signal indepen-
dent of the amplitude of the excitation field. This can be achieved in a number
of ways. In dark field microscopy, the excitation field is blocked from the imaging
plane by only imaging higher orders of diffraction, as shown in Fig. 3.6 (a). In
fluorescent techniques, a source excites fluorescent samples, causing the samples
to emit light at a different wavelength. The excitation wavelength can then be
prevented from reaching the imaging plane by using an optical filter. This tech-
nique is illustrated in Fig. 3.6 (b). Figure 3.6 (c) shows a setup specially made
to detect particles trapped in PCs. A PC supporting a guided-resonance mode
reflects incident light while providing high fields inside the membrane. The only
light reaching the imaging plane is then scattered irradiance from the particle.
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Chapter 4

Optical characterization of
photonic crystals

Two optical setups have been built in order to characterize the PCs fabricated in
this thesis. These have been named setups A and B, as indicated in Fig. 4.1, and
are composed of standard optical components.

In setup A, a diode laser is redirected via a plane aluminum mirror, to pro-
vide normal incidence backside illumination on a 2D PC. An optical microscope
equipped with a CCD camera views the PC from the top, and provides a magnified
image of the transmitted light. If needed, the incident light and the detected light
can independently be linearly polarized. In setup B, the source is a halogen bulb,
routed through a monochromator, a set of concentrators, a multi-mode fiber and
a collimator. Apart from this, the two setups are identical.

In this section, we explain the working principle of each part of the two sys-
tems. This includes a basic review of the optical concentrator and collimator,
the mirror, the linear polarizer, single-mode and multi-mode optical fibers, the
monochromator, the laser, and the CCD detector. Finally, we review optical mi-
croscopy, focusing on detection of small particles and the optical diffraction limit.
The use of setups A and B is described in our publications [24, 25,58,82].

4.1 Concentrator and collimator
A collimator is essentially a device that limits the path of a beam, either by phys-
ically blocking part of the beam or by reshaping it. In optics, it refers to a lens
system that redirects the rays radiating out from a point source with zero wave-
length, creating a beam of parallel rays. This situation is illustrated by the black
rays in Fig. 4.2 (a), giving an example of perfect collimation. With an extended
source and nonzero wavelength, imperfect collimation is obtained, as illustrated by
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Figure 4.1: Two optical setups. Both are composed of a collimated normal inci-
dence light source illuminating a photonic crystal. The transmitted light is magni-
fied by a BX51 Olympus optical microscope and recorded using a F-view II CCD
camera. If needed, the incident light and the detected light can independently be
linearly polarized. In setup A, the source is a diode laser with a built in collimator,
while in setup B the source is a halogen bulb, routed through a monochromator,
a set of concentrators, a multi-mode fiber and a collimator.

the blue beam in Fig. 4.2 (a). Real beams can hence not be perfectly collimated.
In setup B, the beam was in fact required not to be optimally collimated, as this
increases the field intensity at the sample surface. The beam illuminating the PC
in setup B has a shape similar to the dotted blue lines in Fig. 4.2 (a). The PC is
placed at the minimum beam waist, marked by wmin. Using ray optics, a beam
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4.2. Mirror

Figure 4.2: Lenses used to (a) collimate and (b) concentrate an incident beam.

waist at the lens of wlens = 4 mm, and a distance between the lens and the PC of
l = 100 mm, it is estimated that the beam illuminating the PC has a divergence
of approximately (wlens/2)/l = 20 mrad.

An optical concentrator is also composed of a lens system, only in this case the
system collects the light from a diverging beam, producing a beam that diverges
even more. This situation is shown in Fig. 4.2 (b). As can be seen in the figure,
a concentrator focuses a beam with wide beam waist down to a narrower beam
waist.

For more details on collimators and concentrators, and an explanation of what
lenses are and how they work, see the textbooks [51,52,88,89].

4.2 Mirror
A plane mirror with infinite extent in the xy-plane is illustrated in Fig. 4.3(a). It
is used to reflect a plane wave with wave vector ki and amplitude Ei, producing a
plane wave with wave vector kr and amplitude Er. An ideal mirror will produce
a reflected wave where |Ei| = |Er|, |ki| = |kr|, and θi = θr. However, in real life
there are no ideal mirrors. What does this imply?

Using Snell’s law of reflection, we know that the tangential components of the
wave vectors are equal on both sides of the boundary between materials 0 and 1:

ky1 = ky0, (4.1)

where |ki|2 = ε0(ω/c)2 = k2
z0 + k2

y0 and |kt|2 = ε1(ω/c)2 = k2
z1 + k2

y1.
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Figure 4.3: Illustration of mirror with infinite extent in the xy-plane. A plane TM
wave, with wave vector ki, is reflected of the surface of the mirror, producing a
reflected plane wave with wave vector kr. (b) The reflectance of TM- and TE-
polarized plane waves with wavelength 600 nm, as a function of incidence angle,
incident on a mirror made of aluminum (ε1 = −50.28 + i18 [90]), represented by
the absolute value squared of reflection coefficients rtm and rte.

Combining Eq. (4.1) with Fresnel’s law of reflection, one can calculate that the
coefficients of reflectance for TM- and TE-polarized waves are:

rtm =

∣∣∣ ki
kr

∣∣∣2 kz1 − kz0∣∣∣ ki
kr

∣∣∣2 kz1 + kz0
=

∣∣∣ ε0
ε1

∣∣∣√ε1 − ε0 + ε0 cos2 θi −
√
ε0 cos θi∣∣∣ ε0

ε1

∣∣∣√ε1 − ε0 + ε0 cos2 θi +√ε0 cos θi
, (4.2)

and
rte = kz0 − kz1

kz0 + kz1
=
√
ε0 cos θi −

√
ε1 − ε0 + ε0 cos2 θi

√
ε0 cos θi +

√
ε1 − ε0 + ε0 cos2 θi

. (4.3)

Analyzing Eqs. (4.2) and (4.3), we see that high reflectance is present when
|ε0| � |ε1|. Since the absolute value of the permittivity of metals in general is high
in the visible spectrum, metals are great optical reflectors. However, it is also clear
that a metallic mirror does not reflect all the light. This is shown in Fig. 4.3(b),
where the reflectance off an aluminum mirror is plotted as a function of incidence
angle θi, for both TM- and TE-polarized plane waves, for a vacuum wavelength
of 600 nm. Aluminum mirrors have been used in both setup A and B, and as the
figure displays, the reflectance lies between 90 and 100 % in the visible spectrum
[90]. Note also, that an aluminum mirror will depolarize the light for θi 6= 0◦ and
θi 6= 90◦, as in this case |rtm|2 6= |rte|2. Aluminum mirrors should hence not be
used to steer polarized beams.
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Figure 4.4: (a) Wire-grid-polarizer and (b) dichroic crystal used to linearly polarize
an incident electric field.

To obtain mirrors less sensitive to polarization, and with higher reflectance,
other metals, or broad band reflectors made of PCs, can be used [91]. Aluminum
mirrors were, however, sufficient for the optical experiments in this thesis.

4.3 Linear polarizer
A polarizer is an optical filter that turns an incident field with arbitrary polar-
ization into a field of defined polarization. The defined polarization for a linear
polarizer is linear. As illustrated in Fig. 4.4, it blocks the field for all but one
orientation.

Linear polarizers are made in a number of ways, and are characterized by their
extinction ratio, which is a measure of how well they perform. The extinction
ratio can be defined as R = P0/P90, where P0 is the power transmitted of a field
with polarization parallel to the transmitting orientation of the polarizer, and P90
is the power transmitted for the same incident field with the polarizer rotated 90
degrees.

Figure 4.4(a) illustrates one of the simpler polarizers, made of a grid of parallel
metallic wires. This polarizer works as follows: Fields oscillating with a vector
parallel to the wire lines, will induce movement of electrons in a direction parallel
to the wires. Since electrons are free to move along the lines, an electrical current
is generated, similar to that of currents produced in a mirror. Thus, a strong
reflection of this particular polarization is obtained. Electron movement is also
induced for the perpendicular polarization, but since electrons cannot jump from
wire to wire, they are inhibited from moving. Consequently, this polarization is
transmitted. In order for such polarizers to work, the period of the wire lattice is
tuned to operate at a specific wavelength region. Extinction ratios in the order of
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Figure 4.5: (a) Optical fiber, composed of a cylindrical dielectric core with per-
mittivity εB, surrounded by a coating with permittivity εA < εB. Rays with an
incident angles θ < θa, are guided by the fiber by total internal reflection.

100 are typical [92].
Figure 4.4(b) illustrates a linear polarizer made of a dichroic material. Rather

than having polarization dependent reflection, this type of polarizer utilizes po-
larization dependent absorption [51]. Dichroic materials can show very strong
absorption of light for one polarization, while a different polarization is virtually
not absorbed at all. A number of materials have dichroic properties. The polar-
izers used in this thesis are made using the dichroic material cellulose triacetate
[93], and have extinction ratios in the visible spectrum between 1000 and 5000.

4.4 Optical fibers
Optical fibers are cylindrical waveguides that support fully guided modes. In ev-
eryday life, optical fibers allow us to transport the enormous amount of information
our society has acquired the need for. In relation to this thesis, they are a practical
way of transporting light, from one part of the system to another in setup B. More
specifically, light from the output of the monochromator is focused onto the core
of a fiber, and the fiber guides the light to the collimator, which in turn focuses
the light onto the back of our PCs.

The fully guided modes of a cylindrical waveguide are found by solving Maxwell’s
equations in a cylindrical coordinate system. This is done in a number of text-
books [51,88]. The results are discrete solutions for a given wave vector component
aligned with the fiber core. The amplitude of the modes is a function of distance
from the fiber core and rotation about the fiber center axis, and is expressed by
Bessel functions.

Optical fibers can be designed to support a single fully guided mode, so-called
single-mode fibers, or multiple fully guided modes, so-called multi-mode fibers. A
number of different fiber types exist: Step index fibers, graded index fibers [51],
hollow-core fibers and PC fibers [39]. We will limit our discussion to step index
fibers, as this is what we use in setup B.

An illustration of a step index fiber is given in Fig. 4.5. It is composed of
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a cylindrical dielectric core with permittivity εB, surrounded by a coating with
permittivity εA. In order for fully guided modes to be supported by the core, we
must have εA < εB. In this case, there is a critical angle, labeled θc in Fig. 4.5,
where rays in the core incident on the coating with an angle larger than θc are
totally reflected. This enables us to define the numerical aperture (nNA) of the
fiber: If the largest angle at which a ray can enter the core and still be guided is
θa (see Fig. 4.5), then

θa = sin−1 nNA√
ε0

= sin−1 nNA,

where the outside of the fiber is assumed to be air, ε0 ≈ 1. Using Snell’s law at
the ε0-εB boundary at the left end of the fiber, and at the εB-εA boundary inside
the fiber, nNA can be redefined as

nNA =
√
εB − εA,

and the numerical aperture can further be used to define a parameter V, given a
specified fiber core radius, labeled a in Fig. 4.5, and working vacuum wavelength
λ0:

V = 2π a
λ0
nNA

The V-parameter tells us how many fully guided modes the fiber supports. For
V < 2.405, the fiber only carries one fully guided mode. The number of supported
modes M, as a function of larger V , is an integer-valued step function, but M can
be approximated for V � 1 by

M ≈ 4
π2V

2 = 16
(
a

λ0

)2
n2

NA (4.4)

The amount of light coupled into a fiber by an incident source, depends on
how well the phase front of the light focused onto the fiber core matches the phase
front of a superposition of all the modes available. Consequently, if the wavefront
extends over a core with a radius that is very small, efficient coupling can require
elaborate alignment procedures. This is the case for single modes fibers, which
typically have a core radius on the order of the wavelength of the incident light.

In contrast, multi-mode fibers typically have a core radius exceeding the wave-
length of the incident light, by an order of magnitude or more. Moreover, the fiber
supports a large number of fully guided modes. Compared to a single mode fiber,
this makes it easy to couple light into a multi-mode fiber.

The fiber used in setup B is a M27L01 made by ThorLabs. It has a core radius
of 100 µm and a numerical aperture of 0.39. For an operating vacuum wavelength
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of 600±100 nm, this is a multi-mode fiber. Using Eq. (4.4), the number of fully
guided modes supported by the fiber is more than 50000. These modes are coupled
to with varying efficiency. The light exiting the multi-mode fiber will naturally be
a superposition of many modes, and will result in modal noise, also referred to as
speckle [51, 88]. This was, however, not observed, possibly due to the light being
too broadband. Alternatively, the exposure times we used might have caused the
modal noise to disappear as a result of averaging.

4.5 Monochromator

A 2D illustration of the monochromator in Fig. 4.1, viewed from the top, is shown
in Fig. 4.6(a). It works as follows: A broad banded light source is focused in
through the input port of a box whose inside is coated with a light absorbing
layer, e.g. BlackVelvet [94]. The box is typically filled with air with permittivity
εA ∼ 1. After entering the box, the light is reflected off a plane mirror, redirecting
the light onto a curved mirror. The curved mirror collimates the incoming light,
and produces a plane incident wave on a grating composed of a series of periodic
line reflectors, as shown in Fig. 4.6(b). The reflection of the grating is wavelength
dependent, resulting in only a subset of the frequencies in the source reflecting back
towards the curved mirror, and finally exiting the monochromator out through the
output port by reflecting off a second plane mirror. The output port slit width
is tuned to adjust the band width of the output light. All other frequencies are
absorbed in the inside coating.

To explain why the reflection of the grating is wavelength dependent, we go
back to a previous derivation, Eqs. (2.25–2.29). From these equations we know
that a periodic grating reflecting a plane wave produces m number of diffraction
orders, where the period, p, determines how many of the orders reach the far
field. In this example, we will assume that there are only three non-evanescent
diffraction orders in the far field: m = −1, m = 0, and m = 1. Furthermore,
the grating has a period allowing us to approximate the reflection from each line
mirror as a cylindrical wave: We are located at a distance r from the surface of
the grating, where r � p.

We can now use ray optics to find the angle, θm, where constructive interference
occur for diffraction order m. First define two points, I1 and I2, that lie on the
same wavefront of the incident plane wave, as shown in Fig. 4.6(b). Next, a point
P is defined at a distance r from the grating surface. The length of the ray paths
from points I1 and I2, to the mirror plane, and out to the point P , are finally
defined by D1 and D2. Constructive interferences will then occur for angles θm

62



4.5. Monochromator

Wavelength	
dependent	
scattering

A

0

1

2

A

1

2
0

A

Figure 4.6: (a) Two dimensional illustration of the monochromator in Fig. 4.1, seen
from the top. Broad banded light enters the input port of a box containing two
plane mirrors mounted at a fixed angle, a curved mirror and a grating. Light at the
input port is reflected onto the grating via one of the plane mirrors and the curved
mirror. The grating is situated above the plane mirrors. The curved mirror hence
focuses the light towards the grating at an angle, enabling it to pass above the
plane mirrors. Only a subset of the frequencies is further reflected back towards the
curved mirror, and finally exits the box out through the output port by a reflection
off the second plane mirror. The slit width on the output port is tuned to adjust
the band width of the output light. (b) Illustration of the grating, composed of
a periodic array of line reflectors, with period p. The profile of the grating is
designed to provide high diffraction efficiency for diffraction order m = −1, at an
angle θm, for incident plane waves with an incident angle θ0 and wavelength λA.
The observation point, P , is defined such that r � p. Furthermore, we define two
points, I1 and I2, lying on the same wavefront of the incident wave.

fulfilling the following requirement:
2π
λA

(D1 −D2) = 2mπ ⇒ kAp(sin θ0 + sin θm) = mπ, (4.5)
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where kA = 2π/λA, θ0 is the incident angle, and λA is the wavelength in a medium
with permittivity εA.

Equation (4.5) is called the grating equation, and shows how different wave-
lengths will interfere constructively at different angles, θm. Consequently, the
grating inside our monochromator creates a fan of wavelengths, where each wave-
length is entailed to an angle, θm. A specific band of wavelengths can hence be
selected by rotating the grating and tuning the slit width on the output port. A
narrow slit produces a narrow bandwidth output.

Setup B employs a Cornerstone 130 monochromator, made by Newport. It
uses a 1200 lines/mm grating, and is specified to produce a minimum bandwidth
of around 1 nm. Due to intensity requirements, such minimal bandwidths have
not been used. In our experiments, the output slit has been tuned to produce a
source bandwidth of ∼ 4.5 nm.

A more detailed description of diffraction gratings can be found in a Handbook
written by Erwin Loewen, available at Newport’s web pages [95].

4.6 Laser
The basic components of a laser are illustrated in Fig. 4.7(a). Two mirrors, where
one is partially transmitting, forms an optical cavity with length L. Using ray
optics one can show that this cavity supports resonant modes with frequencies
ν = cN/(2√εGL), where c is the speed of light in vacuum, N is a natural number,
and εG is the permittivity of the gain medium. Assume now that the cavity
dimensions are designed to support a resonant mode with frequency ν1, and that
the property of the gain medium allows for stimulated emission at this frequency:
A photon with frequency ν1 propagating in the gain medium, with phase φ1 and
in a direction defined by k1 = ±kyuy, generates clones of itself by triggering
electrons exited to higher energy levels to recombine with holes. One electron-hole
recombination creates one photon.

Stimulated emission is hence only possible when the gain medium is in a state
where electrons have been exited to higher energy levels. This is the function of the
excitation pump. It increases the likelihood for an an electron to be available to
recombine with a hole, if a photon passes by. When the excitation pump is turned
on, electrons are excited to higher energy levels. Photons are initially generated
from spontaneous recombination of holes and electrons. One spontaneous emitted
photon results in two identical photons by stimulated emission, which further
results in four identical photons by stimulated emission, and so on. Photons that
fulfill the resonant condition of the cavity will eventually dominate. They all have
the same phase and frequency, and are propagating along the z-axis. A coherent
beam is therefore emitted through the partially reflective mirror at the right side
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Figure 4.7: (a) Illustration of the working principle of a laser composed of one
highly reflective mirror and one partially reflective mirror, forming an optical cavity
in the horizontal direction. Between the two mirrors lies a gain medium, with
permittivity εG, which is excited by a pump. Photons generated by spontaneous
electron-hole recombination are amplified by stimulated emission, which results
in coherent emission of light out through the partially reflective mirror, with a
bandwidth set by the length of the cavity and the properties of the gain medium.
(b) Illustration of a laser diode composed of an active region surrounded by lower
index regions. The active region is both a gain medium and an optical cavity.
The laser is driven by a current, i, causing emission of coherent narrowband light
mainly traveling in the z-direction.

of the laser cavity. The bandwidth is set by the length of the cavity and the
properties of the gain medium.

Figure 4.7(b) shows how a laser can be built in practice. A heavily doped region
in a semiconductor, referred to as an active region, is formed in a pn-diode, and the
sides of the diode are cleaved. The semiconductor has higher permittivity than the
surrounding medium, which is typically air. The cleaved surfaces hence function
as plane reflectors. Moreover, the permittivity of the active region is higher than
that of all the surrounding regions. Consequently, an optical cavity is formed, with
thickness t, and horizontal dimensions L and W . Since the thickness is typically
small, and in the order of the wavelength of the emitted light, we can not apply ray
optics to determine the frequencies of resonant modes. However, from the previous
study of Maxwell’s equations, we understand that resonant modes propagating in
the xy-plane, bound by total internal reflection in the z-direction, will exist. In
fact, the parameters, W , t and L, can be tuned to support resonant modes at
frequencies where the active region works as a gain medium.

The gain is induced by forward biasing the diode. Electrons are then injected
into the active region, leading to population inversion. Electron-hole pairs will
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Figure 4.8: (a) Illustration of a 3×3 charge-coupled device (CCD detector), show-
ing how the pixels are defined by a set of 1D potential barriers buried in the
Si-substrate, and a perpendicular set of metallic lines. After exposure, the charge
accumulated in the vicinity of each metallic line is shuffled over to the adjacent
metallic line, in the direction of the serial shift register, transferring one pixel at a
time into the data storage by an analog-to-digital converter.

tend to recombine, and produce light by spontaneous emission, which triggers
stimulated emission. Eventually, this leads to a strong field resonating in the
optical cavity, and emission of coherent light. In principle, light can be emitted
out along both the x- and y-axis, as indicated by the dotted waves in Fig. 4.7(b).
However, in general the geometry of the structure is designed to emit along one
axis. The bandwidth is set by the dimensions of the cavity and the band structure
of the gain medium. The laser used in optical setup A is a LC-LMD-635-03-01-A
diode laser made by Laser Components. It has a built in collimator, and produces
a 1.1 mrad divergence collimated beam with a line width of ∼4.5 nm centered at
632 nm.

For a more elaborate review on lasers and laser diodes, we refer to the following
textbooks [51,96].

4.7 Charge-coupled device (CCD)
As diodes can produce radiation by electron-hole recombination, radiation can
also be absorbed by creating electron-hole pairs. By ensuring that the generated
positive or negative charge is collected and detected, this process can be exploited
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to make radiation detectors. For detection of visible frequencies with 2D spatial
resolution, two technologies are presently well developed. These are so-called CCD
and CMOS image detectors. Both technologies are built on Si-platforms, and can
therefore detect wavelengths up ∼1.1 µm, corresponding to the band gap of Si.

CCD is an abbreviation for charge-coupled device, reflecting how the pixels
are serially read out after an image has been recorded. CMOS stands for comple-
mentary metal-oxide-semiconductor, which reflects that the process used to make
CMOS image detectors is the standardized CMOS process. CMOS detectors are
therefore cheaper and is what you typically find in consumer products (cell phone
camera, digital video cameras, etc.). CMOS detectors are generally faster than
CCD detectors, while the main advantage of CCD detectors has been that they
can operate with low noise. The camera chip used in setups A and B, is a F-View
II Peltier cooled black and white 2D CCD made by Soft Imaging System GmbH.
We will give a short introduction to how it works. A more detailed review of CCD
detectors is found in the textbooks [51,97,98].

Figure 4.8 shows a simplified illustration of a CCD detector chip. We remark
that a real CCD detector has a far more complex design, with apertures clearly
defining where the substrate is exposed to light, and overlaying optics that ensure
efficient collection of incident light. For color CCDs, each pixel can also comprise
filters that allow the color of the light to be recorded. Options for cooling are also
available in high end devices. The basic working principle can, however, still be
understood from the simplified model in Fig. 4.8.

Fabrication of CCDs starts by defining a 1D grid of highly doped lines in a
Si-substrate. These lines are potential barriers. Next, a thin layer of oxide is
deposited, and a 1D grid of metallic lines is deposited on top of the oxide, oriented
perpendicular to the highly doped lines. When the chip is illuminated, electron-
hole pairs are generated in the substrate, and the number of electron-hole pairs
generated is proportional to the number of photons incident on the substrate. The
electron-hole pairs are further separated from each other by applying a voltage on
each metallic line, creating rows of changes segmented by the vertically oriented
potential barriers. This creates a 2D grid of pixels, where the intensity of the light
recorded by each pixel is proportional to the charge accumulated in the vicinity of
each metallic line segment.

The next step is to transfer pixel values into the data storage. How this is done
is what really distinguishes CCDs from CMOS detectors. By applying a voltage
algorithm on the metallic lines, the charge is shuffled from one row to the next,
in the direction of a serial shift register located at one side of the CCD chip. For
each row, the serial shift registered is transferred, one pixel at a time, into the
data storage, via an analog-to-digital (A/D) converter. The use of only one A/D-
converter is what enables CCD detectors to operate with low noise. It is, however,
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Figure 4.9: (a) Illustration of a simple biconvex lens, and (b) a micropscope objec-
tive used to create a virtual image of an object that is magnified. (c) Infinite-focus
microscope setup

also what makes them slower than CMOS detectors, which typically use parallel
readout schemes [98].

4.8 Optical microscopy
Optical setups A and B employs a BX51 Olympus optical microscope. We will
now review aspects of optical microscopy, relevant in relation to the two setups.
For a general review of optical microscopy, it is referred to the following textbooks
[99,100].

4.8.1 Basics of optical microscopy
An optical microscope is typically used for magnifying objects, or the details of an
object, that are too small to be seen with the naked eye. Figure 4.9(a) shows how
a lens diffracting light can give a magnified virtual image of the object in question.

Most of us have seen how this works in practice by using a simple magnifying
glass, as the one illustrated in Fig. 4.9(a). The image plane, and the distance from
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the lens to the object, is here described by the lens equation

1
f

= 1
a

+ 1
b
,

where f is the focal length of the lens, a is the distance from the object to the
center of the lens, and b is the distance from the center of the lens to where the
images is in focus. From a geometric analysis of Fig. 4.9(a), we can further deduce
that the magnification, M, provided by a lens with focal length f is given by

tan θ = l1
a

= l2
b
⇒ M = l2

l1
= b

a
= f

a− f
,

The magnification in a microscope is provided by a more complex objective, as
illustrated in Fig. 4.9(b). The objective is typically not a simple lens, but rather
a set of lenses yielding a far more complex ray path. However, the two systems
basically do the same thing: Create a virtual image of the object that is magnified.

An illustration of a microscope connected to a camera is shown in Fig. 4.9(c).
This specific microscope has so-called infinity-corrected optics: Imaging a point
source with zero wavelength, placed at the center axis, produces a beam of parallel
rays between the objective and the camera module. The rays are collected by the
lens in the camera module, and are focused down to a point on the camera chip. In
the case of a source with finite extent and wavelength, for example light diffracted
by a small object, the objective will not produce a perfectly collimated beam of
the diffracted light. However, if the source, or the diffracting object, is small and
placed sufficiently close to the center axis, a perfectly collimated beam is a good
approximation. This makes the setup virtually independent of the distance ls, and
allows for optical components like filters and polarizers to be inserted into the ray
path as needed. Infinity-corrected optics is a practical configuration, typical for
Olympus microscopes.

4.8.2 Detection of small particles and the optical diffrac-
tion limit

At this points we have explained how a microscope can magnify an object, making
it appear larger than it really is. A natural question is then: How small can an
object be and still be visible in an optical microscope? The answer to this question
depends on what we mean by “visible”.

We will first answer the question when the object is a small particle, and
“visible” is defined as: The particle appears as a dot, and light diffracted by the
particle can be approximated by a point source. As shown in Fig. 4.10, a point
source creates spherical waves, propagating away from the particle. When ray
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Figure 4.10: Illustration of a simple lens using plane wave illumination to image a
particle.

optics applies, i.e. when the wavelength is zero, a perfect lens will focus these waves
down to a point in the image plane. In theory, if the lens is infinitely large (D →
∞), the point source will be perfectly reconstructed on the CCD detector. In real
life, however, the lens has finite extent. This results in an imperfect reconstruction
of the points source, seen as an Airy disk pattern [89, 99] on the CCD. The Airy
disk pattern is composed of a bright central disk, surrounded by concentric rings
of decreasing brightness, as illustrated in the box labeled Camera View in Fig.
4.10.

The brightness of the central disk relates to the size of the particle. At the limit
where the particle can be approximated by a Rayleigh particle, the brightness is
proportional to the volume of the particle squared. As described in chapter 3.2.,
this causes the intensity of the central disk to drown in background noise in systems
where the illumination source is not inhibited from reaching the imaging plane.
Excluding fluorescently labeled particles, and particles detected using dark-field
techniques, single particles with a radius smaller than ∼100 nm can hence not be
detected using standard optical microscopes [82].

Projecting the Airy disk pattern back to the object plane, for an object placed
far away from the lens (a → ∞), the radius of the central Airy disk can be
expressed as

d = 1.22λf
D
,

where f is the distance between the lens and the imaging plane, and D is the
diameter of the lens. A corresponding equation can be developed for microscope
objectives:

d = 1.22 λ

2nNA
,
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Figure 4.11: Illustration of a microscope objective, indicating the working distance
of the objective. The working distance is defined by the distance between the
objective and the object, when the object is in focus.

.

where d is called the diffraction limit of the microscope, and nNA is the numerical
aperture. The numerical aperture of an objective is defined by

nNA = √ε0 sin θ,

where θ is the angle defining the light cone collected by the objective when the
object is in focus, as illustrated in Fig. 4.11. The distance between the objective
and an object in focus, is called the working distance.

Assume now that an objective has a numerical aperture of 0.6, where the
maximum possible nNA = 1, and that the imaging vacuum wavelength is 600 nm.
The radius of the central disk in the Airy pattern, d, is then 610 nm. We use
this objective to image two adjacent particles with radii 100 nm. A comparison
of the resulting image projected back to the object plane, and the actual size
of the particles, is illustrated in Fig. 4.12. The figure shows how the Airy disk
patterns overlap. Adjacent particles, much smaller than the diffraction limit of
the microscope, can hence not be resolved and will appear as a single particle.
Similarly, two adjacent bumps on top of a larger object cannot be resolved if the
radius of each bump is significantly smaller than d.

In summary, since the scattered irradiance from small particles is proportional
to their volume, the smallest detectable object in a standard optical microscope
has size ∼100 nm. In order to resolve the topography of an object, meaning its
shape and actual size, it must be larger than the diffraction limit of the microscope,
which is essentially limited by the numerical aperture of the objective.
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Figure 4.12: Illustration of how two small adjacent particles cannot be resolved,
since the resulting Airy disk patterns overlap.
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Chapter 5

Summary of work, conclusion and
future work

My objective in this thesis has been to examine if photonic crystal (PC) membranes
supporting guided-resonance modes can be exploited to detect single particles in
the form of biomolecules such as proteins, deoxyribonucleic acid (DNA), ribonu-
cleic acid (RNA) and viruses. I have done so by designing, and experimentally
testing, a novel transducer. The thesis work includes transducer design, simula-
tion, process development for fabrication of real devices, and building of optical
setups used for characterizing fabricated devices. The scope of the thesis does not
include chemical functionalization allowing biological targets to be captured. The
current transducer is designed to be applied in a biosensor. It is composed in a way
that facilitates chemical functionalization at locations where target capture events
are optically most significant. For now, however, it should only be considered as
a transducer capable of detecting and localizing small changes in permittivity.

This section describes the sensor concept and gives a summary of my work,
main results, and conclusions. Finally, I give my opinion on the main strengths
and weaknesses of the thesis, and propose further work.

5.1 Sensor concept
A 2D PC membrane, composed of a lattice of through holes in a thin slab, can be
designed to reflect 100% of a plane normal incidence wave. This mirror property of
2D PC membranes, is a result of coupling to guided-resonance modes. Recording
the transmitted light through a pristine PC, in a microscope with 2D spatial
resolution, hence produces a dark image. At the same time, the field is resonantly
enhanced in the vicinity of the membrane, as guided-resonance modes concentrate
their power there. Introducing a local change in permittivity in this resonantly
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enhanced field will lead to a change in transmittance.
The change in transmittance must, at least to some extent, be limited to the

vicinity of the change in permittivity. This can be understood by considering how
a guided-resonance mode is coupled to. Light incident on the PC lattice can take
two paths. It can be transmitted directly through the membrane, similar to a
homogeneous slab, and it can be scattered by the holes, redirected into in-plane
propagating modes. The latter path is referred to as the indirect path. Light
coupled to the indirect path, cannot travel indefinitely far from where it enters
the PC. Since the incident field has a wave vector and frequency corresponding
to a point above the light line, light coupled to the indirect path will eventually
exit the membrane. Hence, for light interacting with the membrane far away from
where the change in permittivity is located, the PC looks pristine.

Consequently, when observing the transmitted light through a highly reflective
pristine PC, where local changes in permittivity have been introduced in the lattice,
bright spots should be detected originating from the location of the permittivity
change. Further, one can incorporate chemical methods that allow target molecules
to be immobilized on the inside of the holes in the PC. Then, each hole will form
a sensing cavity, and the PC as a whole will form an array of sensing cavities,
providing a high dynamic range. High sensitivity can also be achieved, because
the signal-to-noise ratio can be optimized by reducing the background signal to
zero. The latter is at least possible in theory.

5.2 Summary of work
The potential of the sensor concept described above, has been explored by simula-
tions and experiments [24]. I have designed a highly reflective PC that supports a
guided-resonance mode, concentrating its field in the vicinity of the membrane, and
peaking at the hole walls. In my research collaboration, the design has been fabri-
cated, resulting in 2D PCs composed of a square lattice of holes, etched through a
free-standing dielectric thin film stack, 50±5 nm Si3N4/50±5 nm SiO2/50±5 nm
Si3N4. Holes have a radius of 145±10 nm, and are spaced with a period of 490±5
nm. The reason for choosing a three layered stack is that this gives a cylinder sur-
face inside each hole which is chemically different from the rest of the PC surface.
In turn, this enables us to functionalize the inside of the holes to capture targeted
molecules, while the rest of the PC opposes molecule capture.

In one of my fabricated PCs, a nano-particle is trapped inside one of the holes.
This nano-particle causes a small local change in permittivity. The PC has been
optically characterized by a custom built optical setup, revealing that the overall
transmittance of the PC is low for the designed working wavelength, and that the
nano-particle can indeed be observed as a bright spot originating from its location
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in the lattice.
I have proposed a model for this optical effect, which describes how small par-

ticles trapped in PCs can be detected as a result of enhanced Rayleigh scattering:
A guided-resonance mode provides a resonantly enhanced field in the vicinity of
the membrane. If a small particle is located in this field, it will scatter similar
to a Rayleigh scatterer. In effect, a small portion of the power contained in the
guided-resonance mode is redirected into spherical waves traveling out from the
center of the particle. The spherical waves are collected by the microscope objec-
tive, and focused down to a point in the imaging plane. Since the PC is highly
reflective, these points are bright compared to the background. In this model, I
assume that the guided-resonance mode field is retained, and unaffected by the
presence of a particle. This is an approximation which is only valid when the
particle is sufficiently small.

In order to solidify the above hypothesis, I have designed a series of simulations
and experiments [25,82,83] examining the details of how particles in PCs behave.
The results indicate that scattered irradiance from a particle trapped in a PC
supporting guided-resonance modes is indeed similar to a Rayleigh scatterer. In
particular, the results show that the scattered irradiance is proportional to the
volume of the scattering particles squared. This enables us to estimate a detection
limit of the current transducer, based on the size of the defect in our fabricated
PC and the signal-to-noise ratio achieved in our optical measurements. It is also
evident that the scattered irradiance is increased when the particle is located at a
point where the mode field is maximized [25]. This agrees with Rayleigh scattering
theory, and also tells us how the sensor can be optimized: The amplitude of the
resonantly enhanced field should be maximized and the background signal should
be minimized.

A minimized background signal should in theory be provided by the intrinsic
low transmittance of the PC. However, it is difficult to achieve 100% reflection
of incident light from a real PC. Consequently, the background signal cannot be
tuned to zero. I therefore made a modification to the initial custom built optical
setup, allowing both the incident and detected light to be linearly polarized, with
arbitrary orientation [25, 101]. This arranges for cross-polarized excitation and
detection, which is shown to produce an increased signal-to-background ratio.
Using this improved optical setup, the detection limit is calculated to be particles
with a radius of 26 nm.

Increasing the amplitude of the resonantly enhanced field, can in theory be
achieved by decreasing the scattering strength of the PC. Weak scattering PC
gratings typically support higher Q-factor guided-resonance modes. However, this
is in general only true for infinite crystals and perfectly plane waves. By simula-
tion and experimental results, I have shown how the Q-factor of guided-resonance
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modes in real crystals is fundamentally limited by edge loss effects [58]. Guided-
resonance modes, which in theory exist in an infinite lattice, may not be observable
in a finite lattice if the number of periods in the lattice is insufficient. I have there-
fore designed a novel structure, where in-plane Bragg mirrors are used to suppress
edge related losses [58].

5.3 Conclusion
My main achievement in this thesis has been the realization of a novel transducer
for detection of nano-particles. Two possible fabrication techniques [24,102] have
been developed, and I have shown how guided-resonance modes, supported by
fabricated PC membranes, can be exploited to detect nano-particles trapped in
the lattice. My design takes into consideration that the transducer should be
applicable to a point-of-care label-free biosensor. Estimations using simulations
and Rayleigh scattering theory suggest that the current detector should be able to
detect particles the size of a single virus.

I have also developed a model describing how small particles trapped in PCs
supporting guided-resonance modes behave. Supported by simulation and experi-
mental results, I show that these can be modeled using Rayleigh scattering theory.
In conclusion, the sensitivity of the sensor scheme is proportional to the volume
of particles squared, and can be improved by utilizing higher Q-factor guided-
resonance modes.

In order to limit edge losses, PCs supporting high-Q guided-resonance modes
must in general have a large area. Moreover, these modes are sensitive to discrep-
ancies in the lattice, and tend to disappear if the fabrication accuracy is insuffi-
cient. Since accurate fabrication over large areas is challenging, I have developed
a PC design that allows the properties of a large PC to be reproduced in smaller
structures. This is done by introducing reflecting boundaries, in the form of in-
plane Bragg mirrors. The novel design represents a way around the fundamental
limitation on Q-factors for guided-resonances in finite photonic crystals.

5.4 Further work
Considerable development remains before the transducer can be applied in a fully
functional point-of-care biosensor. In relation to the cost of a final device, I point
out that both of the current fabrication processes utilize E-beam lithography. This
is an expensive technique. Future process developments should consider alterna-
tive, cheaper lithography techniques, e.g. nano-imprint lithography.

An important remaining challenge is related to chemical functionalization. A
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requirement set by the design, is that target particles must settle inside the holes
of the PC, in order for the signal they produce to be maximized. Methods hence
have to be developed, allowing the inside of holes to be chemically functionalized to
capture specific target molecules, while the rest of the PC surface opposes molecule
capture. It has been shown that selective functionalization of both Si3N4 and SiO2
is possible on a macroscopic level [21, 38]. However, in my transducer, a SiO2-
surface inside a hole, with nanometer dimensions, needs to be functionalized. A
weakness in my work is that I have not proven that this is possible. In relation to
biological functionalization, I would also like to point out that relevant biological
target particles are found in human samples of urine, blood and spinal fluid. These
fluids mainly consist of water. Future PCs should therefore be re-designed to
operate in water rather than air.

A second weakness in my work is that I have only managed to create one PC
holding one ideal test particle. Since I do not know for certain what this particle
is composed of, it is not clear how accurately it represents a trapped particle
of interest. Future work should include an experiment where a PC holding a
known particle is investigated. Ideally, the particle should be a virus, but a latex
sphere is a good alternative. As mentioned above, the irradiation from particles
trapped in the lattice is drawn from the power contained in the guided-resonance
mode. Consequently, the mode, phase-matched to interfere destructively with
directly transmitted light, loses some of its power. In addition to providing an
experimental estimate of the detection limit, known particles could be used to
determine if they are detected dominantly as a result of scattering, or if there is a
substantial contribution from changes made to the guided-resonance mode.
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Abstract: A sensordesigned to detect bio-molecules is presented.
The sensor exploits a planar 2D photonic crystal (PC) membrane with
sub-micron thickness and through holes, to induce high optical fields
that allow detection of nano-particles smaller than the diffraction limit of
an optical microscope. We report on our design and fabrication of a PC
membrane with a nano-particle trapped inside. We have also designed and
built an imaging system where an optical microscope and a CCD camera
are used to take images of the PC membrane. Results show how the trapped
nano-particle appears as a bright spot in the image. In a first experimental
realization of the imaging system, single particles with a radius of 75 nm
can be detected.
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1. Introduction

To make medical diagnosis more efficient and accurate, better instruments for specific detection
of common pathogens are needed [1–3]. Accurate monitoring of contamination in sources of
water- and food can prevent outbreak of disease [4]. Monitoring biological hazards has also
been called for in the combat against bio-terrorism [5]. A solution to these challenges is sensors
that can capture and detect very low concentrations of specific proteins, viruses, bacteria, etc.,
in samples where the concentration of non-targeted substances is many orders of magnitude
higher. That is, biosensors with high specificity and sensitivity.

Commercially available instruments fit on a benchtop and detect a number of biological
markers. Even hand-held devices are offered. Albumin, C-Reactive protein and lipid detection
can be done with a stationary device the size of a shoe box [6], while hand-held glucose, fertility
and pregnancy tests, can be bought in general pharmacies. By making sensors efficient, cheap
and small, we provide solutions for point-of-care and in-home testing. The use of expensive
and time-consuming labs run by professional personnel can hence be avoided.

Micro- and nano-fabrication techniques can in general provide devices that are small, reliable
and cheap, and recent developments suggest that the next generation biosensors will be made
exploiting this technology [7,8]. While platforms using electric or mechanical transducers exist
[9–12], biochemical sensor platforms with optical readout seem particularly promising. Optical
readout provides compatibility with the wet environment presented in a biological system [13,
14], and can also be done without physically interconnecting the light source, transducer and
light detector [4,15].

Some of the most sensitive biosensors with optical readout today are based on dielectric pho-
tonic crystals (PCs) [16–21] and nanoplasmonics [22–28]. They all rely on surface chemistry
to capture specific target molecules. Specificity is hence mainly provided by chemical means.
The sensitivity is limited by transducer design, where the fundamental aim is to maximize the
concentration of light where captured target molecules settle.

For dielectric PC sensors, their ability to concentrate light into a very small detection volume
has been exploited to demonstrate sensitivities close to a single molecule [19, 20]. However,
these schemes have strict alignment requirements, because light must be coupled into single-
mode waveguides in order to lead light to the detection volume . Alignment is an expensive,
time-consuming process, rendering such sensors unsuitable for point-of-care applications. Sen-
sors based on nanoplasmonics, on the other hand, are tolerant regarding alignment and still
show impressive sensitivities [22–28].

In this paper we propose to combine the convenient light coupling found in nanoplasmonic
sensors and the high electromagnetic field intensities obtainable in dielectric PCs, in a dielectric
PC membrane. PC membranes are in general comprised of a thin slab with a periodic in-plane
variation in permittivity. They can in many ways be considered as regular slab waveguides, but
in addition to having a series of guided modes, they also exhibit a group of modes called guided
resonances [29,30]. Coupling to guided resonances can be done by normal incidence light, and
produces high fields in the membrane [31]. A small particle placed in this field will absorb
energy from the guided-resonance mode field. The particle will reradiate the absorbed energy
in all directions. An adapted imaging system can then refocus the radiation on a CCD sensor,
giving rise to a bright spot in the resulting image.

A novel planar 2D dielectric PC membrane has been developed to demonstrate this detection
principle. We present the basic working principle, processing techniques and preliminary re-
sults from optical characterization. Detection of a single particle with∼75 nm radius is demon-
strated.
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2. Design of photonic crystal membrane and working principle

The basicelements of the sensor are summarized in Fig. 1. At the core of the sensor there is
a planar dielectric membrane with through holes. Fig. 1(A) illustrates how the membrane is
free-standing, permitting gas or fluid samples to be physically pushed through the holes in the
membrane. The optical effect of two nano-particles trapped inside the membrane is illustrated
in Fig. 1(B). It has been simplified to illustrate the idea that nano-particles are detected by a
CCD camera as bright spots on a dark background. We will further explain how this concept
can be realized.

Fig. 1. A summary of how the sensor works. (A) A sample is pumped through the PC
membraneandtwo particles are caught in the membrane holes. (B) Captured particles are
detected as bright spots on a dark background by an optical microscope and a CCD-camera.
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Fig. 2. (A) Cross section and (B) top view of the designed photonic crystal membrane. (C)
Simulatedtransmittanceand reflectance for a normal incidence plane wave is given as a
function of wavelengths from 490 to 692 nm.

2.1. Simulations of perfectly periodic photonic crystal membranes

The current PC membrane is comprised of holes arranged in a square lattice, nominally with
perioda = 490 nm and radiusr = 145 nm. As illustrated in Fig. 2(A) and (B), the holes are
etched in a three layered thin-film stack, formed by Si3N4 and SiO2 with nominal thicknesses
t1 = t2 = t3 = 50 nm.

The spectral response of the PC membrane, to linearly polarized normal incidence plane
waves, has been simulated using rigorously coupled wave analysis (RCWA) in 3D, imple-
mented in a Matlab based simulation software [32]. The spectral bandwidth of the simulation
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is bound by:
a < λ <

√
2a, (1)

wherea is thelattice period andλ is the wavelength in the medium surrounding the membrane.
We motivate this choice in the text below.

Plots of transmittance and reflectance as a function of wavelength are given in Fig. 2(C)
for the structure in Fig. 2(A) and (B). Asymmetric resonant features, known as Fano lines,
appear in the spectrum at 491, 575 and 631 nm. They can be interpreted as a slowly varying
response, corresponding to what is found in homogeneous slabs, interfering with three fast
varying Lorentzian shaped signals, formed as a result of incoming light coupling to guided
resonance modes [30]. Consequently, we expect the electromagnetic field in the membrane to
be amplified in the spectral vicinity of the three wavelengths 491, 575 and 631 nm.

Full field simulations, for normal incidence linearly polarized waves, have been performed
for the guided resonance mode at 631 nm. Results show how the polarization is approximately
conserved. Moreover, light couples to a “TE-like” guided resonance mode field that concen-
trates in the holes. This is intuitive, since the electromagnetic field is mainly polarized in the
membrane plane and the normal component of the electric displacement field must be contin-
uous at air-membrane-boundaries [33]. The field hence concentrates in the holes as a result of
permittivity contrast between the membrane materials and the air in the holes. An increase in
contrast between air and the membrane material, will in general induce higher electromagnetic
fields in the holes. Note that, the complex geometry of three thin films is not chosen based on
optical properties. Using this structure, the center layer, inside of holes, is chemically differ-
ent than the membrane outer surface. In a biosensing application, surface chemistry can hence
be used to functionalize the inside of holes to capture target particles, while the membrane
outer surface can be passivated [34]. In this way, target particles tend to stick at positions with
maximum optical field intensity, ensuring maximal sensitivity.

Requiringλ > a, the discrete translation symmetry in the PC membrane ensures that there
are no diffracted waves for normal incidence waves. In that case, the optical response of the PC
membrane is particularly simple. There are only two non-evanescent waves to which a normal
incidence field can couple: One transmitted and one reflected wave, both with wave vectors
normal to the membrane plane. The transmitted and reflected power is bound to the 0’th order
of diffraction.

Placing a particle in the PC membrane breaks the discrete translation symmetry. Power is
then no longer bound to the 0’th order of diffraction, but can appear also in higher diffraction
orders. The details of this process are complicated, but can be greatly simplified by considering
a particle of limited size. We will consider particles that are so small that the field distribution in
the PC membrane is approximately unchanged by the presence of a particle in the membrane.
The total optical response, as seen from a detector placed outside the membrane, is then a
superposition of the scattered light from the particle on the transmitted and reflected wave.

2.2. Rayleigh scattering model for defects

The particle will scatter the field in its location, and as mentioned above, the field is approxi-
mately linearly polarized for normal incidence linearly polarized waves. To find the scattered
power from the particle, we model the particle as a dielectric sphere with relative permittivity
εp surrounded by a medium with permittivityεm, illuminated by a harmonic linearly polarized
plane wave with amplitudeEp and vacuum wavelengthλ . The sphere is assumed to be small,
i.e.

rp ≪ λ/(2π√εp). (2)
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The sphere will scatter light, radiating a wave similar to that of an ideal dipole, a phenomenon
known as Rayleigh scattering [35]. The total scattered power from one single sphere is

PR =
4π
3

√
ε0

µ0

(
2π
λ

)4 ∣∣∣∣
εp − εm

εp +2εm

∣∣∣∣
2

ε
5
2

m r6
pE2

p. (3)

In our context, this result is clearly an approximation. When the particle is placed inside a
hole in a PC membrane, the induced electric dipole fields from the particle will induce dipoles
in the hole wall.PR must hence depend on the PC membrane geometry and the particle location.
However, if we also impose the condition thatrp ≪ r, wherer is the radius of holes, and place
the particle in the middle of a hole, the contribution from the particle dipole to the electric field
inside the membrane is negligible. We can then use Eq. (3) withEp representing the field in a
membrane, at the location of the particle, with no particle present.

The scattered power,PR, can then be considered as the potential change one single particle
can constitute on a detector. Maximizing the sensitivity hence involves maximizingPR. Investi-
gating Eq. (3), we find that a variation inλ will maximally changePR by a factor of 4 over the
range of relevant values. In order to detect small particles, the parameter to maximize is hence
Ep.

This involves designing a PC membrane that supports guided resonance modes that produce
high electromagnetic field intensities in the PC membrane. In theory, the obtainable field inten-
sity is limited by how small we can make the holes [30]. However, a reduction of the hole radius
has two notable consequences. It is generally followed by a narrowing of the guided resonance
bandwidth, and make the resonant modes sensitive to any changes from nominal design. Imper-
fect periodicity or general defects can cause narrow banded resonances to disappear in practice.
Secondly, as the hole radius is reduced, the PC membrane will gradually become similar to a
slab with waveguiding properties. Scattered light from a particle trapped in the PC membrane,
will spread over a larger area as the radius of holes is reduced. The obtainable field intensity is
hence set by processing accuracy, and the guided resonance field enhancement always comes
with a trade-off in imaging resolution.

In conclusion, by working at wavelengths where harmonic linearly polarized normal inci-
dence fields couple to guided resonance modes, PC membranes can be used to produce high
electromagnetic field intensities. If they are small enough, particles trapped in the membrane
can then be treated as dipole sources similar to ideal dipoles. Their scattered power is then
described by Eq. (3).

A dipole source placed inside a PC membrane can couple light into guided modes and can be
trapped in the membrane indefinitely. However, ifλ <

√
2a, no guided modes can exist. Light

cancoupleinto guided resonance modes, but all the scattered power from a small particle will
at some point exit the membrane and can potentially be picked up by a detector on the outside
of the membrane. Moreover, if the particle can be treated as a source similar to an ideal dipole,
it will radiate a spherical-like wave.

Spherical waves can be refocused to spots in an imaging plane. Picturing the membrane with
a microscope with backside illumination and a CCD-camera, we hence expect pixels corre-
sponding to the location of particles to appear as bright spots when incident light couples to
guided resonance modes. The contrast will be dependent on the field amplitude and phase at
the location of the particle, and the amplitude and phase of the scattered light relative to the
transmitted wave.

As seen from a detector outside the membrane, it is not clear that a scattering particle trapped
in a PC membrane radiates spherical-like waves. The distribution of scattered irradiation from
the particle will be strongly influenced by the PC membrane dimensions and particle position.
Scattered irradiation can also be partially guided by the PC membrane, to be spread over a
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larger area. However, we will ignore these effects for now and see how the ideal dipole model
canexplain the measurement results.

3. Fabrication and experimental setup

Standard semiconductor production techniques were used to make a thin film stack of
Si3N4/SiO2/Si3N4 on 200 µm thick silicon wafers, with double-sided polishing. A film of
Si3N4 was deposited using low pressure chemical vapor deposition (LPCVD). Next, the SiO2

film was formed by poly-Si LPCVD, followed by thermal oxidation. Finally, another film
of Si3N4 was deposited using LPCVD. Refractive index and thickness was measured with a
HORIBA Jobin Yvon PZ2000 632.8 nm Laser ellipsometer and estimated by curve fitting us-
ing the least square method. Surface roughness was not measured.

A lithography step was performed to open a 700x700µm square in the thin film stack, on
the backside of the wafer. This was done with a period of 10 mm in two dimensions before the
wafer was diced into 10x10 mm chips. On the front side of the chips, E-beam lithography with
a 30kV Raith150 system and reactive ion etching (RIE) with a Plasmalab System80Plus from
Oxford Instruments was done to produce the PCs. The nominal design was a quadratic pattern
with a hole radius ofr = 145 nm and a lattice period ofa = 490 nm.

The PC membranes were freed by etching in tetramethylammonium hydroxide (TMAH) at
a temperature of 80oC. The etch rates of Si and Si3N4 were 26.6±1µm/hour and 5±1̊A/hour,
respectively. The total etching time was 490 min. A 39 min over etch was done to ensure that
no Si was left on the backside (cavity side) of the membranes. The front side was not protected
during etching. Referring to Fig. 2, layer 3 was hence etched for 490 min, and layer 1 nominally
for 39 min. All chips were inspected by scanning electron microscopy (SEM). SEM imaging
software was used to measure the period and radius of the PCs.

Finalized membranes were characterized using a custom built optical setup. The setup is
illustrated in Fig. 3. It is comprised of a standard 35W halogen lamp, an Oriel Cornerstone
130 1/8 m Monochromator, an Olympus BX61 TRF microscope and an Olympus F-view II
CCD camera. The light from the halogen source is guided via the monochromator by a set
of lenses and optical fibers, to provide the microscope with collimated monochromatic back-
side illumination with normal incidence and divergence 0.01−0.02 rad. The bandwidth of the
monochromator is 1.5±0.5 nm. The CCD camera only sees the transmitted light, and the re-
flected light is discarded. The used microscope objective is an Olympus UPlanFL 40x/0.75
NA. At this magnification, one pixel on the CCD screen corresponds to 0.16x0.16µm2 on the
membrane surface.

4. Results and discussion

Processed PC membranes were free-standing in the center of 1 cm2 chips. Chip and PC dimen-
sions are illustrated in Fig. 4(A). The refractive index at 638.4 nm was measured to 1.998±0.01
and 1.464±0.01 for Si3N4 and SiO2, respectively. No optical quality degradation due to me-
chanical stresses in the thin films was observed. Stress in the Si3N4 is tensile and will overcom-
pensate the compressive stress in the SiO2, stretching the membrane and preventing deforma-
tion. An incline of the hole walls and rounded edges are pointed out in Fig. 4(A). These features
have not been quantified, but are to some extent unavoidable with the current methods used to
free etch the membranes.

SEM images in Fig. 4(B) show a real PC membrane and reveal two defects in the PC. In
the lower right corner of the image, a lattice defect that extends 2-3 periods in the vertical
direction and 1.5 in the horizontal. A nano-particle with radius 75±25 nm has settled inside
a hole shown in the lower left of Fig. 4(B). These defects were introduced non-intentionally
during the fabrication process, but they are well-suited objects for preliminary studies.
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Fig. 3. A halogen light source connected to a monochromator provides the microscope with
backsideillumination with tunable wavelength. A photonic crystal membrane is placed
in the field of view and imaged with a CCD-camera. Transmitted intensity through the
membrane can hence be measured with spatial resolution, and as a function of wavelength.
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Fig. 4. (A) Illustration of photonic crystal (PC) membrane chip after processing. (B) SEM
imagesshow top views of the PC membrane. Two defects in the PC membrane have been
magnified.

We have not determined the material composition of the defects, so their permittivity is
not known. Based on the materials present in our fabrication facilities, it is limited to a range
between 2.25 and 12.25. The lower limit is comparable to the permittivity of relevant biological
target particles, which typical have a permittivity between 2 and 2.5 [36]. Using Eq. (3) and air
as the surrounding media,εm ≈ 1, we can then find a relative measure of the scattered intensity
from the trapped nano-particle compared to a relevant biological particle of the same size. In
the worst case, the biological particle has permittivity 2, while the nano-particle trapped in the
PC membrane has a permittivity of 12.25. In that case, the scattering intensity will be a factor
of 10 higher for the nano-particle trapped in the PC membrane.

Images were taken with the optical setup in Fig. 3 at wavelengths between 490 and 692
nm. The set of pixels M, defined in Fig. 5, was averaged to provide a measure of the average
transmittance of the PC membrane. The result is given in Fig. 6(A).

Two dips in transmission can be seen around 566 and 630 nm. They correspond to the dips
found in simulations represented by Fig. 2(C) around 575 and 631 nm, and imply that the
fabricated structure supports guided resonance modes. We can hence expect to have an am-
plification of the field inside the membrane in the spectral vicinity of wavelengths 566 and
630 nm. The difference between measured and simulated results, can be attributed to the devi-
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Fig. 5. Images of the PC membrane taken with the CCD camera at nine different wave-
lengths.Thedashed black line bounds pixels M and correspond to the hole matrix. Pixels
P and L are centered at pixels corresponding to the two defects in the PC membrane. The
color bar shows pixel values, normalized with respect to the transmitted intensity recorded
without the membrane present, at each wavelength respectively.
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Fig. 6. (A) Average value of pixels M, defined in Fig. 5, corresponding to the transmittance
of thePC membrane as a function of wavelength. (B) The average of pixels M is compared
to average values of pixels P and L. Pixels P and L are also defined in Fig. 5, and corre-
spond to the trapped nano-particle and lattice defect, respectively. Pixel values of the CCD
camera have been normalized with respect to the transmitted intensity recorded without the
membrane present, at each wavelength respectively.

ation from nominal thickness and inhomogeneities in hole radius and lattice period over the PC
membrane, caused by limitations in fabrication accuracy. Moreover, the simulations are based
on perfectly plane monochromatic incident waves. In realty, the output of monochromator has
a finite bandwidth and the collimated beam a divergence. In measured transmittance, this will
appear as broadening of the guided resonance bandwidths and an increase of peak values for
the two dips.

From section 2.2, we then expect small particles in the membrane to show increased scatte-
ring and appear as bright spots on the CCD camera, provided that the particles are size limited
by Eq. (2) andrp << r, where r is the radius of holes. In this respect both the lattice defect and
the nano-particle are too large, and the approximation that the field distribution in the membrane
is unaffected by their presence is not necessarily correct.

Indications of the latter can be seen for the lattice defect. A selection of nine images, taken at
nine different wavelengths between 600 and 650 nm, is given in Fig. 5. They show the view of
the CCD camera, as the wavelength is scanned past the dip centered atλ = 630 nm. The large
lattice defect is visible on all pictures, but there is no clear indication of increased scattering as
a function of coupling to guided resonance modes. To the contrary, it stands out more clearly
at 600 nm, where we expect the field in the membrane not to be amplified. Its effect is also not
especially large compared to its size, indicating that what we see is simply the particle being
imaged. In conclusion, the behavior of the large lattice defect can not be approximated by small
particle scattering theory. The analysis of the lattice defect is further complicated by the fact
that it is close to the edge of the PC membrane, where the field distribution of the incident field
is affected by edge effects.

The nano-particle, on the other hand, behaves very differently and clearly shows increased
scattering at wavelengths where we expect the field in the membrane to rise. At 600 nm the
particle is barely visible. The field in the membrane is expected to be low, and so is the scat-
tering amplitude. Moreover, the background is maximized, inducing minimal contrast. When
increasing the wavelength, we expect the light to couple to the guided resonance mode at 630
nm and the field inside the membrane to increase. The particle should start to appear as a bright
spot. Indeed it does, and the contrast between the background and the spot gradually increases
as the average transmittance decreases and more light couples into the guided resonance mode.

Optical characterization of the membrane has also been done in the spectral region around
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the dip at 566 nm. The dip in transmittance at 566 nm is not as deep as the one at 630 nm,
possiblybecausethe 566-nm resonance is more sensitive to deviations from perfect periodicity
and other defects from fabrication. Furthermore, near 566 nm we find no significant difference
between the spectra of pixels M (representing the nano-particle in the PC membrane) and pixels
P (representing the average transmittance of the PC membrane), so we confined our attention
to the spectral region around 630 nm, where such a difference is evident.

The contrast between pixels corresponding to the location of the nano-particle and the aver-
age transmittance is given in Fig. 6(B) as a function of wavelength. The average value of pixels
P, defined in Fig 5, is plotted together with the average transmittance. The frame holding the
set of pixels P is centered at the location of the nano-particle. It shows how maximum contrast
is reached at 626 nm. As we pass 626 nm, the contrast between the particle and the background
decreases. This is counter intuitive, because we expect the field intensity in the membrane to
peak closer to 630 nm. However, the observation can be explained as follows: For normal inci-
dent light andλ > a, the optical response is particularly simple. The sum of sources from each
unit cell of the membrane produce a transmitted field that is bound to the 0’th order of diffrac-
tion. It can be defined with an amplitude and a phase. Treating the nano-particle with small
particle scattering theory, we can imagine that it radiates like a dipole. It also has an amplitude
and a phase. The contrast is hence not only dependent on amplitude, but also on phase. The
phase of the dipole should be the same as the guided resonance mode field at the specific loca-
tion of the particle. Considering how the phase of the mode field at that location is in general
different from the phase of the mode field average over the unit cell, we do not expect there to
be a one-one relation between contrast and the amplitude of the guided resonance mode field.

Finally, we note that the molecules we are interested in detecting are found in liquid samples
as blood, saliva, urine, etc. In biosensing it is hence most relevant to focus on detection of nano-
particles in water. The current PC membrane has been design for detecting nano-particles in
air, and the consequence of using the current sensor in water is considerable. The permittivity
in the material surrounding the PC membrane then increases to∼1.7 for visible light [38],
and will in general completely change the spectral response of the PC membrane. In order to
ensure field enhancement through coupling of incident light into guided resonance modes, the
membrane and lattice geometries will need to be redesigned. Moreover, the scattered intensity
from nano-particles in the Rayleigh regime is proportional to the permittivity contrast between
the scattering particle and the surrounding material squared,|εp−εm|2. Increasingεm will hence
lead to a reduction in scattered intensity. In conclusion, adapting the sensor to detect nano-
particles in water will require a change in membrane geometries, and will to some degree
reduce the sensitivity.

5. Conclusion

The current system can easily detect and spatially locate single particles with radius down to
75 nm in air. Our measurements indicate that detection is a result of amplified small particle
scattering, provided by coupling of the incident light to guided resonance mode fields supported
by the PC membrane. This is a useful effect, because in that case, each hole in the membrane
can effectively work as a sensor for single nano-particles, and the large number of holes ensures
a great dynamic range. As described in the section above, we also see the potential for designing
PC membranes for detection of particles in water-based solutions.

The sensor is based on small particle scattering, so the sensitivity can be increased by produc-
ing PC membranes supporting resonant modes that produce high electromagnetic field intensi-
ties in the PC membrane. This is attainable since field intensities produced by resonant modes
are in theory only limited by how small we can make the holes [30], and production techniques
continue to reach new levels of accuracy. That said, field enhancement through coupling to
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guided resonance modes always comes with a trade-off in image resolution. The latter issue
hasnot been investigated in detail. Is considered a topic for further research, but will effect the
dynamic range of the sensor. It can also effect the contrast, since the scattering amplitude of the
particle, as seen from a detector outside the membrane, will be reduced as the scattered power
spreads over a larger area.

As it stands today, the sensor is not a biosensor, but the membrane is designed to be used
in one. The complex geometry of the thin stack arranges for chemical passivation of the Si3N4

surface, while the SiO2 inside of holes can be functionalized to capture specific bio-molecules.
Target molecules will settle at positions of maximum optical field intensity, ensuring maximal
sensitivity. Furthermore, the large number of holes provides a means for efficient processing of
large samples. Pushing samples through the membrane instead of flushing them over, has been
shown to be an efficient way of making particles in the sample interact with the membrane sur-
face [37]. Since a target molecule has to touch a functionalized surface in order to be captured,
through holes enhance the likelihood of target capture.
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Nanostructured dielectric membranes are used in several applications ranging from de Broglie

matter-wave optical elements to photonic crystals. Precise pattern transfer and high aspect ratio

structures are crucial for many applications. The authors present an improved method for direct

patterning on free-standing, dielectric membranes using electron-beam (e-beam) lithography. The

method is based on an advanced etchmask that both reduces charging and allows for tuning of the

etch mask thickness to support high aspect ratios even for small structures. The authors etched

structures as small as 50 nm radius holes in a 150 nm thick membrane and achieved aspect ratios of

up to 1.3 for this structure size range. The etch mask thickness can be tuned to achieve the required

aspect ratio. The etchmask is composed of a three layer stack consisting of poly(methyl

methacrylate), SiO2 and an antireflective coating polymer. Scanning-electron micrographs of

membranes produced with the fabrication method are presented. VC 2013 American Vacuum
Society. [http://dx.doi.org/10.1116/1.4820019]

I. INTRODUCTION

Periodic micro- and nanostructured free-standing dielec-

tric membranes exhibit properties useful in a range of appli-

cations. Highly sensitive and compact fiber optic pressure

and temperature sensors have been demonstrated using pho-

tonic crystal silicon based membranes exploiting submi-

crometer structures in near infrared (IR).1,2 Dielectric

membranes with sub-500 nm periodicity have been made to

demonstrate biosensors that potentially can provide sensitiv-

ities down to a single molecule.3,4 Furthermore, dielectric

membranes have been structured into free-standing optical

(diffraction) elements such as gratings, zone plates, and a

Poisson spot annular aperture for the manipulation of de

Broglie matter-waves.5–9

Optical sensors based on photonic crystal dielectric mem-

branes exploit photonic band gaps10 and guided resonance

modes11 to achieve sensitivity. These optical properties start

to appear when the pattern period is on the order of the oper-

ating wavelength. Techniques that facilitate fabrication of

structures with periods and features sizes down to 500 nm

are hence sufficient for sensors using IR light, i.e., they can

be made using standard photolithography techniques.

Moreover, IR sensors can be fabricated directly in silicon

since it is virtually lossless and can be regarded as a dielec-

tric material for wavelengths longer than 1 lm. Optical

sensors operating in the visible range can usually not be

made using such fabrication techniques. They typically

require pattern periods smaller than 500 nm and the use of

dielectric materials such as silicon nitride (Si3N4) and silicon

dioxide (SiO2). De Broglie matter-wave optical elements

also normally require patterning on a length-scale below

what is possible with standard photolithography. The small-

est free-standing features made so far for such applications

are around 50 nm,7 and even less would be desirable.12 This

calls for alternative approaches, such as UV or deep UV li-

thography, electron-beam (e-beam) lithography, nanoimprint

lithography, or scanning probe lithography.

In this paper, we will focus on fabricating photonic crys-

tals using maskless e-beam lithography. In order to realize

structures using e-beam, an electron sensitive resist is used

as the pattern transferring agent. One of the most widespread

resists used is the synthetic polymer poly(methyl methacry-

late) (PMMA), mainly due to the high achievable patterning

resolution.13

Using an e-beam for patterning resists on dielectric mate-

rials has the potential drawback that dielectric materials gen-

erally are insulating. This can cause charge build up, which

may deflect the electron beam, resulting in patterning defects

and drift in periodic patterns, limiting the minimum feature

size.14 This is especially the case when performing e-beam

directly on thin, free-standing dielectric membranes.

Charging effects can be reduced by performing lithography

while the membrane material is still attached to a conducting

or semiconducting substrate.4 However, this leads to
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complicated fabrication procedures requiring the pattern to

be protected from being altered when the conducting sub-

strate is being removed.

After patterning and developing the resist, the pattern is

normally transferred to the membrane material through an

etch step. This is commonly done using a dry etch, often per-

formed with a reactive ion etcher (RIE). Chemical wet etch-

ing is also possible, but dry etch is often preferred for

several reasons: With RIE, fragile membranes can be etched

with reduced risk of breaking, since the sample does not

have to be submerged or lifted out of a chemical etchant.

Also a much higher degree of etching anisotropy is normally

achieved, resulting in high aspect ratio structures and good

pattern definition. Dielectric materials, used in applications

for visible light, are most often Si3N4 and SiO2. These two

materials have been used in the semiconductor industry for

decades and can now be made with an outstanding degree of

purity and virtually zero optical loss. It is a problem that,

however, reactive ion etching in recipes used to etch these

dielectrics also etches PMMA quite aggressively.15

Consequently, since small features require the use of a thin

resist layer to minimize scattering of electrons in the resist,16

the aspect ratio achievable in dielectrics, using e-beam and

only PMMA as a mask is limited for small feature structures.

The transferred pattern definition also degrades with increas-

ing aspect ratio since the PMMA pattern tends to taper due

to the etch characteristic of the PMMA.17 Here we present

an improved process for direct patterning of free-standing

dielectric membranes with e-beam, which reduces charging

effects (thus improving the pattern definition) and offers the

possibility of high aspect ratios of the membrane structures.

II. FABRICATION TECHNIQUE

The main idea behind the new process is to use a more

advanced etch mask. Instead of only transferring the pattern

by a single layer of PMMA, we use a very thin layer of

chrome on top of the PMMA, a SiO2 layer, and a layer of

antireflective coating (ARC) (Brewer Science XHRIC-11).

The bottom layer of ARC is used since as a cross-linked

polymer after baking, it has a higher dry etch resistance.

That said, using other polymers as etch mask, for example,

PMMA is possible, but for the relatively long dry etch times

in CF4 gas ARC has proven superior for the pattern transfer.

The mask layers are deposited on the membrane, prior to

e-beam exposure, and the simplicity of patterning directly

onto the membrane is kept. During exposure, the chrome

works as a conducting layer, reducing charge build up at the

surface, while PMMA is exposed by electrons traveling

through the chrome. The pattern is thus transferred to the

SiO2-layer, which works as a hard etch mask in the follow-

ing ARC dry etch. We are then left with structured ARC on

top of the membrane. Despite the fact that the ARC etches at

approximately the same rate as the membrane material in the

final step, high aspect ratio patterns can hence be transferred

into the membrane in the following anisotropic dry etch. It

should be noted that in spite of the name, the ARC is not

used for any antireflective purposes in this application, but

solely as a polymer etch mask for the pattern transfer into

the membrane. The thickness of the PMMA resist can still

be kept at a minimum for the patterning, while the ARC

thickness can be chosen according to the required membrane

etch depth. See Fig. 1 for an overview of the fabrication pro-

cess. We point out that trilayer/multilayer masks have been

used in different variations such as PMMA/germanium/

PMMA.18 In such a mask, the germanium layer serves as the

hard etch mask and at the same time prevents charging. This

is simpler than our method, which requires an extra step for

the chrome. The combination chrome/SiO2 as conductive

layer and hard etch mask is however still a good choice for

our application compared with a single intermediate metal

layer. Chrome is a superior conductor compared to, for

example, germanium, and the electron beam is nearly unaf-

fected by the thin chrome layer. Acquiring a good contact

between the sample holder and the thin sandwiched germa-

nium layer might prove challenging. Also the SiO2 hard etch

mask reduces the amount of backscattered electrons, and

hence the proximity effect, compared to a metal layer or

more dense material.19 This allows for a better pattern defini-

tion, which is an advantage, in particular for small

structures.

The substrates used in the fabrication process were free-

standing membranes (900 lm� 900 lm) consisting of a

Si3N4/SiO2/Si3N4 thin film stack, where each layer was

50 nm, respectively. The layers were made using standard

semiconductor and lithography techniques: The thin-films

were deposited in consecutive steps on both sides of a double

side polished 200 lm thick 4 in h100i silicon wafer (n-phos-

phorus doped with resistivity 1500 X cm, made by Topsil).

The Si3N4 was made by low pressure chemical vapor deposi-

tion (LPCVD), and the SiO2 was made by LPCVD poly-Si

deposition followed by thermal oxidation (Fig. 1, step 1). A

photolithography step was performed on one side of the wa-

fer, in order to pattern membrane windows on the thin film

stack. Then, a dry etch was preformed, using a Plasmatherm

790þ RIE, in order to open the dielectric stack, using 20

SCCM CF4 gas at 600 W and 10 mTorr, which leaves win-

dows of exposed Si on one side of the Si-wafer masked by

the dielectric stack (Fig. 1, step 2). Finally, a tetraethylam-

monium hydroxide (TMAH) wet etch of the wafer silicon

was performed. This was done using a 25% TMAH solution

at 80 �C, resulting in an etch rate of 22 lm/h. The sample

was etched for 10 h, resulting in free-standing membranes

supported by a wafer thick silicon frame (Fig. 1, step 3). (If

the wafer is exposed to air for more than a couple of minutes

after dry etching the mask in the dielectric thin film stack,

the wafer should be left in buffer-HF for about 10 s in order

to remove any native oxide before proceeding with the

TMAH-etch.)

Next, the etch-mask was applied: A 150 nm spin-coated

layer of ARC baked at 150 �C for 90 s, 20 nm SiO2 deposited

at a rate of 3 nm/s by electron beam evaporation (EBE), and

a 150 nm spin-coated layer of PMMA baked at 175 �C for

3 min (Allresist AR-P 671). To overcome sample charging

while patterning, an additional 3 nm chrome layer was de-

posited on top of the PMMA as a conductive layer using
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EBE (Fig. 1, step 4). It was found that chrome is a better

choice than for example aluminum, since the aluminum-

etchant (Transene Company INC. Aluminum Etchant Type

A) was seen to etch the PMMA and consequently distort the

pattern.

The pattern was exposed with an acceleration voltage of

30 kV and a beam current of 300 pA with a patterning dose

of 400 lC/cm2 (Fig. 1, step 5). These parameters were found

to give the optimum shape representation of the designed

pattern in the PMMA. With this dose, the resulting hole pat-

tern had dimensions slightly larger than the digitally

designed pattern. By means of “shape-biasing,” the over-

sizing was circumvented by measuring the hole dimensions

of a test sample and decreasing the digital pattern design rel-

ative to the measured over-sizing.

After e-beam exposure, the chrome was removed using a

chrome etchant (Transene Company Inc., Chromium Etchant

1020) for 8 s at 20 (C �C. The etch rate was estimated by

coating a glass slide simultaneously with the membranes so

both substrates would have the exact same chrome thickness.

The glass slide was submerged in the chrome etchant and

timed until the glass became colorless and hence the chrome

fully removed. By this method, the etch rate was determined

to be about 0.8 nm/s. To ensure there were no chrome resi-

dues left, we deliberately over-etched the substrates slightly.

This could be done since the chrome etchant does not affect

the PMMA. Then, the PMMA was developed in an e-beam

developer (Allresist GMBH, AR 600-56) for 120 seconds,

exposing the underlying SiO2. The SiO2 was dry etched in a

15 SCCM flow of CHF3 gas for 3 min and 30 seconds at a

pressure of 7 mTorr and RF power of 100 W. This pattern

transfer is needed since the PMMA cannot withstand the

subsequent ARC etch. Using the SiO2 as an etch mask, the

pattern was transferred to the ARC using a 10 SCCM He and

5 SCCM O2 gas flow mix for 10 min at 10 mTorr and 100 W.

This also removed most of the PMMA (see Fig. 1 step 8).

FIG. 1. (Color online) Step by step illustration of the fabrication process. Note that in step 11 the ARC layer is also partially removed, and step 12 removes the

remaining ARC.
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Finally, the pattern was transferred into the Si3N4/SiO2/Si3N4

membrane, using a dry etch with 15 SCCM CF4 gas for

14.5 min at 10 mTorr and 100 W. This etch also removed the

SiO2 mask and the ARC. We determined the etch rate to be

about 9 nm/min for the membrane materials, and �10 nm/min

for the ARC, by investigation of a cleaved cross-section using

a scanning electron microscope (SEM). The ARC etch rate

was hard to determine solely by SEM due to low contrast

between the two layers. When the membrane etch is com-

pleted, the ARC is also removed. To ensure that all ARC was

removed from the membrane, a final ARC etch step was pre-

formed using the same parameters as for the ARC etch above

(see Fig. 1, steps 6–12). For stability reasons, the membranes

were not etched completely through. 20 nm were left in the

bottom of the holes. This is not important for the optical meas-

urements that the membrane samples will be used for.

III. RESULTS AND DISCUSSION

Figure 2(a) shows an overview SEM micrograph of a

50� 50 hole nanostructured dielectric membrane (photonic

crystal). We fabricated photonic crystals with three different

hole radii 5066; 10064, and 15064 nm shown in Figs. 2(b),

3(a) and 3(b), respectively, all with a period of 50063 nm.

Closeup images can be seen in Figs. 2(b), 3(a) and 3(b). It can

clearly be seen that the method works well, even down to the

smallest holes with a radius of only 50 nm. The final structures

reveal well shaped holes, free from defects and with border-

line edge definition.

Figure 4 shows a cross-section SEM image of a sample,

fabricated the same way as the photonic crystals, but not on

a free-standing membrane. This allowed us to cleave the

samples and verify the etch depth into the membrane mate-

rial. It was measured to be, as expected, 130 nm for the spe-

cific ARC thickness used in this experiment. In case of the

smallest holes, we can hence estimate that the maximum as-

pect ratio is as high as 1.3. In order to etch the remaining

20 nm of the membrane, which can be seen in Fig. 4, we

could have used a thicker layer of ARC. This would allow

even higher aspect ratios to be achieved. However, since the

FIG. 2. SEM micrograph of (a) nanostructured dielectric membrane fabri-

cated using the process summarized in Fig. 1, and (b) a close-up of the

holes. The lattice is square with a period of 500 nm 6 3 nm. Holes have a ra-

dius of 150 nm 6 4 nm.

FIG. 3. SEM micrographs of holes with a radius of (a) 100 6 4 nm and (b)

50 6 6 nm etched in a 150 nm thick dielectric membrane. Both lattices are

square with a period of 500 6 3 nm.
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current fabricated structures were used in an optical mea-

surement where this was inconsequential, and a thin layer at

the bottom only renders the membrane more mechanically

stable, we did not try to increase the etch depth. In Fig. 4,

the top of the membrane structures shows sign of rounding.

This is caused due to the ARC being spent prematurely so

that no mask was present in the last part of the etch. The

rounding can be avoided by a thicker ARC layer or shorter

etch times.

IV. CONCLUSION

We have developed a new etch mask especially useful for

direct patterning, and subsequent dry-etching, of free-

standing dielectric membranes using e-beam lithography.

The etch mask separate the exposure and development of the

resist, from the membrane dry-etch step, thus enabling

higher aspect ratios and smaller feature sizes to be patterned.

Also a chrome layer is deposited on top of the stack to

address the issue of sample charging commonly seen when

patterning dielectric membranes. The ARC thickness can be

tuned to achieve the required aspect ratio in final devices.

SEM micrographs of our fabricated structures shows that the

process performs well, when patterning holes, with a radius

of down to 50 nm and an aspect ratio of 1.3, directly on free-

standing dielectric membranes.

ACKNOWLEDGMENTS

The authors thank Tim Savas for useful discussions. The

authors also thank Trond Mohn with Bergens Research

Foundation for generous support in setting up the UiB

Nanostructures laboratory. This work was also supported by

the Norwegian Research Council, through the programs

Nærings-Ph.d., Norwegian PhD Network on

Nanotechnology for Microsystems, Nanomat Toolplatform

and Gaveforsterkning.

1O. C. Akkaya, O. Akkaya, M. J. F. Digonnet, G. S. Kino, and O. Solgaard,

J. Microelectromech. Syst. 21, 1347 (2012).
2B. Park, J. Provine, I. W. Jung, R. T. Howe, and O. Solgaard, IEEE Sens. J.

11, 2643 (2011).
3A. A. Yanik, M. Huang, O. Kamohara, A. Artar, T. W. Geisbert, J. H.

Connor, and H. Altug, Nano Lett. 10, 4962 (2010).
4J. O. Grepstad, P. Kaspar, O. Solgaard, I.-R. Johansen, and A. S. Sudbø,

Opt. Express 20, 7954 (2012).
5M. Arndt, O. Nairz, J. Vos-Andreae, C. Keller, G. van der Zouw, and A.

Zeilinger, Nature 401, 680 (1999).
6T. Reisinger, A. A. Patel, H. Reingruber, K. Fladischer, W. E. Ernst, G.

Bracco, H. I. Smith, and B. Holst, Phys. Rev. A 79, 053823 (2009).
7T. Reisinger, S. Eder, M. M. Greve, H. I. Smith, and B. Holst,

Microelectron. Eng. 87, 1011 (2010).
8S. Rehbein, R. Doak, R. Grisenti, G. Schmahl, J. Toennies, and C. Woll,

Microelectron. Eng. 53, 685 (2000).
9T. Savas, M. Schattenburg, J. Carter, and H. Smith, J. Vac. Sci. Technol. B

14, 4167 (1996).
10J. D. Joannopoulos and S. Johnson, Photonic Crystals, Molding the Flow

of Light, 2nd ed. (Princeton University Press, 2008), Chaps. 5 and 10.
11S. Fan and J. D. Joannopoulos, Phys. Rev. B 65, 235112 (2002).
12S. D. Eder, T. Reisinger, M. M. Greve, G. Bracco, and B. Holst, New J.

Phys. 14, 073014 (2012).
13C. Vieu, F. Carcenac, A. P�epin, Y. Chen, M. Mejias, A. Lebib, L. Manin-

Ferlazzo, L. Couraud, and H. Launois, Appl. Surf. Sci. 164, 111 (2000).
14K. Ohya, K. Inai, H. Kuwada, T. Hayashi, and M. Saito, Surf. Coat.

Technol. 202, 5310 (2008).
15J. Chinn, I. Adesida, E. Wolf, and R. Tiberio, J. Vac. Sci. Technol. 19,

1418 (1981).
16A. Olkhovets and H. G. Craighead, J. Vac. Sci. Technol. B 17, 1366 (1999).
17Y. Chen, Y. Zhou, L. Wang, Z. Cui, E. Huq, and G. Pan, Microelectron.

Eng. 85, 1152 (2008).
18E. Hu, D. Tennant, R. Howard, L. Jackel, and P. Grabbe, J. Electron.

Mater. 11, 883 (1982).
19C.-H. Seo and K.-Y. Suh, Korean J. Chem. Eng. 25, 373 (2008).

FIG. 4. (Color online) Cleaved test sample imaged at 90� to show the etch

profile of the Si3N4/ SiO2/ Si3N4 layer. The etched lines are about 250 nm

wide, with walls approximately 70 nm in thickness (horizontal bar). The

right most vertical bar shows the full thickness of the membrane (150 nm),

and the central vertical bar shows the remaining membrane after the etch

(20 nm). Calculated aspect ratio for the walls is thus (150-20)/70� 1.9.
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Abstract: High-Q guided resonance modes in two-dimensional photonic
crystals, enable high field intensity in small volumes that can be exploited
to realize high performance sensors. We show through simulations and ex-
periments how the Q-factor of guided resonance modes varies with the size
of the photonic crystal, and that this variation is due to loss caused by scat-
tering of in-plane propagating modes at the lattice boundary and coupling
of incident light to fully guided modes that exist in the homogeneous slab
outside the lattice boundary. A photonic crystal with reflecting boundaries,
realized by Bragg mirrors with a band gap for in-plane propagating modes,
has been designed to suppress these edge effects. The new design represents
a way around the fundamental limitation on Q-factors for guided resonances
in finite photonic crystals. Results are presented for both simulated and
fabricated structures.

© 2013 Optical Society of America

OCIS codes: (220.0220) Optical design and fabrication; (280.4788) Optical sensing and sen-
sors; (050.5298) Photonic crystals; (140.4780) Optical resonators.
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1. Introduction

Periodic permittivity induced in a layer of high index material sandwiched between two lower
index materials can support a group of optical modes called guided resonance modes [1–4].
These modes are similar to fully guided modes in terms of the distribution of the mode field
inside the slab, but different in that they are not fully confined to the slab. Incoming light,
with a real out-of-plane k-vector, can couple to in-plane propagating modes. This gives rise
to properties that are useful in applications like vertically emitting light diodes [5–7], compact
narrow fiber tip sensors [8,9] and highly sensitive optical sensors for environmental control and
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medical diagnosis [10, 11].
Guided resonance modes are supported in structures with both 1D- and 2D-periodic per-

mittivity in the plane, and are qualitatively well understood by temporal coupled mode the-
ory [12,13]: When incoming light hits the surface of a photonic crystal (PC), it sees a combina-
tion of a homogeneous slab and an optical resonator. Part of the light is reflected and transmitted
through the slab as if it was homogeneous with some effective permittivity, and is often referred
to as the direct path. Another part is coupled into in-plane propagating modes that form an opti-
cal resonator associated with a resonance frequency and spectral bandwidth. The output of the
resonator is referred to as the indirect path. The two paths interfere to form the characteristic
Fano-shape features in the transmitted and reflected spectrum.

We present an investigation of guided resonance modes in PCs that have a 2D-periodic per-
mittivity imposed on a dielectric slab free-standing in air, and will focus on finite-size lattice
effects. Finite-size lattice effects are seldom discussed in the literature for 2D-PCs, but based on
work done on 1D-PCs [14–16], we know that they can be important. Especially narrow banded
guided resonance modes, i.e. high Q-factor modes, supported by PCs made in low permittivity
dielectrics like Si3N4 and SiO2, may not be observable if the number of periods in the lattice
is too small [17]. Although simulations on infinite 2D-PCs predict that they can be used to
make outstanding optical resonators with virtually unlimited Q-factor [3], there are practical
limitations: The required number of unit cells can be challenging to fabricate with high enough
accuracy.

Limits on the Q-factor of guided resonance modes in finite PCs are imposed by loss. Two loss
mechanisms are unavoidable, even in a perfectly fabricated crystal made in a lossless dielectric.
In a finite lattice, incident light will couple into in-plane propagating modes by scattering caused
by the inhomogeneous permittivity in every unit cell. If the scattered light reaches the boundary
of the lattice, it will see a discontinuous transition to a homogeneous slab supporting fully
guided modes. Light coupled into these fully guided modes or scattered by the discontinuity,
will no longer interact with the lattice and can be regarded as lost. The band diagram of an
infinite PC can in many cases be used to quantify and tailor these effects [28]. For example,
the in-plane group velocity of a guided resonance mode can be designed to be close to zero
within a range of in-plane k-vectors. A focused incident beam can always be represented by a
superposition of plane waves with a range of in-plane k-vectors. If the group velocity is small
for all the plane wave components of the beam, incident light will tend not to travel far away
from where it enters the slab, but be locally confined and lead to limited edge losses. Such
approaches are especially useful for high-contrast gratings, where the band diagram of the
infinite lattice yields the transmission spectrum for a PC with a limited number of periods in
the lattice. However, for a PC composed of very weak scatterers, an unpractically large number
of unit cells can be required for the band diagram of the infinite lattice to yield the transmission
spectrum. In that case, the PC should be regarded as finite, and will typically exhibit higher
edge losses than predicted by calculations on infinite lattices.

In order for a finite weakly scattering 2D-PC to have properties similarly to an infinite crystal,
we hence have to suppress edge-loss effects. Techniques for doing so have previously been
utilized to create high-Q guided-mode resonance filters with limited aperture in 1D-PCs [18–
20]. They closely resemble methods to increase the transmission through metallic hole arrays
supporting surface plasmon modes [21]. By placing in-plane Bragg mirrors at two of the sides of
a 1D-PC cavity, light coupled to in-plane propagating guided resonance modes, can be reflected
back at the lattice boundary. Incident light cannot couple to fully guided modes outside the
boundaries of the lattice, making the PC work as if it was much larger than its physical size.
In this way, a fundamental problem with high-Q guided resonance modes in PCs is solved,
enabling performance predicted by simulations on infinite structures to be realized in finite
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structures. Furthermore, fabricating a device free of defects is easier when the structured area
is small. This solution can hence increase the performance of PCs in general.

It has been reported that the same principles can be applied on 2D-PCs. Lattices composed
of a cavity with larger holes surrounded by smaller, have been used for lateral confinement
of guided resonance modes to increase the light extraction efficiency and tailor the geometry
of the output of infrared surface emitting diodes [22, 23]. Recently also an optical filter was
made by utilizing a limited aperture 2D-diffraction grating bound by four Bragg mirrors [24].
We present a 2D-PC optical filter for visible light composed of a square lattice of holes etched
through a free-standing dielectric membrane bound by two in-plane Bragg mirrors. Our solution
is different from the work published in [24] in that our PC is not a weak grating coupling to an
underlaying homogeneous waveguide. The grating and the waveguide is one and the same in
our design, and is free-standing in air. We also do not have Bragg mirrors on all four sides of
the PC, and show how the orientation of the Bragg-mirrors, and the number of mirrors needed,
is mode dependent. This particular design of the experiment gives a novel intuitive example of
how guided resonance modes behave in real finite structures.

We start by explaining how a finite PC differs from an infinite PC. We present results from
simulations on finite PC lattices, which show how Fano-lines in transmission disappear when
the number of holes in the crystal is too small. Next, we present simulations of our Bragg mirror
PC structure, and finally show how simulated results can be reproduced in fabricated devices.

2. Guided resonance modes in finite size photonic crystals

Temporal coupled mode theory applied to PCs usually treat the case of a lossless optical res-
onator [3,13]. It can be modified to include loss [17,25]. For a PC free-standing in air, symmet-
ric about the center plane, the equations used to fit a Fano-line in the transmitted and reflected
spectrum is then given by

r = rd± rg = rd(ω)± f
γ

i(ω−ω0)+ γ
, and (1)

t = td + tg = td(ω)+ f
γ

i(ω−ω0)+ γ
, (2)

where ω is the frequency of the incident light, and ω0 and γ is the center frequency and band-
width of the guided resonance mode. The direct path is represented by reflection and transmis-
sion coefficients rd and td, and the indirect path is represented by coefficients rg and tg.

These equations have the exact same form as a lossless optical resonator, only f is no longer
set by energy conservation to be f =−(td± rd) [3]. Instead

f =−α(td± rd), (3)

where α is a loss dependent scalar smaller than one. The loss can be defined to include the effect
of lattice discrepancies, material absorption, etc. We will limit our discussion to loss related
to edge effects, which cannot be removed by improved fabrication techniques or improved
intrinsic material properties. The main differences between an infinite and a finite PC can then
be illustrated as shown in Fig. 1. Figure 1(a) is the lumped element model of an infinite PC,
while a finite PC is modeled in Fig. 1(b). The lossy resonator model is greatly simplified, but
illustrates the point we want to make: The amplitude of the resonant term is reduced when the
resonator is lossy.

The difference between an infinite and a finite lattice is especially evident when it is designed
to support high-Q guided resonance modes. To understand why, we start by explaining how a
PC composed of a matrix of weakly scattering holes supports high-Q guided resonance modes.
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Fig. 1. (a) Lumped element model, based on temporal coupled mode theory, of an infinite
photonic crystal with lattice period p < λ , where λ is the wavelength of an incoming plane
wave with amplitude i = 1, producing a reflected and transmitted plane wave with ampli-
tude r and t. Coupling to guided resonance modes is associated with a center frequency ω0
and bandwidth γ . (b) Illustration of how the theory is modified to include loss related to
edge effects, given by α .

Consider an infinite PC composed of unit cells with approximately homogeneous permittiv-
ity, e.g. a square lattice of holes with period p and a radius r << p. We also have r << λ , where
λ is the wavelength of the incident field, which we choose to have normal incidence. Referring
to temporal coupled mode theory, the direct response will then be approximately that of a ho-
mogeneous slab with effective permittivity slightly lower than the slab material. The resonant
term is a result of incident light being scattered by the matrix of holes and coupling to a stand-
ing wave composed of waves traveling in the plane of the slab. The standing wave is similar to a
sum of fully guided modes, but can scatter out of the slab by the hole matrix. This generates an
out-of-plane reflected and transmitted wave. The size of the coupling coefficient, determining
how much light is coupled in and out of the resonator, is hence set by the scattering strength
of our hole matrix. Reducing the radius of holes, reduces the coupling coefficient. Because the
Q-factor of an optical resonator is increased when the coupling coefficient is reduced, small
holes or any weak scattering matrix, will generally support high-Q guided resonance modes.

The approximate band diagram of a weak scattering matrix can be found by using the dis-
persion relation of a homogeneous slab as a starting point. We will use a square lattice as an
example. For k-vectors aligned with one of the crystals principal axes, it involves a folding of
the dispersion relation of a homogeneous slab and opening of small band gaps at the edges of
the Brillouin zones and at the Γ-point, as shown in Fig. 2(a) and 2(b) [4].

An incident plane wave is sent into this lattice from the side, as shown in Fig. 2(c) and 2(d).
The incident wave is taken to be a fully guided mode with ki = 2π/p in the homogeneous
slab, traveling in the positive x-direction. Its frequency, ωm, lies between two guided resonance
modes in the lattice. This means that we are in a photonic band gap [26] for in-plane propagating
modes, which leads to an exponential decrease of the field amplitude as we go in the positive
x-direction. Rows of holes in the y-direction function as an in-plane Bragg mirror, where the
attenuation length will be increased when the radius of holes is reduced. In order to observe the
effect of the in-plane band gap in a finite lattice composed of small holes, we hence need many
periods. For the same reason, weakly scattering matrices supporting high-Q guided resonance
modes, generally require many periods in order to be observed in finite size lattices.

We point out that it is possible to design crystals that have relatively large holes, and still
support high-Q guided resonance modes that are forbidden by symmetry to couple to normally
incident light [3,27]. Weak coupling to such modes can be achieved by breaking the symmetry,
by changing the incident field to have an incidence angle slightly off from normal incidence [4].
However, whenever we have weak coupling between the incident light and a specific guided
resonance mode of a PC, many periods of the PC are needed in order to observe the resonance
in the transmission and reflection spectra [17].

In addition to the effect of lattice size on its ability to support a guided resonance mode,
there is a second matter that needs to be considered. As lattices are finite in real experiments,
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Fig. 2. (a) Dispersion relation for a homogeneous slab. (b) A square lattice of holes is intro-
duced in the slab, which by folding about π/p introduces guided resonance modes above
the light line (blue lines). A zoom-in shows the two lowest frequency guided resonance
modes at the Γ-point. (c and d) We consider how a fully guided mode with frequency, ωm,
sent in from the side of this lattice, will have an exponentially decreasing amplitude as a
function of distance from the lattice boundary. The decrease in amplitude is due to scatte-
ring from the holes, which creates an in-plane bad gap at this frequency. (e) Zoom in on
a guided resonance mode at the Γ-point for two finite fields with different spacial extent.
Going from ∆k1 to ∆k2, we go to a more localized field.

so are the incident fields. It is impossible in practice to excite a pure plane wave corresponding
to a point in our band diagram. We can approximate a finite field as a sum of plane waves with
different wave vectors. An incident field will hence contain a set of in-plane k||-vectors, ∆k||.
These sets of in-plane vectors will couple differently to a guided resonance [28]. Mathemat-
ically speaking, referring to the band diagram in Fig. 2(e) and recognizing that this plot is a
projection of solutions where k|| = kx, strong coupling requires

∂ω
∂k||
≈ 0, (4)

for all k|| in ∆k||. If ∂ω/∂k|| 6= 0 for all k|| in ∆k||, the transmitted and reflected spectra will
be a result of coupling to a sum of guided resonance modes with different center frequency,
observed as a reduction in Q-factor.

In conclusion, coupling to a guided resonance mode in finite PCs, has two main requirements.
One, we have to insure that there are enough periods in our lattice for the guided resonance
mode bands to form. This is closely related to the scattering strength of the lattice. Secondly,
∂ω/∂k|| must be approximately zero for all in-plane k-vectors that we need in order to represent
our fields.

3. Simulations on photonic crystals with finite lattices

We have designed an experiment that allows us to see how guided resonance modes disappear
when the number of unit cells in a 2D-PC lattice is insufficient. We have focused on lattice
size effects, since these impose fundamental limitations on the Q-factor, as oppose to finite
beam size. An illustration of the simulation experiment done using FDTD is shown in Fig. 3.
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Fig. 3. Illustration of the three dimensional FDTD simulation domain. N is the number of
periods in a square lattice with period p. The place of origin for the incident waves and
its orientation relative to the PC, and the observation point where the field is recorded as a
function time, is marked along the z-axis.

A volume, having a refractive index of air, nair = 1, with a length corresponding to four lattice
periods, 4p, and a cross section of Np×Np, was defined. N defines the size of the lattice. The
spacial resolution was set to 0.02 µm in the z-direction, and 0.01 µm in the x- and y-direction. A
plane truncated wave, polarized in the y-direction, was imposed at z= p/2 with a Gaussian time
evolution having a center frequency corresponding to λ = 650 nm in air. A slab with refractive
index ns = 2 was centered at z = p. The thickness of the slab was set to 160 nm and the unit
cell in the lattice is composed of a hole going through the slab with a radius of 100 nm. The
lattice is square with a period p = 500 nm.

An observation point was placed at z = 4p in the center of the simulation domain on the xy-
plane, allowing us to record the transmittance spectrum of the PC. Four different size lattices
were simulated: N = 10, N = 20, N = 30 and an infinite lattice. N = 10, N = 20 and N = 30 were
implemented by using perfectly match layers (PML) on all sides of the simulation domain. The
infinite lattice was simulated by defining a domain with N = 1 and using periodic boundary
conditions in both x- and y-directions.

We point out that PML does not work well for waves having k-vectors parallel to the PML
[29]. Implementation of such waves is known to give rise to unphysical reflections from the
boundary. This effect is present in the simulations using N = 10, N = 20 and N = 30. To reduce
the required computing power and time, we simplify our model of the fabricated devices as
much as possible. In spite of these simplifications and the spurious reflections from the PMLs,
the simulations give us valuable insight into the physics involved.

Simulation results are presented in Fig. 4(a) and show the transmittance spectra of the four
different lattice sizes. The plotted curves are the ratios between the Fourier transforms of the
field recorded in point T as a function of time, and the Fourier transform of the incident Gaus-
sian pulse. We will refer to this ratio as the transmittance. Focusing on the blue curve, two dips
in transmittance can be seen. These are a result of coupling to two different guided resonance
modes in the infinite lattice, and would in a simulation with higher resolution go down to zero.
We will refer to the mode at 720 nm as mode A and the mode at 645 nm as mode B, as pointed
out in Fig. 4(a). Note how mode A has a wider bandwidth than mode B, i.e. mode A has lower
Q-factor than mode B.

In case of the finite lattice simulations, represented by the red, black and green curve, the
spectrum is significantly different. We can see for both mode A and B that the resulting dips in
transmission tend to disappear when the number of periods in the lattice is too small. This is
clarified in Fig. 4(b), where the Q-factor of modes A and B have been calculated and plotted
as a function of lattice size, represented by red and blue markers respectively. The Q-factor has
been normalized as Q for the finite lattices divided by Q of the infinite lattice. The fact that
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Fig. 4. (a) Simulated transmittance spectrum of a finite crystal composed of N×N holes for
N = 10 (red line), N = 20 (black line), N = 30 (green line), and an infinite lattice (blue line).
The transmittance is given as the ratio between the Fourier transforms of the field recorded
in point T (see Fig. 3) as a function of time, and the Fourier transform of the incident pulse.
Dips in transmission marked with arrows resulting from coupling to two guided resonance
modes are visible, labeled mode A and B. (b) The Q-factor of mode A (red markers) and
B (blue markers) has been calculated and plotted as a function of lattice size. The Q-factor
has been normalized as Q for the finite lattices divided by Q of the infinite lattice.

high-Q guided resonance modes require more periods in order to be observed, can be seen by
comparing the red and blue data series. Mode B is not observable for the smallest 10x10 lattice,
and the Q-factor of mode A reaches its terminal value faster than mode B.

The spectra have regions in wavelength where the transmittance is above one, and there
is a red shift going from small to larger lattices sizes. Values higher than one are caused by
a combination of diffraction and that we are calculating the transmission based on the field
amplitude at a point instead of calculating the total transmission. The red shift is caused by a
reduction of ∆k|| as we increase the size of the lattice, in combination with band bending. As
explained above, this will also limit the observable Q-factor. We will return to this matter in the
discussion, to see how we can conclude that the Q-factor is mainly limited by the lattice size.

Continuous wave simulations where performed for the minima located between 700 and
750 nm in Fig. 4(a), for N = 10, N = 20 and the infinite lattice. Referring to Fig. 3, an ob-
servation plane was imposed at z = p, allowing us to record the field at the center of the slab.
Figure 5 shows the amplitude of all three field components at this surface. The incident field
is still polarized in the y-direction. From these full field images, it is evident that the sources
of error mentioned earlier affect our results. Forbidden asymmetries are especially visible in
the x-component of the field for the infinite lattice: The x-component of the field, shown in
the bottom left in Fig. 5, does not have four folded symmetry. We can however still clearly
see the underlying correct symmetric behavior of the field, and can use the results to see how
the guided resonance mode is affected when making the lattice finite. Simulations with higher
grid resolution were done for the 10×10 lattice. They showed that insufficient resolution is the
dominant cause of these asymmetries. Effects of spurious reflections from the PML were too
small to be specifically detected.

Mode A is dominated by a strong y-component, and forms as rows of holes parallel to the
incident polarization oscillate in phase and couple to a guided resonance mode with in-plane k-
vectors parallel to the x-axis. These are waves traveling in the positive and negative x-direction
if the incident field is polarized in the y-direction. As long as the number of periods in the
y-direction is large compared to the wavelength of the guided resonance mode field, it is the
number of holes in the x-direction that limits the formation of the guided resonance mode.
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Fig. 5. Full field plots at the center plane of a finite PC consisting of 10×10 holes (N =
10) and 20×20 holes (N = 20), and the field at the center plane in a unit cell of an infinite
2D-PC, resulting from continuous wave FDTD simulations for wavelengths corresponding
to the minimum values on the three plots in Fig. 4(a) above 700 nm. The center four unit
cells are blown up to better see the field distribution for the two finite PCs.

Focusing on the y-component of the field, we can see how the field in the center of the PC
converges towards the infinite case as the number of holes in the matrix increases. This is
because the contribution of a specific hole to the guided resonance mode is limited in space. A
unit cell at the edge, will only see the response from holes to one of its sides in the x-direction,
while a hole in the center will see the response from neighbors on both of its sides in the x-
direction. This causes the field in the membrane to decrease as we approach the edge of the
crystal.

4. Increasing the Quality factor of finite photonic crystals

To create large Q-factors in miniaturized PC devices, we have to find a way of minimizing
edge effects. A solution is to introduce reflecting boundaries. This will prevent loss induced
by coupling to fully guided modes outside the lattice. For the particular mode shown in Fig. 5,
this reflecting boundary condition can be imposed by placing in-plane Bragg mirrors at two of
the boundaries of the lattice parallel to the incident polarization. A 3D drawing of the design is
presented in Fig. 6(b). It shows a square lattice with period 500 nm, composed of holes with a
radius of 100 nm imposed on a 140 nm thick membrane with refractive index ns = 2. The Bragg
mirrors have a period of 240 nm with open line widths of 80 nm, tuned to have an in-plane band
gap for the frequency of a guided resonance mode in the hole lattice.

The transmittance spectrum of this structure is found using a setup similar to the one drawn
in Fig. 3. The PC consisting only of a periodic lattice of holes, is replaced by the structure drawn
in Fig. 6(b), and we simulate the response of incident fields with two orthogonal polarizations:
Parallel to Bragg lines, y-polarized, and perpendicular to the Bragg lines, x-polarized. We expect
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Fig. 6. (a) Simulated transmittance spectra of a PC consisting of a square lattice of 10×10
holes (red dashed), and the same hole lattice having in-plane Bragg mirrors at two of its
sides. The black line results from the Bragg PC structure with incident polarization parallel
to Bragg mirror lines, E0, while the blue line results from an incident polarization perpen-
dicular to the Bragg mirror lines, E90. The transmittance is given as the ratio between the
Fourier transforms of the field recorded in point T (see Fig. 3) as a function of time, and the
Fourier transform of the incident pulse. The transmittance of the in-plane Bragg mirror is
shown with the green line. (b) 3D illustration of the simulated PC, utilizing in-plane Bragg
mirrors to trap guided resonance modes in the hole lattice with k-vectors perpendicular to
the Bragg mirror lines.

that the Bragg mirrors will have little effect if the incident polarization is perpendicular to the
lines in the Bragg mirror. In this case, the guided resonance mode will be waves traveling in the
positive and negative y-direction. These waves do not see Bragg mirrors at the PC boundaries
and can couple to fully guided modes in the homogeneous slab. For the other polarization, the
guided resonance mode will be waves traveling in the positive and negative x-direction. When
these waves meet the lattice boundary, they will not be allowed to propagate further and are
reflected.

The results are displayed in Fig. 6(a). Four curves have been included in this plot. The in-
plane Bragg mirror gives a band gap between 600 and 750 nm, as shown by the green curve.
The red dashed line is the transmittance spectrum of 10×10 holes without Bragg mirrors, while
the blue and black lines are the transmittance spectra of the structure in Fig. 6(b) for two differ-
ent polarizations. When the polarization is perpendicular to the Bragg lines (blue line), the dip
near 700 nm is clearly visible. Its minimum value is 0.65, and its width is comparable to the dip
observed for the 10×10 period lattice without Bragg mirrors. Once we turn the polarization 90
degrees, a sharp dip appears that goes down to 0.13. We achieve a higher Q-factor resonance,
comparable to what we see in the case of an infinite lattice. We then expect higher field am-
plitudes in the PC when the incident polarization is parallel to the Bragg lines. As can be seen
from the continuous wave simulations presented in Fig. 7, this is the case. The figure shows the
field at z = p for wavelengths corresponding to the minima above 700 nm on the blue and black
curves in Fig. 6(a). Referring to the center of the hole lattice, a difference in field amplitude of
a factor of five can be seen when turning the incident polarization 90 degrees.

5. Fabrication and experimental setup

In order to experimentally verify the simulation results, we have fabricated PCs with dimen-
sions similar to the ones we have simulated and characterized them optically. Due to their
intended application in biosensors, the slabs are not made purely of Si3N4, but a more complex
stack of three thin films: 50 nm Si3N4/50 nm SiO2/50 nm Si3N4. The motive for this compo-
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Fig. 7. Full field plots at the center plane of a PC consisting of 10×10 holes with Bragg
mirrors at two of its four boundaries, for an incident field oriented perpendicular (top row)
and parallel (bottom row) to the Bragg mirror lines. Plots result from continuous wave
FDTD simulations for wavelengths corresponding to the minimum values of the two dips
in Fig. 6(a) at 708 nm and 705.9 nm, for the incident light polarized orthogonal and parallel
to the Bragg mirror lines respectively.

sition is to facilitate specific biomolecule functionalization of the PC [10]. Optically it has the
effect that it lowers the effective index of the slab, because SiO2 has lower permittivity than
Si3N4. We expect to see similar behavior as for a pure Si3N4 PC, but the modes will in general
be shifted towards higher frequencies. Because layers are thin compared to the operating wave-
length, we do not expect to see the effect of Fabry-Perot cavities forming between boundaries
of the different thin films.

First, Si3N4 was deposited on double side polished Si-wafers. SiO2 was made by Poly-Si
deposition followed by thermal oxidation. Standard optical lithography and a wet etch was
done to form free standing membranes. Electron beam (E-beam) lithography was thereafter
performed directly on the membranes to form the PC lattices. An advanced etch mask was
developed to reduce charging effects and handle the fact that PMMA has poor selectivity to
Si3N4 and SiO2 in dry etching recipes. The mask was composed of 3 nm Cr on top of 150 nm
PMMA, 20 nm SiO2, and 150 nm polymer coating (ARC). The Cr functioned as a conductive
layer during e-beam exposure of the PMMA. After e-beam exposure, the Cr was removed. The
PMMA was developed, followed by a dry etch transferring the pattern into the SiO2. Using the
SiO2 as a hard mask, the pattern was transferred to the ARC, and then into the slab. Finally, the
ARC was removed. An illustration of a cross section view of a finalized chip is given in Fig.
8(f). A detailed description of the fabrication procedure can be found elsewhere [30].

Four different size PCs were made to investigate the effect of finite size lattices, composed
of 10×10, 25×25, 50×50 and 100×100 periods. The final fabricated structures have a period
of p = 500±2 nm and a hole radius of r = 100±2 nm. SEM images of the lattices are given
in Fig. 8(a).

In the case of the PCs bound by Bragg mirrors on the sides, 2D patterns of 100 nm-radius
holes with six different periods were made for a fixed set of Bragg mirror dimensions. The
Bragg mirrors were made with a period of 250±2 nm and a duty cycle of 50±5 %. Four of
these six designs, those with periods p1 = 450±2 nm, p2 = 474±2 nm, p3 = 500±2 nm and
p4 = 526± 2 nm, operated as intended. No signs of coupling to guided resonance modes was
observed for periods p5 = 550 nm, p6 = 576 nm. The resonant modes in these structure were
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Fig. 8. Images taken with a scanning electron microscope of the fabricated structures. (a)
Four square hole lattices consisting of 10×10, 25×25, 50×50 and 100×100 holes, with a
period of p= 500±2 nm and a hole radius of r = 100±2 nm. (b-e) Four square hole lattices
bound by in-plane Bragg mirrors. The 2D hole lattices consist of 10×10 holes, with periods
(b) p1 = 450±2 nm, (c) p2 = 474±2 nm, (d) p3 = 500±2 nm and (e) p4 = 526±2 nm,
from left to right. They all have a hole radius of r = 100± 2 nm. The Bragg mirrors have
a line spacing of 250± 2 nm and a duty cycle of 50± 5 %. All structures are etched in a
150 nm thick Si3N4/SiO2/Si3N4 thin-film stack, suspended on a Si-frame. (f) Illustration
of cross section view of a chip after fabrication is finalized.

outside the spectrum of our source. SEM images of the structures with p1 to p4 are given in
Fig. 8(b)-8(e).

The optical setup measures the transmittance of the PC as a function of wavelength with
spacial resolution. This is done using a 2D CCD camera connected to a Olympus BX51 Optical
Microscope equipped with MPlanON 50x/0.95NA objective. A halogen lamp routed through
a monochromator and a collimator provides the microscope with monochromatic backside
normal incidence illumination with a bandwidth of 4.5 nm. Images were recorded with the
monochromator tuned to one wavelength at a time with a spacing of 2 nm. The exposure time
for each image was 5 s. The measured transmittance, presented in the results section below, is
found by recording an image with and without the PC in the light path, calculating the ratio
between the recorded intensities pixel by pixel.

6. Results and discussion

An image of the four different lattice sizes, as they appear in the microscope for λ=656 nm, is
shown to the right in Fig. 9. Black boxes have been fitted around each lattice. The boxes are
named S10, S25, S50 and S100. Subscript numbers denote which lattice size each box corresponds
to. A fifth box, S0, has also been included. S0 frames an unstructured area on the membrane.
The transmittance is calculated by finding the mean value of pixels located within the boundary
of each black box. The result is plotted in the graph to the left in Fig. 9.

In pixels corresponding to a solid slab, there is no sign of resonance. The 10×10 lattice,
shows a broad dip around 650 nm. Looking at the plot for the 25×25 lattice, the dip close to
650 nm reaches a lower minimum value and shows a significant decrease in bandwidth. A sec-
ond dip close to 570 nm also becomes visible. As we further increase the number of periods
in the lattice to 50×50, these two dips continue to decrease in minimum value and bandwidth.
Continuing to 100×100 periods, we do not see a decrease in minimum value, but a small in-
crease. The bandwidth does however continue to decrease, leaving the Q-factor approximately
unchanged.
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Fig. 9. (Right) Optical microscopy image of the four different lattices depicted in Fig. 8(a),
recorded by a CCD camera for an incident wavelength of λ = 656 nm. Black boxes have
been fitted around each lattice, named S10, S25, S50 and S100. Subscripts denote the square-
root of the number of holes in each lattice. A fifth box, S0, has also been included, framing
an unstructured area on the membrane. (Left) The experimentally measured transmittance,
given as the mean normalized pixel value within each box, is plotted as a function of wave-
length. The normalization procedure in described in section Fabrication and experimental
setup.

The reason why we do not see a continuous increase in Q-factor and reduction of minimum
dip value for larger lattice sizes than 50×50 periods, is that after 50×50 periods we start to see
the effect of lattice discrepancies, such as non-symmetric holes and inhomogeneous periodicity
and radius. Such defects introduce additional loss in our optical resonator model and we can
hence expect a reduced Q-factor. We also note that the dip bandwidth is starting to approach
the bandwidth of our scanned source for lattices larger than 50×50 periods. This limits the
observable Q-factor in our optical setup. As we scan the wavelength from 500-700 nm, we do
not scan a delta function over this range, but a peak with finite bandwidth of about 4.5 nm.
The resulting transmittance is the convolution of the actual transmittance and source spectrum,
which will also reduce the Q-factor computed directly from the transmission spectrum. In any
case, the lattice size effect on guided resonance modes is clear for the three smaller lattices: As
we decrease the number of holes, the effect of coupling to guided resonance modes tends to
disappear.

An image of a PC with in-plane Bragg mirrors, as it appear in the microscope for λ = 630 nm
(top) and 626 nm (bottom) is shown to the right in Fig. 10. SEM images have been included,
showing the polarization of the incident field relative to the orientation of lines in the Bragg
mirror. The period of the selected structure is p2 = 476 nm, and transmittance is calculated
by finding the mean value of pixels bound by each black box. The result for two orthogonal
polarizations of incident light, can be seen in the graph to the left in Fig. 10.

As expected from simulations, the spectral response is highly dependent on incident polar-
ization. When the polarization is orthogonal to lines in the Bragg mirror, a dip in reflection is
visible, but the bandwidth is large and comparable to the dip seen for the 10×10 holes lattice
with no Bragg mirrors in Fig. 9. Once we turn the polarization parallel to the Bragg lines, the
dip bandwidth and minimum value is significantly decreased. Considering that the holes are not
perfectly symmetric and the Bragg lines have a roughness in our real structures, the fabricated
devices perform well and clearly show how the Q-factor of a finite PC can be increased by
exploiting reflecting boundary conditions. Comparing the transmittance for different Bragg PC
structures depicted in Fig. 8, dip minimum values range from 0.65 to 0.70, and the position of
the dips are period dependent, but they all show the same trends.
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Fig. 10. (Very right) Optical microscopy images recorded with a CCD camera for two
orthogonal polarizations of incident light, at wavelengths λ = 630 nm (top) and 626 nm
(bottom), for the Bragg PC structure with period 476 nm (middle). (Left) The experimen-
tally measured transmittance, given as the mean normalized pixel value within each box,
is plotted as a function of wavelength. The normalization procedure in described in section
Fabrication and experimental setup.

We note that position of the Bragg mirrors relative to the photonic crystal lattice has not
been studied extensively. Light traveling in the plane, should be reflected back into the crystal
as if the PC was infinite. If the phase of the reflection from the mirrors is off, we can see the
opposite effect of what we are aiming for, namely weaker coupling to guided resonance modes
as opposed to stronger. We also know that there will be light scattered out of the membrane
at the edges, when in-plane modes meet the jump in effective index between the lattice and
the homogeneous slab. Optimizing the position of the Bragg mirrors and designing a smooth
transition in effective index between the lattice and the homogeneous slab, will increase the
performance of our device.

We finally return to the red shift observed in Fig. 4(a) as the lattice size is increased. It is
due to the fact that the bands supporting mode A and B in our structure have a positive second
order derivative, ∂ 2ω/∂k2

|| > 0, at the Γ-point. This has been verified in simulations. Hence, as
we increase the lattice size and decrease ∆k||, the sum of excited guided resonance modes have
decreasing mean center frequency. This causes a red shift of the center wavelength of our dip
in transmission, and is accompanied by an increase in observed Q-factor. The weak observable
coupling to guided resonance modes in the smaller lattices, can hence be caused by excess band
bending or insufficient lattice size. However, due to the strong polarization dependence evident
in the Bragg PC structure, we can clearly see that the lattice size effect is dominating. This
statement is further supported by inspecting the top left plot in Fig. 7. In this plot we see how
there are in-plane waves propagating away from the lattice above and below the holes when the
Bragg mirrors are not containing the guided resonance mode.

7. Conclusion

We have shown that guided resonance modes in 2D-PCs are not observable in the transmission
spectrum of the PC if the number of periods in the lattice is insufficient. This agrees with
analytic models developed for 1D-PCs [15, 16] and experimental studies of large 2D-PCs [17],
and can be understood by considering a finite PC as an optical resonator with loss.

The fundamental loss mechanisms are related to coupling of incident light to fully guided
modes existing outside the boundaries of the lattice and scattering of in-plane propagating
waves at the lattice boundaries. We have shown how coupling to fully guided modes can be
suppressed by introducing reflecting boundary conditions. This can be done using Bragg mir-
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rors that have a band gap for in-plane propagating modes. Methods to reduce scattering at the
lattice boundaries have not been investigated.

While our devices do not support guided resonance modes with extraordinary narrow band-
widths, the results show how lattices with limited extent can be made to work as if they are
larger. Extrapolation of these results, indicate that a PC perfectly fabricated over a large num-
ber of periods can be replaced by a PC that is perfect over a small area and bound by an in-plane
band gap. This is useful with respect to PCs being applied in real devices, especially in devices
with high demands on miniaturization and the Q-factor of guided resonance modes.
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Abstract: We investigate, by simulations and experiments, the light
scattering of small particles trapped in photonic crystal membranes sup-
porting guided resonance modes. Our results show that, due to amplified
Rayleigh small particle scattering, such membranes can be utilized to
make a sensor that can detect single nano-particles. We have designed
a biomolecule sensor that uses cross-polarized excitation and detection
for increased sensitivity. Estimated using Rayleigh scattering theory and
simulation results, the current fabricated sensor has a detection limit of 26
nm, corresponding to the size of a single virus. The sensor can potentially
be made both cheap and compact, to facilitate use at point-of-care.
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1. Introduction

Preventive action and early detection of diseases are identified among the best and most cost
efficient means of improving health care [1, 2]. This can be done by developing efficient high
sensitivity biosensors that are cheap and small, allowing them to be applied by physicians at
point-of-care or even as a personal appliance in the comfort of our own homes. A technol-
ogy proposed to realize these next generation biosensors, is label-free optical biosensing [3,4].
Label-free optical sensors can be made using micro- and nano-technology that generally pro-
vides devices that are cheap and small. These sensors also have some of the highest sensitivities
reported today [5].
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All label-free optical biosensors are based on the same two basic principles. Firstly, a surface
is furnished with molecules that can capture a specific targeted molecule. The capture process
is generally a time-efficient one-step reaction, in contrast to label or tag assisted detection,
where a radioactive or fluorescent molecule is added to captured target molecules through a
multilevel chemical reaction. Secondly, the surface is optically designed to enable concentration
of light, from an excitation source, at the specific areas where captured molecules are made to
settle. This induces an optical response that is sensitive to changes in permittivity in the capture
zone. Capture events typically manifest themselves as a shift in resonance frequency, a dip in
transmission or reflection, or as scattering. Label-free biosensors can hence be considered to
be composed of two parts: A chemistry that provides selectivity and an optical transducer that
provides sensitivity. The focus of this article will be the optical transducer.

A number of different transducers exist. Mach-Zehnder interferometers [6, 7], optical ring
resonators [8, 9], photonic crystal cavity resonators [10], and techniques exploiting local
surface-plasmon-resonance (LSPR) in metal nano-particles are promising. Some are even re-
ported to sense changes in refractive index corresponding to a single molecule [5, 9, 11, 12].
Some of the above transducers do however call for elaborate alignment procedures in order to
couple light in and out of the transducer, and they all require complex designs to achieve a high
dynamic range. Consequently, these schemes seem more applicable as laboratory tools, and
less suitable in cheap and compact point-of-care devices. Sensors exploiting surface-plasmon-
resonance in periodic metal nano-structures [13–15], and photonic crystal sensors exploiting
coupling to guided resonance modes [16–18], have so far not reached single-molecule sensi-
tivity. These do in general have lower sensitivities, but are advantageous regarding in- and out
coupling of light and can be made with a high dynamic range.

In a recent report [17], we presented a photonic crystal based biosensor that exploits cou-
pling to guided resonance modes [19]. The transducer is composed of a membrane, where a
periodic square lattice of holes has been etched through the membrane. This creates a periodic
permittivity in the membrane plane that allows normal incident light to couple into in-plane
propagating modes. The particular mode that we excite, concentrates its field in the vicinity of
the membrane, primarily in the holes. It also produces a sharp dip in the reflected spectrum.

The center wavelength of the dip in reflectivity is highly sensitive to changes in permittivity
close to the membrane, especially at the hole walls, where the field is maximized. Covering a
pristine 2D PC membrane with a monolayer of biomolecules that has different permittivity than
the surrounding media, will hence shift the center wavelength of the dip, allowing the mono-
layer to be detected. However, when aiming for sensitivities on the order of single molecules,
captured molecules cannot be considered to be a monolayer. Single capture events are locally
bound defects that break the symmetry of the lattice. The defects will induce local shifts in the
frequency of resonant modes, but they will also provide new exit channels for light semi-bound
in the guided resonance mode. It is the latter effect that we exploit in our sensor. The membrane
is designed for high reflectivity in its native state [20–22], at a chosen operating wavelength.
When a particle is trapped in a hole, it will be located in a strong optical field that is scattered
out of the membrane. Consequently, a bright spot on a dark background, centered at the origin
of the particle, can be detected in transmission. Furthermore, the choice of making an intensity
based sensor, using a single operating wavelength, instead of tracking a shift in the resonance,
limits the required number of optical components in the design. This is advantageous in relation
to cost and compactness of a final device.

In [17], we proposed that the detection principle can be modeled as enhanced Rayleigh scat-
tering. The current report is an extension of this work. We now present simulation and exper-
imental results that support our hypothesis. A modified optical setup is also presented, where
crossed polarizers [23] are used to suppresses the background and increases the signal-to-noise
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ratio. Using the new optical setup, we calculate a detection limit corresponding to single parti-
cles the size of viruses.

2. Images obtained with unpolarized light

Figure 1(a) shows a scanning electron microscope (SEM) image of the front side of a fabricated
2D photonic crystal (PC) membrane. It is composed of a square lattice of 100×100 holes with
radius 145±10 nm and period 490±5 nm. The holes are etched through three thin films, 50±5
nm Si3N4/50±5 nm SiO2/50±5 nm Si3N4, free-standing in air. This is the transducer in our
sensor. The motivation for choosing a three layered stack, is that a cylinder surface is then
define inside every hole, chemically different from the rest of the PC surface. In turn, this can
enable us to functionalize the inside of the holes to capture targeted molecules, while the rest
of the PC opposes molecule capture. A more detailed description of how molecules can be
immobilized in our structure is given in previous work [17].

Figure 1(b) shows a SEM image of the membrane backside, and Fig. 1(c) is an image of the
front side of the membrane recorded with an optical microscope. Two defects or contaminations
are visible in all the images, SEM as well as optical. The discrepancy located at the top in Fig.
1(a), resulting in the upper bright spot in Fig. 1(c), is not visible in Fig. 1(b). It hence lies on
the front side, and is known to be a contamination. It first appeared on the surface sometime
after fabrication. The left defect is especially well suited for preliminary studies. It is located
inside a hole, where we plan to capture biomolecules, and has a radius of 60±15 nm. We will
refer to it as defect A. The permittivity of the defect is unknown, but can be limited by possible
contaminations in our lab, that have a permittivity between 2 and 12.25.

From Fig. 1(b), showing the backside of the PC, it appears like defect A results from a hole
that has not been fully etched. This suggests that defect A is composed of a mix of Si3N4 and
SiO2, and has a permittivity between 2.25 and 4 for visible light. The lower limit is comparable
to the permittivity of relevant biological target molecules, which typically have a permittivity
between 2 and 2.5 [25].

The setup used for optical characterization, is shown in Fig. 1(d). It is composed of a narrow-
band light source irradiating the backside of the fabricated PC, and a microscope connected to
a CCD camera recording the transmitted light with spatial resolution. Two polarizers are placed
in the light path, one between the source and the PC, and a second between the PC and the
CCD camera. We return to results generated with polarizers Ls and Ld employed, and a laser
diode source in section 4. For now, we will focus on the image in Fig. 1(c), recorded with a
light source in the form of a halogen lamp routed through a monochromator, and without the
polarizers Ls and Ld in the light path [24]. The image depicts the unpolarized transmittance
of the membrane, for narrowband unpolarized light, normally incident on the backside of the
membrane at a center wavelength of 632 nm.

We have previously [17] proposed that the appearance of a particle trapped in a PC, as shown
by the bright spot pattern in Fig. 1(c), can be understood as amplified Rayleigh small particle
scattering. Provided that a particle trapped in a PC is sufficiently small, the mode field will not
be affected by its presence. This results in the overall transmittance being low, and the field in
the vicinity of the membrane being high. The mode field hence acts as a driving field, causing
particles that are trapped in the lattice to scatter the resonantly enhanced field in the membrane.
Scattered light will exit out into the surrounding medium as spherical waves with origin at the
particle center, and can be refocused to form bright spots on a detector.

A closer examination of the bright spot pattern in Fig. 1(c), reveals that this description of
the situation is inadequate. The pattern is composed of an ensemble of spots that follow the
symmetry of the lattice.
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Fig. 1. Images acquired using a scanning electron microscope (SEM) of the front side
(a) and backside (b) of a fabricated sample of the photonic crystal. An area of the image
showing a particle with a radius of 60±15 nm has been enlarged. The particle is a defect
in the lattice. (c) An image of the crystal, front side facing up, has been recorded using
an optical setup [24] with monochromatic illumination at 632 nm, normally incident from
the backside. The color scale gives the transmittance of the membrane. (d) Optical setup
with a collimated narrowband light source centered at 632 nm, emitting a beam directed
by a 45◦ aluminum mirror to the backside of a photonic crystal at normal incidence, via a
linear polarizer, Ls. Transmitted light is collected by a 50x/0.95 NA objective lens, passes
through a linear polarizer, Ld, and is recorded by a 2D CCD camera. The image displayed
in (c) is recorded with the optical setup in (d), not using polarizers Ls and Ld.

3. Simulation of particles trapped in 2D photonic crystals

Finite-difference-time-domain (FDTD) simulations [26] and rigorously coupled wave analysis
(RCWA) [27], have been done to further investigate the effect of placing a small particle in a
2D PC.

Results from simulation using RCWA are summarized in Fig. 2. A unit cell in the fabricated
PC, with nominal dimensions, is illustrated in Fig. 2(a). Figure 2(b) shows the simulated trans-
mittance of the perfectly periodic PC as a function of wavelength, for normal incidence light.
Two dips in transmission can be seen in the plot, resulting from coupling of incident light to
two guided-resonance modes. We utilize the mode causing the low-transmission dip at 631 nm.
The simulated spectrum in Fig. 2(b) agrees well with the transmitted spectrum of the fabricated
structure, as we have shown earlier [17], but is slightly shifted with respect to the measured
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Fig. 2. Results from RCWA simulations. (a) Unit cell of a 2D photonic crystal membrane,
and (b) the simulated transmittance of the crystal for normal incidence y-polarized light as
a function of wavelength. (c) Color image representations of the resonantly enhanced field
at the center plane, z = 0, is given for the dip at 631 nm. The bottom color scale gives the
field amplitude, relative to the amplitude of the incident field.

dip value at 632 nm. A simulation showing the field in the center plane of a unit cell of the
membrane at this wavelength, for incident light polarized in the y-direction, is given in Fig.
2(c). The y component of the mode field forms a saddle profile aligned with the y-axis, peaking
at the hole walls with an amplitude 10 times the incident amplitude. Inside the holes, the x and
z component are an order of magnitude or more smaller than the y component. Note that it is
the absolute value of the field that is plotted in Fig. 2. Crossing zero field nodes, the phase of
the fields change by a factor π .

The design of the FDTD simulation is illustrated in Fig. 3. A volume, having a refractive
index of air, n0 = 1, with a length corresponding to four lattice periods, 4p, and a cross section
of 15p× 15p, was defined. The spatial resolution was set to 20 nm in the z-direction, and 10
nm in the x- and y-direction. A slab with refractive index ns = 2 was centered at z = p. The
thickness of the slab was set to 160 nm and the unit cell in the lattice is composed of a hole
going through the slab with a radius of r = 145 nm. The lattice is square with a period p = 500
nm. All simulation boundaries are terminated with absorbing layers of the perfectly matched
type (PML) [28].

First, the frequency response of the PC was analyzed. This was done by imposing a planar
Gaussian pulse, truncated at the simulation boundaries, with normal incidence relative to the
membrane plane at z = 0.5p, with center frequency corresponding to a vacuum wavelength
of 650 nm. The frequency response was found by calculating the Fourier transform of the
amplitude of the transmitted wave, recorded at z = 4p in the center of the simulation domain
on the xy-plane. This allowed us to find the wavelength where the simulated PC supports the
particular mode field corresponding to the one displayed in Fig. 2(c). The simulated design
is not identical to the fabricated PCs, but has been modified to speed up the simulations. The
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Fig. 3. (Left) Illustration of the FDTD simulation domain, composed of a volume of air,
with refractive index set to nair = 1, measuring 15×15×4 periods, where the period p =
500 nm. All simulation boundaries are terminated with absorbing layers of the perfectly
matched type (PML). A plane incident wave, truncated at the simulation boundaries, is
imposed at z = 0.5p, traveling in the positive z-direction, and a photonic crystal membrane
with thickness t = 160 nm is centered at z = p, aligned with the xy-plane. The field is
recorded as a function of time at the observation point T, and the terminal field distribution
is recorded at the xy-plane at z = p. (Right) Drawing of the unit cell in the photonic crystal.
The period is p, and the radius of the hole is r = 145 nm. The membrane material has a
refractive index set to nmemb = 2, corresponding to Si3N4.

transmission spectra of the simulated and fabricated PC are therefore shifted relative to each
other, due to the small differences in materials, lattice period and membrane thickness. The dip
in transmission at 703.6 nm for the simulated PC, and the dip at 632 nm for the fabricated PC,
are both caused by the same guided resonance mode.

Simulations using a continuous wave source tuned to 703.6 nm were thereafter performed
for a pristine PC and for a PC with one particle, vertically centered, in the center hole. This was
done by imposing a plane wave, truncated at the simulation boundaries, with normal incidence
relative to the membrane plane at z = 0.5p, traveling in the positive z-direction. The fields in
the center plane of the PC were observed. Three lateral positions of the particle were simulated:
At the center of the hole, and off-centered in the x-direction and y-direction, touching the hole
wall. The radius of the particle was set to 60 nm, similar in size to defect A. It is set to have
a refractive index of 2, corresponding to Si3N4. Simulations with three different particle radii,
centered both laterally and vertically in the center hole, were also done. Nominally, the radius
of the particles were 40, 60 and 80 nm. Due to the discrete spatial resolution in the FDTD
simulations, the actual simulated volumes of the particles were 2.4 ·105, 8.8 ·105, and 20.6 ·105

nm3. We will refer to these particle sizes as VS, VM, VL, in the following text.
The procedure of simulating a crystal of finite size is computationally intensive. Using pe-

riodic boundary conditions and a smaller simulation domain would speed up the simulations,
and should be chosen if the aim is to investigate the effect of inserting a particle in every hole
in a pristine PC, or every other, third, etc. In contrast to such investigations, we aim to find
the effect of inserting one single particle in a pristine PC, for the case when a small fraction
of the scattered light is emitted from the hole with the particle, and many holes around the
particle emit scattered light. Even when terminating our 15×15 periods domain with periodic
boundary conditions, and simulating the effect of inserting one particle in the center of this
super cell, it is hard to extract the separate contribution from each particle. In order to see their
contributions independently, we have therefore chosen to terminate the boundaries with PML,
and hence been able to visualize the outward flow of optical power along the membrane from
the particle.
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Fig. 4. Color image representations of fields resulting from continuous wave FDTD simu-
lations of a pristine photonic crystal, illuminated with normal incidence y-polarized light
at a wavelength of 703.6 nm, without a particle in the lattice (row 1), and photonic crystals
with a particle inserted at three selected lateral positions in the center hole: Center (row 2),
off-centered in the x-direction (row 3), and off-centered in the y-direction (row 4). The first
three columns show the absolute value of the field components Ex, Ey, and Ez, respectively.
Illustrations in the fourth column, corresponds to the areas in-plane over which the field
has been plotted. The color scales represent the amplitude (absolute value) of each of the
three components of the E-vector, divided by the amplitude of the E-vector of the incident
plane wave.

3.1. Position dependence of particles trapped in photonic crystals

The FDTD simulations for a single wavelength (contiuous wave) allow us to compute an elec-
tric field vector, E, as a function of position. The vector E, has three components Ex, Ey, and Ez,
each component being a complex phasor representing the amplitude and the phase relative to
the incident wave. The upper row of field plots in Fig. 4, shows |Ex|, |Ey|, and |Ez| in the center
plane of a pristine PC. The excited guided resonance mode forms as rows of holes parallel to
the incident polarization oscillate in phase and couple to a mode with in-plane k-vectors parallel
to the x-axis. Since the boundaries of the simulation are terminated with absorbing walls, we
are not simulating an infinite lattice, which is why the mode field declines as we approach the
edge of the crystal [29]. The lower three rows in Fig. 4, show what happens when a particle is
inserted in the crystal: The mode field is retained, and the effect of the particle is only visible
in the immediate vicinity of the particle.

To clarify the change in fields, the absolute value of the change, |∆E| =
|E(PC with particle) − E(pristine PC)|, is plotted in Fig. 5, for all three field compo-
nents and particle positions. The plots show that the particle behaves similar to an ideal dipole:
Inside the holes, the dominant field component of the mode field lies in-plane, pointing in
the y-direction. The particle radiates spherical waves in the shape of a torus, with its axis of
symmetry oriented parallel to the y-axis. It hence radiates strongly in the x-direction, and very
weakly in the y-direction. The scattered light can either exit directly out into the surrounding
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Fig. 5. Color image representations of absolute values of changes in the complex-valued
field components Ex, Ey and Ez, at the center plane of a pristine photonic crystal, caused
by inserting a particle in the crystal. The photonic crystal is illuminated with normally
incident y-polarized light at a wavelength of 703.6 nm. Three selected lateral positions of
the particle in the center hole have been investigated: Center (row 1), off-centered in the
x-direction (row 2), and off-centered in the y-direction (row 3). Illustrations to the far left
correspond to the areas in-plane over which the field has been plotted. The change has been
calculated by subtracting the field distribution for a pristine photonic crystal shown in Fig.
4 (top row), from the field distribution in a photonic crystal with a particle trapped in the
lattice, Fig. 4 (row 2-4). The plotted fields hence correspond directly to the E-field scattered
by the particles. The color scales represent the absolute value of the change in of each of the
three components of the E-vector, divided by the amplitude of the E-vector of the incident
plane wave.

medium, or couple to guided resonance in the membrane. The torus shape of the radiation
diagram of an oscillating dipole in free space, will therefore be strongly distorted, but we
still expect to see high |∆E|-values perpendicular to the axis of polarization, and very low
|∆E|-values parallel to the axis of polarization. This symmetry is clearly present in Fig. 5,
especially in the |∆Ey|-plot.

Moreover, there is an increase in |∆E| as the particle is moved towards the wall in the y-
direction where the guided-resonance mode field is maximized, and a decrease as the particle
is moved towards the wall in the x-direction where the mode field is minimized. Finally, note
that scattered light from a particle close to a wall, shows stronger coupling to the side where
the wall is closest to the particle.

3.2. Size dependence of particles trapped in photonic crystals

Going from left to right in Fig. 6(a), plots show the absolute value of the change in the y com-
ponent of the vector E, |∆Ey| = |Ey(PC with particle)−Ey(pristine PC)|, caused by inserting
particles with volumes VS, VM, and VL in the center hole of a pristine PC. Qualitatively, all
particle sizes induce the same change in field distribution. This is also the case for the x and z
component of the field (not shown). The volume dependence is clarified in Fig. 6(b), showing
a line plot of normalized field strengths from Fig. 6(a) superimposed on each other along the
x-direction at y = 0.
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Fig. 6. (a) Color image representation of the y component of the field at the center plane of
a pristine photonic crystal illuminated with normal incidence y-polarized light at a wave-
length of 703.6 nm, caused by inserting a particle in the center hole of the crystal. Three
different particle sizes have been simulated, as shown in the three illustrations at the top.
(b) Line plot crossing the field plots in (a) in the x-direction at y = 0. The color scale in (a)
and the abscissa in (b) both represent the absolute value of the change in Ey divided by the
amplitude of the incident plane waves.

The field change resulting from the largest particle is scaled with 1, the medium particle
with VL/VM and the smallest particle with VL/VS. In the holes where the particle is located, the
near field dominates the field distribution, and the plots do not overlap. A period away from
the center hole the line plots are virtually overlapping, meaning the amplitude of the change is
proportional to the particle volume.

We point out that forbidden asymmetries are visible especially in the plots showing |Ex| for
the pristine PC in Fig. 4 and |∆Ex| for the centered particle in Fig. 5. It has been verified, by
increasing the grid resolution for selected structures, that these asymmetries are dominantly
caused by numerical errors attributed to insufficient grid resolution. We also note that PML
does not work well for waves having k-vectors parallel to the PML [28]. The presence of such
waves in the simulations is known to give rise to unphysical reflections from the boundary. The
effect is present in our simulations, but is too weak to be visible in Figs. 4–6.
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4. Experiment

Employing the two linear polarizers, Ls and Ld, included in the optical setup illustrated in Fig.
1(d), enables polarized excitation, and cross-polarized excitation and detection. The source is
in this case a diode laser producing a 1.1 mrad divergence collimated beam with a line width of
∼4.5 nm centered at 632 nm. The center wavelength corresponds to that of the desired guided
resonance mode.

In the following results, microscope images have been recorded using two different polar-
izer configuration: Polarized excitation and unpolarized detection, where only polarizer Ls is
applied, and cross-polarized excitation and detection, where both polarizers, Ls and Ld, are
applied, and the source polarization is perpendicular to the detected polarization.

Eight recordings of the PC displayed in Fig. 2, are given in Figs. 7(a) and 7(b). One image
displays the entire matrix of holes, and a smaller cut, labeled D, frames the immediate vicinity
of defect A. Images in Fig. 7(a) are recorded using only polarizer Ls, and images in Fig. 7(b)
are recorded with cross-polarized excitation and detection. Each row holds results for a fixed
orientation of polarizer Ls, and arrows drawn on-top of a 3×3 hole matrix show the orientation
of Ls and Ld relative to the lattice. The color scale shows the transmission, found by recording
an image of the PC and dividing each pixel value by the mean background pixel value, found
by recording an image without the PC in the light path.

A measure of the signal-to-background ratio (SBR) in each recoding is also displayed in
Fig. 7. It has been calculated in the following way: Two sets of pixels with the same size were
defined, corresponding to the area holding defect A [pixels D] and an area with hardly any
observable defects [pixels M]. The locations of pixels D and M are the same in all recordings
and have been marked with white frames labeled M and D, at the top left image in Fig. 7. The
mean-, Mmean, and rms-value,Mrms, of pixels M, and the maximum value in pixels D, Dmax, is
found, and the signal-to-background ratio defined as SBR = (Dmax−Mmean)/Mrms.

The difference between the two polarizer configurations is clarified in Fig. 7(c), which holds
line plots for both unpolarized detection and cross-polarized excitation and detection. The lines
cross the recorded images in the y-direction, intersecting the peak in intensity in pixels D. The
x-axis represents optical power per pixel, obtained by dividing each bit-value in the picture file
by the exposure time.

4.1. Polarization dependent scattering from particles trapped in photonic crystals

The appearance of defect A for polarized excitation and unpolarized detection is shown in Fig.
7(a). As for unpolarized excitation and detection, resulting in the image in Fig. 1(c), the defect
produces an ensemble of bright spots that coincide with the lattice. Light scattered by defect
A is observed as a maximum, corresponding to the location of the defect, and scattered light
coupled into the membrane, guided away from the defect center, is observed as re-scattering
from the surrounding holes. However, in contrast to the pattern in Fig. 1(c), the symmetry of the
patterns in Fig. 7(a) is not four fold symmetric. As predicted by the simulation results in Figs.
5 and 6, it is only two fold symmetric. Weaker scattering is observed from holes neighboring
the defect along the line parallel to the incident polarization.

4.2. Decreasing background signal using cross-polarized excitation and detection

The signal-to-background ratio, is calculated to be 60, 80, 64 and 47 for the four different
incident polarizations with unpolarized detection. Looking at the images in Fig. 7(a), the back-
ground signal is mainly limited by the non-zero and inhomogeneous transmittance of the mem-
brane.

Using crossed polarizers, the signal-to-background ratio is changed to 91, 57, 147 and 97,
respectively. The background signal is hence on average decreased relative to detected particle

#200180 - $15.00 USD Received 25 Oct 2013; revised 3 Dec 2013; accepted 4 Dec 2013; published 12 Dec 2013
(C) 2013 OSA 16 December 2013 | Vol. 21,  No. 25 | DOI:10.1364/OE.21.031375 | OPTICS EXPRESS  31385



Fig. 7. Images recorded with the optical setup illustrated in Fig. 1(d). (a and b) Results are
collected for four orientations of polarizer Ls, with polarizer Ld (a) not employed and (b)
oriented orthogonal to Ls. Arrows drawn on-top of a 3×3 hole matrix show the orientation
of Ls and Ld relative to the lattice, for each recording. A set of pixels D, corresponding to
the position of defect A has been enlarged, for every recording. The color scales located at
the bottom of column (a) and (b) show the transmittance of the membrane, calculated by
dividing the pixel values resulting from a recording of the membrane, by the mean pixel
value in a recording without the membrane in the light path. (c) Line plots of pixel values,
going from point A to B, crossing the crystal in the y-direction, intersecting the peak in
pixel value in pixels D. The ordinate in the plots in (c) represents optical power per pixel,
computed by dividing each bit-value in the picture file by the exposure time.

irradiance, and mainly created by two sources of unwanted depolarization: Depolarization at
the lattice boundaries and at numerous localizable points across the membrane.
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5. Discussion

We have so far only focused on defect A. The two other defects or contaminations seen in
the lower and upper part of of Fig. 1(a), are not reported on in this study. This is because these
defects cannot be considered to resemble molecular capture events. They are both too large with
respect to Rayleigh small particle scattering theory, and also lie close to the lattice boundary,
where the PC performance suffers from edge effects. We also note that in biosensing it is most
relevant to focus on detection of nano-particles in water. However, in this proof of principle
study, we have chosen to design the PC for detecting nano-particles in air. A discussion on
what needs to be done in order for the sensor to be used to detect nano-particles in water is
found in previous work [17].

In our particular design, incident light couples to a guided resonance mode that supports
high fields in the holes. Simulation results in Fig. 2(c), show how the mode field in the holes
can be considered as a driving field that has a dominant component parallel to the incident
polarization. Figures 4 and 5 show how this driving field causes particles that are trapped in
the holes to scatter, but is only locally affected by the presence of the particle. In Fig. 6(c), it
is evident that the field in the hole where the particle is located, is strongly perturbed due to
the near-field of the scattering particle, but in the closest neighboring holes to the particle, the
mode field is approximately retained. Even for the largest particle, causing the largest change
in the field, the maximum amplitude of the y component of the scattered irradiation is 0.7 times
the amplitude of the incident field. This is only 0.2 times the absolute value of the y component
of the resonantly enhanced E-field at the center plane of the membrane, averaged over one unit
cell.

The reason for the spot pattern coinciding with the lattice can be explained by two distin-
guishable effects. One, light scattered from defect A cannot only radiate out into the medium
surrounding the membrane. Part of the scattered irradiance can couple to the membrane and be
guided away from the hole where defect A is located. This light will re-scatter when it meets
neighboring holes. For unpolarized normal incidence light, as is used to obtain the image in Fig.
1(c), spherical waves will hence radiate out into the surrounding media directly from defect A,
and from the nearest neighboring holes. The center spot in the pattern is directly related to scat-
tered irradiance from defect A, and has an observed intensity set by the mode field amplitude at
its location. Surrounding spots are a result of scattering from holes neighboring defect A, driven
by the irradiance from defect A coupling to the membrane. Two, the light that is coupled out
of the membrane via scattering by defect A, is dominantly drawn from the guided resonance
mode. Consequently, the mode phase-matched to interfere destructively with directly transmit-
ted light looses some of its power. This power is also locally bound to defect A and can create
a spot pattern that coincides with the symmetry of the lattice.

5.1. Dipole like behavior of particles trapped in photonic crystals

We have previously proposed that the spatial distribution of the scattered light is similar to an
ideal dipole, with the zero-field axis aligned with the driving field. Field plots in Figs. 5 and 6
support that this is the case. Particles trapped in the lattice scatter dominantly perpendicularly
to the polarization of the driving field. These simulation results also agree with the experi-
mental observation in Fig. 7(a), showing the result of polarized excitation. Strong scattering
is seen from the hole where the defect is located, and from the neighboring holes, going out
from the defect center, in a direction perpendicular to the incident polarization. Weaker scat-
tering is seen from the holes, going out from the defect center, in a direction parallel to the
incident polarization. Consequently, all images displayed in Fig. 7(a) show spot patterns with
two folded symmetry. The minor deviations from two folded symmetry, can be explained by
the off-centered position of defect A in the hole. This also agrees with the simulation results
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in Fig. 5, where it is evident that scattered light from the defect couples stronger to the side
where it is touching the hole wall. Hence, we see stronger scattering from the lower and left
neighboring holes.

Since we only have one PC holding one ideal test particle, we have not been able to verify
experimentally the size dependence evident in Fig. 6. Furthermore, our simulation results show
that the direction of propagation and strength of scattered light from the defect is strongly
dependent on its position in the hole, and we have not been able to find a non-destructive
method to determine the chemical composition of our defect. We therefore hesitate to infer
anything about permittivity and size of our defect from our measurements.

The |∆E|-plots in Fig. 6(b) show that the amplitude of the scattered light is proportional to
the volume of the scattering particle, and results presented in Fig. 5 show how the scattered
amplitude is increased when the particle is moved into areas with a stronger driving field. This
complies with Rayleigh scattering theory [30], which says that the amplitude of scattering from
isolated particles is proportional to the volume of the scattering particle and the amplitude of
the driving field. Since the intensity recorded by the CCD camera in our optical setup is the
field amplitude squared, the sensitivity of the sensors is proportional to the volume of particles
squared, and can be improved by increasing the amplitude of the driving field.

5.2. Decreased background signal by use of crossed polarizers

As shown by the zero-transmission dip at 631 nm in Fig. 2(b), an infinite pristine PC can
function as a mirror. When a particle is present in the lattice, it can therefore be observed in
transmission as a bright spot, or a group of spots, on a background that in theory can be made
black. In practice, the reflectivity is limited by fabrication accuracy, finite extent of the lat-
tice, non-zero divergence of the excitation source and a finite source bandwidth. The minimum
transmittance in our experiments is consequently closer to 20%, as can be seen in Fig. 7(a).
This relatively high background, in combination with a sensitivity that is proportional to the
volume of the particles squared, is limiting. As particles are reduced in size, the scattered light
they produce falls fast below the noise floor. Alternative methods for reducing the background
signal are therefore needed.

Experimental results presented in Fig. 7 show how cross-polarized excitation and detection
is an alternative, that increases the signal-to-background ratio by up to a factor of three. This
method is especially well suited in our design. For normal incidence plane waves, incident on a
square 2D PC, the symmetry of the lattice forces the reflected and transmitted fields to retain the
original polarization in the far-field. If the orthogonal polarization is present in transmission, it
must originate from defects in the crystal or from imperfect extinction present in the measure-
ment setup independent of the membrane. Cross-polarized excitation and detection hence filters
out all but exactly what we are looking for, namely defects in the crystal.

It is further possible to argue that our signal-to-background ratio is a modest estimate. The
calculated rms-value of the background, does not only include noise related to the detector chip.
Although it is found by sampling an area with little defects, there is a contribution from lattice
discrepancies. The sensor is meant to capture biomolecules. Detection is done by comparing the
transmittance of the membrane before and after a molecule is captured, subtracting the initial
image from the image taken after capture. By this procedure, contributions to the background
signal from static defects in the crystal can be removed and lead to an increased signal-to-
background ratio.

As seen in Fig. 7(b), displaying results from measurements using cross-polarized excitation
and detection, depolarization of the incident light is observed at numerous localizable points
across the membrane. The points lie along lines parallel to the PC lattice axes, and we believe
they are a result of deviations in lattice period, hole radius and hole shape. These structural
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discrepancies cannot be seen using SEM. The assumption hence implies that the current back-
ground signal is mainly limited by fabrication accuracy of the PC, and the sensitivity of the
sensor exceeds the resolution of our SEM, i.e. we should be able to detect 20-40 nm diameter
particles. This also agrees with the calculated signal-to-background ratio, which predicts that
the detection limit is close to 26.1 nm: rmin =

(
r6

p/SBRmax
)1/6

=
(
(60±15 nm)6/147

)1/6
=

26.1±6.5 nm.
This detection limit allows us to detect particles the size of single viruses. The sensitivity of

the sensor hence has to be improved in order to detect proteins, which typically have a radius of
2-10 nm. This presents a challenge, since the sensitivity is proportional to the volume of trapped
particles square. The sensitivity can however be improved by increasing the amplitude of the
driving field, which can be done by utilizing a guided resonance mode with a higher Q-factor.
An increased Q-factor of guided resonance modes can be achieved by decreasing the scattering
strength of the PC. In practice, it is a question of production accuracy, and can e.g. be done by
reducing the size of the holes in the PC [19, 31].

6. Conclusion

We have designed, fabricated, and characterized a PC that can be used as a nano-particle sensor.
The key component in our scheme is a photonic crystal membrane supporting guided resonance
modes. Simulation and experimental results presented in this report, show how detection is a
result of amplified small particle scattering. Small particles trapped in photonic crystals, excited
by normal incident light coupling to a guided resonance mode, scatter similar to ideal dipoles.

Provided a chemistry that facilitates capturing of biomolecules, the current design should en-
able detection of single viruses. The design is simple and composed of standard optical compo-
nents, allowing it to be made cheap. It can also be made compact, by replacing the microscope
by a set of lenses specific to the application. Further optimization of the design is needed to
reach the sensitivity level of targets like proteins.
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1. Introduction

To make medical diagnosis more efficient and accurate, better instruments for specific detection of common pathogens
are needed [1]. Monitoring the level of contamination in sources of water and food can prevent outbreak of disease [2].
To prevent bio-terrorism, monitoring of biological hazards would be helpful [3]. For this purpose we need sensors that
can capture and detect very low concentrations of specific proteins, viruses, bacteria, etc., that is, biosensors with high
specificity and sensitivity.

As pointed out in [4], micro- and nano-fabrication techniques can in general provide devices that are small, reliable
and cheap. Recent developments suggest that the next generation biosensors will be made exploiting this technol-
ogy [5]. Moreover, since optical readout is compatible with the wet environment presented in a biological system,
biochemical sensor platforms with optical readout seem particularly promising.

Some of the most sensitive biosensors with optical readout today are based on dielectric photonic crystals (PCs) [6,7]
and nanoplasmonics [3,8]. In [4] we propose to combine the convenient light coupling found in nanoplasmonic sensors
and the high Q-factors obtainable in dielectric PCs, in a dielectric PC membrane. A PC membrane is a thin slab with
a periodic in-plane variation in permittivity. They have some of the same light-guiding properties as regular slab
waveguides, but in addition to having a series of guided modes, they also exhibit a group of modes called guided
resonances [9]. Coupling to guided resonances can be achieved by normal incidence light, and can produce a large
enhancement of the optical field inside the membrane compared to the field of the incident waves. A small particle
placed in a hole in the membrane will ’see’ this field, absorb energy from the guided-resonance mode field, and
reradiate the absorbed light in all directions. The reradiated light can be captured by a camera focused on the PC
membrane, where each light-scattering particle will appear as a bright spot in the image.

In [4] we have reported on the development of a novel planar 2D dielectric PC membrane, demonstrating this
particle detection principle. Furthermore, we have reported the design of a multispectral imaging system that we have
built to take images of the membrane. Finally we have reported preliminary results of detection of nano-particles in
holes in the membrane, with the help of our imaging system. We here present an experimental comparison of the
image contrast that we have measured for nano-particles in a PC membrane compared to the image contrast that we
have obtained for nano-particles placed on microscope slides.

2. Design and working principle

The elements of the sensor are summarized in Fig. 1. The transducer in the sensor, turning the presence of a particle
into an optical response, is a planar dielectric membrane with through holes as shown in Fig. 1-A. Holes are arranged
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in a quadratic lattice with period 490 nm and radius 290 nm. The membrane is free-standing and suspended on a
silicon frame, permitting gas or fluid samples to be physically pushed through the holes in the membrane. The mi-
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P
P

50 nm SiO2

50 nm SiO2

50 nm Si3N4

P = 490 nm, r = 290 nm

Fig. 1. Outline of the transducer and how the sensor works. (A) Samples can be pumped through the
PC membrane, which is a quadratic lattice of holes with period 490 nm and radius 290 nm, etched
in a stack of thin films made of Si3N3 and SiO2. (B) Captured particles are detected as bright spots
on a dark background by an optical microscope and a CCD-camera.

croscope setup, sketched in Fig. 1-B, is comprised of a standard 35W halogen lamp, an Oriel Cornerstone 130 1/8
m Monochromator, an Olympus BX61 TRF microscope and an Olympus F-view II CCD camera. The incident light
is supplied by the halogen lamp routed through an Oriel Cornerstone 130 1/8 m Monochromator and a set of lenses
and optical fibers, which provides the optical microscope with collimated backside illumination with normal incidence
with respect to the PC membrane surface. A MPlanON 50x/0.95 NA objective provides magnification.

The PC membrane has been designed to allow coupling of normal-incident light into a guided resonance mode
centered at 631 nm, and at the same time provide a very high reflectance. At 631 nm the PC membrane hence holds
large electromagnetic fields inside the membrane and at the same time works as a mirror. Spherical particles that are
small enough, will not affect the overall field distribution in the PC membrane. They will work as scattering centers
producing spherical waves that appear as bright spots on the CCD screen [4], corresponding to their location on
the PC membrane. Since the PC membrane works as a mirror, the contrast is maximized. The optical effect of two
nano-particles trapped inside the membrane is illustrated in Fig. 1-B. It has been simplified to illustrate the idea that
nano-particles are detected by the CCD camera as bright spots on a dark background. Specific capture of biological
molecules can be done by chemical means.

3. Fabrication

Standard semiconductor production techniques and electron beam lithography were used to produce the membranes
with a matrix of 100x100 through holes. A particle-like defect with radius ∼50 nm settled inside one of the holes during
production. Based on the materials present in our fabrication facilities, its permittivity is limited to a range between
2.25 and 12.25 in the spectral range of interest. This defect was introduced non-intentionally during the fabrication
process, but is a well-suited object for preliminary studies. As a reference experiment, we used Latex Microspheres
from Invitrogen with permittivity 2.26 and a radius of 100 nm, suspended between two microscope glass slides and
dried.

4. Experiment and results

Pictures were taken at a wavelength of 631 nm of the PC membrane holding the particle-like defect and the slide
holding the latex spheres. Pictures of the particle-like defect were compared with a bright spot on the microscope slide
that we believe corresponds to a single latex sphere. The results are given in Fig 2.

5. Discussion and conclusion

Fig. 2 clearly shows that the 50-nm-radius particle on the PC membrane is easier to see than the 100-nm-radius particle
on the glass slide. A rough estimate of the difference in contrast indicates that the contrast is twice as large for the
50 nm particle trapped in the PC membrane, as compared to the 100 nm particles on the glass slide. We would like
to point out that Rayleigh scattering theory predicts that the nano-particle scattering intensity is proportional to the
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Fig. 2. (A) Particle-like defects in the PC membrane as seen from the CCD-camera, compared to (B)
what we believe corresponds to a single latex sphere. (C) Normalized pixel values along a horizontal
line crossing the particle locations give an impression of the difference in contrast. Pixel values of
the CCD camera have been normalized with respect to the transmitted intensity recorded without
the membrane present.

particle radius to the power of six. Consequently, a difference in radius of 1/2 should induce a difference in scattered
intensity of 1/64.

We believe that the effect can be understood as amplified small particle scattering provided by amplification of the
field inside the membrane. The amplification is induced by coupling of the incident field to guided resonance mode
fields supported by the PC membrane. In combination with the PC working as a mirror, providing optimal contrast,
the current sensor is estimated to detect particles down to 20 nm in radius. Further optimization of the PC membrane
design is hence needed to reach the sensitivity level of targets like proteins. Proteins typically have a radius of 2-10 nm.
However, if the phenomenon can be explained as amplified scattering, each hole in the membrane can effectively work
as a sensor for single nano-particles. The sensitivity is virtually only limited by the field amplitude. Sufficiently high
fields can be induced producing PC membranes supporting resonant modes with greater Q-factors, which in general is
a question of production accuracy, since it can be done by reducing the size of holes [9]. In that case, this microscope
setup can be a cheap and efficient method for nano-particle detection and can potentially provide biosensor with single
molecule sensitivity.
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Abstract—We present simulations showing how light scattered
by isolated particles increases by a factor 10, when they are
placed in photonic crystal membranes. Exploiting this effect, sin-
gle nano-particles have been detected with an optical microscope.

I. INTRODUCTION

Biosensors are currently used in medical diagnosis and for
monitoring biological hazards in food and water to expose
potentially dangerous pathogens before they reach harmful
concentrations. By increasing the sensitivity of biological
sensors, potential dangers can be exposed at earlier stages.
Preventive action and early detection of disease are identified
among the best and most cost efficient means of improving
health care [1], [2]. Moreover, if the sensors can be made
small and cheap, work fast and are easy to use, they can be
applied at point-of-care, and even in the comfort of our own
homes.

Among the many different technologies competing to be-
come the next generation biosensors, optical label-free biosen-
sors are promising candidates [3], [4]. Optical label-free
biosensors use chemistry to immobilize specific proteins,
DNA, RNA, viruses and bacteria at desired locations. In this
way, chemical methods provide specificity. The sensitivity is
provided by a transducer, with optical readout, that reacts
to changes in permittivity, and is generally optimized by
maximizing the concentration of light where the biomolecules
settle.

In a recent publication [5], we propose a novel biosen-
sor incorporating a photonic crystal (PC) membrane with
a quadratic lattice of holes. Each hole in the membrane
can trap a biomolecule and represents a detection volume.
Concentration of light in the detection volume is achieved
through coupling of normal-incidence light into so-called
guided resonance modes [6]. Compared to fully guided modes,
guided resonance modes are not strictly confined to the PC
membrane plane. However, they still concentrate a major part
of their energy here and can produce high electromagnetic
fields in the vicinity of the PC membrane. A biomolecule
trapped in a hole in the PC membrane will scatter these high

fields. We have shown in [5] how scattered light from such
particles can appear as bright spots, when the membrane is
illuminated with collimated monochromatic light and imaged
with a 2D CCD camera in a transmission optical microscopy
setup. Contrast is optimized by operating at a wavelength
where the PC membrane works as a mirror.

We have performed simulations of the light scattered from
nano-particles trapped in a PC membrane like the one we
have fabricated, and show how the simulation results can be
modeled as enhanced Rayleigh scattering.

II. SENSOR DESIGN AND OPTICAL MICROSCOPY

The transducer in the system is a free standing PC mem-
brane, comprised of a 2D quadratic lattice of 145 nm radius
holes with period 490 nm, etched in a stack of three 50 nm thin
films, Si3N4/SiO2/Si3N4. The PC membrane is suspended on a
silicon frame. The transmittance of collimated monochromatic
normal-incidence light is detected with a 2D CCD camera and
magnified by an optical microscope equipped with an Olympus
MPlanON 50x/0.95NA objective. The transmittance is hence
measured as a function of wavelength with spatial resolution.

SEM images of the PC membrane with a trapped particle
inside are given in Fig. 1(a), and an optical microscope image
taken with a CCD camera, is given in Fig. 1(b). Similar images
have been presented in [5]. The particle produces a pattern
with a strong center spot surrounded by four weaker spots
pointed out with arrows in Fig. 1(b). The symmetry of the
pattern coincides with the lattice. Fig. 1(c) displays three line
scans through the particle position from CCD images taken
at three different illumination wavelengths. It shows how the
background signal is reduced at the same time as the nano-
particle stands out with increased intensity.

III. SIMULATION RESULTS

We have simulated the transmittance and reflectance of a
normally incident wave, for the vacuum wavelength λvac =
631 nm, incident on a quadratic lattice of 145 nm radius
holes with period a = 490 nm. The computation uses a
small dielectric sphere in every 4th hole, and the membrane
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Fig. 1. (a) SEM image of the PC membrane with a trapped nano-particle,
and (b) the transmittance of the corresponding area imaged by a CCD camera
at a wavelength of 632 nm. (c) Line scans of images like the one in Fig. 1(b)
crossing the particle in the x-direction are given at three wavelengths.
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Fig. 2. Power ratio PPC/Pair, simulated using 12, 24 and 34 diffraction
orders. PPC is the power radiated into higher diffraction orders due to particles
of radius rp lying in every 4th hole in PC membrane; Pair is the power
radiated from a Rayleigh scattering dielectric sphere in air. The membrane is
illuminated with normal-incidence light at λvac = 631 nm.

is surrounded by air with permittivity εair ≈ 1. Simulations
were done using rigorously coupled-wave analysis (RCWA) in
3D [7], for eight different particle radii, rp, between 10 and
25 nm. The particle permittivity is chosen to be εp = 2.25,
and the incident electric field is linearly polarized along one
of the crystal’s principal axes and has normalized amplitude
1.

Since we restrict λvac to a < λvac <
√
2a, the PC mem-

brane without dielectric spheres in the holes, can not scatter
light into higher orders of diffraction in the air. Consequently,
if power is scattered into higher orders of diffraction in air,
this is due to the dielectric spheres that lie with a spacing
of asup = 2a. We have compared the power PPC, scattered
into higher orders of diffraction, obtained from simulations,
with the power Pair, scattered from a Rayleigh particle with
permittivity εp in air, exited by a linearly polarized electric
field with normalized amplitude 1.

We further recognize that the power scattered from Rayleigh
particles scales as r6pE

2
p [8], where Ep is the electric field

amplitude at the location of the particle. Since the ratio
PPC/Pair, plotted in Fig. 2, approaches a radius-independent
behavior as the number of diffraction orders is increased, we
can conclude that the scattered power from a particle trapped
in a PC membrane also scales as r6p. Of particular interest is
that, the ratio PPC/Pair converges towards ∼ 10. This means
that the power scattered by the particle is increased by a factor
∼ 10 when the particle lies in the PC membrane, as compared
to the same particle in free air. The imaged amplitude that
a particle potentially can induce on a detector, is hence also
increased by a factor 10. We believe that the enhancement is a
result of increased electromagnetic fields at the location of the
particle, Ep, caused by coupling of incident light into guided
resonance modes of the PC membrane.

IV. CONCLUSION

Experimental results show how nano-particles trapped in PC
membranes exhibit increased scattering when incident light
couples into guided resonance modes, and can be detected as
bright spots in an optical microscope. Simulation results show
how the current membrane provides an enhanced scattering
factor of ∼10 when particles lie in the center of holes. Moving
the particle towards the hole wall should increase this factor,
since the electric field is expected to peak at the hole wall.
Moreover, further enhancement can be achieved by increasing
the Q-factor of guided resonance modes, which can be done
by reducing the radius of holes in the PC membrane [6].

Considering nano-particles in the form of DNA, proteins
and viruses, we see a potential use of the sensor in biosensing
if chemical methods are incorporated that allow capture of
specific molecules in the holes.
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Abstract: Crossed polarized excitation and detection has been used to improve signal-to-
noise ratio in an optical nano-particle sensor exploiting guided-resonance-modes in photonic
crystal membranes. The sensor can detect particles with a diameter less than 40 nm.
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Motivated by the large area of application for highly sensitive biosensors, we are aiming to develop a label-free
single-molecule sensor. The sensor exploits the properties of planar 2D photonic crystal membranes (PCMs) [1]. This
choice of technology is based on its potential to produce inexpensive, efficient and robust sensors that are compatible
with the wet environment presented by biological systems, as well as the high sensitivities reported recently [2].

Like in most label-free optical biosensors, the specificity of our sensor is provided by chemical means. A surface on
the inside of through holes in the PCM, can be furnished with capturing molecules specific to targets like proteins and
viruses. The optical design of the PCM provides sensitivity. Normal incidence light can couple into guided resonance
modes [3] in the PCM. The mode we use has two important properties. For a specific wavelength of the incident light,
the field is concentrated in the holes and simultaneously provides very high reflectivity.

Observing the membrane in transmission with a microscope and a 2D CCD camera, a pristine PCM will look black,
but when a particle is present in a hole, a bright spot will appear in the image at the location of the particle. Good
signal-to-noise-ratio (SNR) is obtained, because the membrane enhances the optical field at the particle compared
to the incident field and the high reflectance gives a low background signal [4]. In practice however, reflectivity is
limited by production accuracy, finite lattice size and non-zero divergence of the excitation source. We have therefore
implemented crossed polarizers in our setup, i.e. we are exciting with one polarization and detecting the orthogonal
polarization. This reduces the background signal and improves SNR [5]: A PCM free of defects should not depolarize
the light, while a nano-particle trapped in the membrane will.

Fig. 1-A shows a scanning electron microscopy (SEM) image of the fabricated PCM. It is a quadratic lattice of
through holes with a spacing of 490 nm and radius 145nm, etched in a stack of three thin dielectric films, 50nm
Si3N4/50nm SiO2/50nm Si3N4. The membrane is free standing, suspended on a silicon frame. The area of the hole
pattern is 50× 50µm2. As shown in the inset of Fig. 1-A, a fabrication defect with a diameter of 150nm is located
inside one of the holes in the membrane. It resembles a captured molecule and hence models a capture event.

The optical setup (Fig. 1-B) is designed to excite a guided resonance mode that gives minimum transmission at
631nm. A diode laser with a built-in collimator lens, produces a 1.1 mrad divergence beam with a line width of ∼ 1nm
centered at 631nm. The beam is directed onto the backside of the PCM at normal incidence. It passes through a linear
polarizer, L1, that is oriented 45 degrees relative to the lattice principal axis. The membrane is imaged in transmission
using an optical microscope and a 2D CCD camera. A rotatable linear polarizer, L2, is placed in the microscope column
above a 50x/0.95 NA objective that provides magnification. Images have been recorded for L2 oriented parallel and
orthogonal to L1, using an exposure time of 50ms and 500ms, respectively. The results are given in Fig. 1-C and D.

For parallel polarizers, the PCM has a transmittance of 20-50% and is inhomogeneous across the membrane. Based
on experiments using a different light source, we know that the inhomogeneity is largely due to the poor quality
of the laser collimator lens. The nano-particle is clearly visible and the SNR is mainly limited by the non-zero and
inhomogeneous transmittance of the membrane. The maximum pixel value attributed to the nano-particle divided by
the standard deviation over an area holding no particles, gives an estimated SNR of 17.

Using crossed polarizers, the SNR improves to 59. As seen in Fig. 1-D, the background signal is now mainly limited
by two sources of unwanted depolarization: Depolarization at the lattice boundaries and at numerous localizable points
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Fig. 1. (A) SEM image of fabricated photonic crystal and (B) the optical setup used for character-
ization. The lower left (C) and right (D) figures display images recorded with parallel and crossed
polarizers, respectively. Line plots are included for a row of pixels crossing the particle location in
the vertical direction.

across the membrane. The points lie along lines parallel to the PC lattice axes, and we believe they are a result of
deviations in lattice period, hole radius and hole shape. These structural discrepancies can not be seen using SEM.
The assumption hence implies that the current sensitivity is mainly limited by fabrication accuracy of the PCM and
exceeds the resolution of our SEM, i.e. we should be able to detect 20-40nm diameter particles.

Optical sensing enabling detection of single particles of this size is highly applicable. Provided means for specific
molecule capture, the sensor should be able to detect single viruses. Viruses typically have a diameter of 20-300nm.
Proteins have a diameter ranging from 2-10nm. The current sensor can hence not detect proteins, but it does represent
a definite step towards true single-protein sensitivity. Moreover, the simplicity of the sensor enables it to be made
compact and inexpensive.
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