UNIVERSITY OF OSLO

Faculty of mathematics and natural sciences

Exam in: MAT3110/MAT4110 — Introduction to
numerical analysis

Day of examination: 15 December 2020
Examination hours:  09:00-13:00

This problem set consists of 6 pages.
Appendices: None

Permitted aids: All written aids

Please make sure that your copy of the problem set is

Not complete before you attempt to answer anything.
ote:

e There are in total 12 subproblems (1la, 1b, and so on), and you can
get 10 points for each sub-problem.

e All answers must be justified.

Problem 1 Condition number

1

Let A = (O i) for some (small) number € > 0.

la

Show that the condition number ko (A) with respect to the supremum norm
I+l is 3+ £.

1b

Let ¢ = 10~%. If we want to solve the equation Az = ¢, and we make a
el — 0,001 in ¢, then how large might the relative error

relative error
llclloo

(measured in the co-norm) in the solution x be?

Solution:

la

The matrix norm of A is the largest (absolute) row-sum of A. Hence,

2
=1+ -.
L g

B B 1y 11 =2
lale=1+2=3,  147e=|(5

Hence, koo(4) = [All| A"z = 3+ &,

(Continued on page 2.)
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1b

The relative error in x might be as large as

l|6¢l oo

lefloo

[|622]] oo

Koo (A) = (3+¢)107* ~ 60.

[E{S

Problem 2 Solving nonlinear equations

Let f(z) = ((a(;;b‘;?{%) for z = (a,b) € D = [0, 1]?. We wish to solve

the fixed point equation

flz) == (1)

We consider a fixed point iteration starting at z(9) = <(1)>

2a

Compute the first iteration (1) of the fixed point iteration for this problem.

2b

Show that f is a contraction in the norm || - || with contraction constant
L = 3/4. Prove that the fixed point iteration converges to a solution of (1).

2c

Approximately how many fixed point iterations are needed when starting at
2 in order to guarantee that the error ||z*) — z||o is less than 10737

Solution:

2a
We get 1) = f(z()) = <1;i)

2b
The Jacobian of f is

_ (—ab/2 —a%/4
G ( a/d  b/4 ) '
The matrix norm of the Jacobian is

| J¢(x)|| c = max(ab/2 + a?/4,a/4 4+ b/4) < 3/4.

Since D is convex, it follows that f is a contraction with contraction
constant L = 3/4.

We also note that f maps D into D: The first component always
lies in [1/4,1/2], and the second component always lies in [1/8,3/8]. By

(Continued on page 3.)



Exam in MAT3110/MAT4110, 15 December 2020 Page 3

Banach’s fixed point theorem, the fixed point iteration converges to a
solution of (1).

2c

We have the basic estimate

Lt 30 _

®) _ 2l < Il — £©) S

Thus, the error is less than 1073 if

log(1/3 - 1073)
W ~ 27.8.

Hence, we need k > 28.

Problem 3 Interpolation

Let f(z) = 14%3: for x € [0,1].

3a

Let p, € P, be the interpolant of f over the uniform mesh x; = %,

k = 0,1,...,n. Estimate the error ||f — pn|lco- Is it possible to find an
n € N so that the error is less than 10747

Hint: The j-th derivative of f is fU)(x) = (ﬁi);ﬂl

3b

For a fixed n € N, how should we select the interpolation points xg, ..., z, €
[0,1] in order to make the error ||f — pnl/cc as small as possible? Estimate
the error for these interpolation points.

Solution:
3a
(n+1)
We have ||f — pnlleo < wuﬂnﬂ\\m = ||Tn+1llc = SuPgepo,1) |z —
0|z —n| -]z — 1| < /n — 0 as n — oo. Hence, the answer is “yes”.

3b

The polynomial minimizing ||f — p||ec is the minimax polynomial, but
we have no general approach to finding this polynomial.

Chebyshev interpolation points would yield the smallest value of
|7+1]|co for a general function f. If 7,41 is the Chebyshev polynomial
on [—1,1] then Cpi1(x) = Tp41(2x — 1) is the Chebyshev polynomial
on [0,1], and 27""127"C,,,; = 272"~1(C,,,; is a monic polynomial with

(Continued on page 4.)
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Z€eros o, . .., &n, and hence equals m, 1. We get

I1f _p””w < H’]TnJrlHOO = 2_2n_1|’0n+1Hoo =921

Problem 4 Approximation in the 2-norm

Define the weight function w: [0 1] - R by w(z) = z. Find the polynomial
p € P1 which is closest to f(z) = e” in the weighted 2-norm

|f =Dl = \// z)|f(z) — p(z)|? dz.

Hint: The first orthogonal polynomials with respect to w are

2
po(z) =1, ¢1(x) =r-3
(you don’t need to show this).
Solution: We have the projection formula
= (i, f)
p — (2 SDZ
; (i, 1)
We compute
! 1
<800)f> = / ze® = ]-7 <SOO)SDO> - 57
0
1
8 1
2\ ,.T
<<P17f>—/0 $(33—§)€ :e—g <<P17901>—%'
Hence,
p(x) =2+ 36(e — %) (z — %)

Problem 5 Order of a quadrature rule

We want to approximate the integral I(f) = fil f(x)dx. Let zy = —%. Find
x1 € [—1,1] so that the resulting quadrature method

I(f) = Li(f) = wo f(w0) + w1 f(71)
has order at least 3. Is it possible to find z; so that the order is 47

Solution: The Lagrange functions are Lo(z) = =22 and Li(z) =

2x1

=% so the weights are wo = =220 and wy = 28,
1—Z0 Tr1—xo xr1—xQ

A quadrature method over two quadrature points has order at least
2 and at most 4, so we only need to check that the order is at least 3,
that is, that the polynomial pa(x) = z? is integrated exactly. On the

one hand, I(p2) = % On the other hand,

—2x1 22 2xox2
Ii(p2) = wozcg + wla:% = U L — _2z0z1.
1 — %o T1— X0

(Continued on page 5.)
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We want this to be equal to I(p2) = 2, so we need

12 1
r=——=—==—.
YT 253 2
The only quadrature rule of order 4 is the Gauss method, and since
the quadrature poin —% is not one of the Gauss quadrature points, we
cannot achieve 4th order.

Problem 6 Composite quadrature

We wish to approximate the d-dimensional integral
1= [ fws
(0,1]¢

for f:[0,1]% — R. Consider the midpoint method
I(f) = 1o(f) = f(Y2,1/2,..., 1/2).

6a

Prove that the approximation error can be bounded by

1
1(f) = DN < g1V £l
where V2f is the Hessian of f and the supremum is taken with respect to
the matrix norm: ||[V2f||o = SUPge0,1)4 1V2£(2)|lz-

Hint: You might need the multi-dimensional Taylor expansion,

f(z) = fla) + Vf(a) (- a) + R(z)

where the remainder term can be bounded as |R(z)| < %HVQfHOOHx —al%.

6b

Write down the composite midpoint method Iy, for the above integral, and
show that the error is at most

1(F) = Io(f)] < 1S Ne.

8m?2

6¢c

If d = 20 and || V2f||s ~ 1, Toughly how many function evaluations of f are
needed in order to bring the error below ¢ = 10747 Is this feasible (realistic)
on a modern laptop?

Solution:

6a
Set a = (1/2,...,1/2) in the first-order Taylor expansion of f. Then

1(f) = / £(a) + V(@) - (& — a) + R(x) dx
[0,1]4

(Continued on page 6.)
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(set R = f[o,l}d R(x) dx)

:f(a)+Vf(a)-/ z—adr+ R
[0,1]¢
=Io(f)+R

where we used the fact that Iy(f) = f(a) and that [z —adx =0. We
can estimate R by

— 1 1
R < / IV Flloollz = alle dz < SIIV2 Flloo
[0,1]¢
since ||z — al|oo < 1/2 for all z in the unit hypercube.

6b

The composite midpoint method is

1 m m
11 —1 ) g —1
Tom(f) = o Z Z f(zlm/Q,--dem/Q)'
=1 ig=1
In each hypercube C; = [“7;1, %, el idygl, %], the error committed can

be bounded by

/ f@)ds— L (822, id;,jh)‘ _
C;

1 -
< < IV flloo
IVl

/ Fw)dy — FOp, ... 1)
[0,1]¢

where f(y) = af (U452, #20). We have [ V2flloe < |92/l

so summing up all the errors gives

- 11 ) 1 s
Hom = INI< Y Y gzl Vo = g5 1V o

=l Gl
6¢c

2
If 25|V flleo < €, ie. m > \/% ~ /g, then the error is no

bigger than e. Since the quadrature method uses mio; = m? function
evaluations, this corresponds to

1 —107 40 ~ 1031
Mtot > W =38 10*° ~ 10°".
The number of calculations needed is prohibitively large.  (For

comparison, today’s fastest supercomputers can perform about 10'®
floating point operations per second.)




