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Problem 1

a (weight 10p)

A subordinator S is a one-dimensional Lévy process with non-decreasing sample paths,
P -almost-surely. Subordinators can be used as a random model of time evolution or
random clocks because they satisfy

St ≥ 0, P -a.s, for each t > 0,

and
St1 ≤ St2 , P -a.s, whenever t1 ≤ t2.

The Lévy symbol of a subordinator takes the form

η (u) = iγ0u+

∫ ∞

0

(
eiuy − 1

)
ν (dy) ,

where γ0 ≥ 0 and the Lévy measure ν satisfies the additional requirements

ν ((−∞, 0)) = 0 and
∫ ∞

0
(y ∧ 1) ν (dy) <∞.

The measure ν (dy) = y−1/21(0,+∞) (y) dy is not Lévy measure because

∫ +∞

1
y−1/2dy =

[
y1/2

1/2

]+∞

1

= +∞,

(Continued on page 2.)
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so ν cannot be the Lévy measure of a subordinator.
First we check that the measure µ (dy) = y−1e−y1(0,+∞) (y) dy is a Lévy measure.

We can write ∫
R0

(
y2 ∧ 1

)
µ (dy) =

∫ 1

0
y2y−1e−ydy +

∫ +∞

1
y−1e−ydy.

and ∫ 1

0
ye−ydy < 1,∫ +∞

1
y−1e−ydy <

∫ +∞

1
e−ydy <

∫ +∞

0
e−ydy = 1,

which yields ∫
R0

(
y2 ∧ 1

)
µ (dy) < 2 < +∞.

Obviously

µ ((−∞, 0)) =

∫
R0

1(−∞,0)y
−1e−y1(0,+∞) (y) dy =

∫
R0

0dy = 0,

and ∫ ∞

0
(y ∧ 1)µ (dy) =

∫ 1

0
yy−1e−ydy +

∫ +∞

1
y−1e−ydy

<

∫ 1

0
e−ydy +

∫ +∞

1
e−ydy =

∫ +∞

0
e−ydy = 1 < +∞.

so µ is the Lévy measure of a subordinator.

b (weight 10p)

We consider the filtration of reference to be the minimal augmented filtration generated
by S. First note that

exp (−uSt + tψ (u)) = exp

(
−uSt + t

(
−1

t
log

(
E
[
e−uSt

])))
= exp

(
−uSt + t

(
−1

t
log

(
E
[
e−uSt

])))
=

e−uSt

E [e−uSt ]
.

Then, Zt (u) is clearly Ft measurable because Zt (u)) = f (St) for f Borel measurable.
We have that

E [|Zt (u)|] = E
[∣∣∣∣ e−uSt

E [e−uSt ]

∣∣∣∣]
(Continued on page 3.)
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=
E
[
e−uSt

]
E [e−uSt ]

= 1 <∞, t ≥ 0.

For the martingale property, since Zt (u) > 0, it suffices to prove that

E
[
Zt (u)

Zs (u)

∣∣∣∣Fs] = 1.

We have that

E
[
Zt (u)

Zs (u)

∣∣∣∣Fs] = E [ exp (−u (St − Ss) + (t− s)ψ (u))| Fs]

= E [ exp (−u (St − Ss))| Fs] e(t−s)ψ(u)

= E [exp (−u (St − Ss))] e
(t−s)ψ(u)

= E [exp (−uSt−s)] e(t−s)ψ(u)

= 1

Where in the second equality we have used that e(t−s)ψ(u) is deterministic (goes out
of the conditional expectation), in the third inequality we have used that (St − Ss) is
independent of Fs, in the fourth inequality we have used that S has stationary increments
and in the last inequality we have used that

E [exp (−uSt−s)] = e−(t−s)ψ(u),

by the definition of ψ (u).

c (weight 10p)

Define the functions
fu (x) := E

[
eiuYx

]
, x ≥ 0,

and
gu (x1, x2) := E

[
eiu(Yx2−Yx1)

]
, 0 ≤ x1 ≤ x2.

Since Y has stationary increments we have that gu (x1, x2) = fu (x2 − x1) . Now, using
the law of total expectation , the substitution property, that St ≥ Ss,P -a.s, and that S
has stationary increments, we have

E
[
eiu(YSt−YSs)

]
= E

[
E
[
eiu(YSt−YSs)

∣∣∣σ (St, Ss)]]
= E [gu (Ss, St)]

= E [fu (St − Ss)]

= E [fu (St−s)]

= E
[
E
[
eiu(YSt−s)

∣∣∣σ (St−s)]]
= E

[
eiuYSt−s

]
,

which proves that L(YSt − YSs) = L
(
YSt−s

)
.

(Continued on page 4.)
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d (weight 10p)

The solution is based on the following result:

Proposition 1. Let X = {Xt}t∈R+
be a Lévy process on Rd with generating triplet

(γ,A, ν) and let U be an n×d matrix. Then Y = {Yt = UXt}t∈R+
is a Lévy process on

Rn with generating triplet (γU , AU , νU ) given by

AU = UAUT ,

νU = ν ◦ U−1,

γU = Uγ +

∫
Rd
0

Ux
(
1Bn

1 (0)
(Ux)− 1Bd

1 (0)
(x)

)
ν (dx)

where
ν ◦ U−1 (A) = ν

({
x ∈ Rd : Ux ∈ A

})
, A ∈ B (Rn) ,

and Bd
1 (0) =

{
x ∈ Rd : |x| < 1

}
,Bn

1 (0) = {y ∈ Rn : |y| < 1} .

Let X =
{(
X1
t , X

2
t

)}
t∈R+

be a two dimensional Lévy process with Lévy generating
triplet (γ,A, ν). Then Y = UX with U = (1,−1) ∈ R1×2. Then,

AY = UAUT =
(
1 −1

)( A11 A12

A21 A22

)(
1
−1

)
=

(
1 −1

)( A11 −A12

A21 −A22

)
= A11 − 2A12 +A22,

γY = Uγ +

∫
R2
0

Ux
(
1B1

1(0)
(Ux)− 1B2

1(0)
(x)

)
ν (dx)

=
(
1 −1

)( γ1
γ2

)
+

∫
R2
0

(
1 −1

)( x1
x2

)(
1B1

1(0)

((
1 −1

)( x1
x2

))
− 1B2

1(0)
(x1, x2)

)
ν (dx1, dx2)

= γ1 − γ2 +

∫
R2
0

(x1 − x2)

(
1{(x1−x2)2<1} − 11{x21+x22<1}

)
ν (dx1, dx2) .

Finally, for all B ∈ B (R)

νY (B) = ν ◦ U−1 (B) = ν
({
x ∈ R2 : Ux ∈ B

})
= ν

({
x ∈ R2 : (1,−1)

(
x1
x2

)
∈ B

})
= ν

({
x ∈ R2 : x1 − x2 ∈ B

})
.

Problem 2

a (weight 10p)

Definition. a financial market with n+ 1 investment possibilities consists in

(Continued on page 5.)
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1. A risk free asset, where the unit price S0
t at time t is given by

dS0
t = r (t)S0

t dt, t ∈ [0, T ] ,

S0
0 = 1.

2. n risky assets, where the unit price Sit at time t of the i-the risky asset is given by

dSit = µi (t) dt+
m∑
j=1

σij (t) dB
j
t t ∈ [0, T ] ,

Si0 = si0 ∈ R,

for i = 1, ..., n.

Here:

• T > 0 is the investment horizon,

• r ≥ 0 is the interest rate, r1/2 ∈ L0
a,T and we will assume it to be bounded.

• µ =
(
µ1 (t) , ..., µn (t)

)T is the vector of appreciation rates of the risky assets and(
µi
)1/2 ∈ L0

a,T , i = 1, ..., n.

• σ =
(
σij (t)

)
i=1,...,n,j=1,...,m

is the volatility matrix of the risky assets and σij ∈ L0
a,T ,

i = 1, ..., n,j = 1, ...,m. Note that σi denote the ith row of the n ×m matrix σ,
that is, σi =

(
σi1 (t) , ..., σ

i
m

)
..

Definition. A portfolio φ is an (n+ 1)-dimensional process

φ (t) = (φ0 (t) , φ1 (t) , ..., φn (t)) ,

with φi ∈ L0
a,T representing the number of units of the i-th asset held at time t. Note

that this is a row vector.

Definition. The wealth (or value) process V = V φ associated to the portfolio φ is
defined by

V φ
t = φ (t)St =

n∑
i=0

φi (t)S
i
t .

Definition. A portfolio φ is called self-financing if
∫ t
0 φ (s) dSs exists for all t > 0 and

V φ
t = V φ

0 +

∫ t

0
φ (s) dSs,

or, in differential notation,
dV φ

t = φ (t) dSt.

Definition. A self-financing portfolio φ is called admissible if there exists a constant
K = Kφ > 0 such that

V φ
t ≥ −Kφ, a.s. for all t ∈ [0, T ].

The set of all admissible portfolios is denoted by A.

(Continued on page 6.)
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b (weight 10p)

Definition. A portfolio φ ∈ A is called an arbitrage if

V φ
0 = 0, V φ

T ≥ 0, P -a.s. and P
(
V φ
T > 0

)
> 0.

Definition. A probability measure Q on FT is called an equivalent (local) martingale
measure E(L)MM if Q ∼ P (that is, Q ≪ P and P ≪ Q) and the normalized price
process S̄t := exp

(
−
∫ t
0 r (s) ds

)
St is a (local) Q-martingale.

Theorem. Suppose there exists an ELMM. Then the market has no arbitrage
opportunities (NA).

Proof. Let Q be an ELMM. Suppose there exists an arbitrage φ. Then

V φ
0 = 0, V φ

T ≥ 0, P -a.s. and P
(
V φ
T > 0

)
> 0.

Since Q ∼ P we deduce that

V̄ φ
T ≥ 0, Q-a.s. and Q

(
V̄ φ
T > 0

)
> 0. (1)

Since S̄ is a local Q-martingale, we also have that

V̄ φ
t = V φ

0 +

∫ t

0
φ (u) dS̄u,

is local Q-martingale. Since φ is admissible then V̄ φ is lower bounded Q-a.s. Therefore,
V̄ φ is a Q-supermartingale, which implies that

0 = V̄ φ
0 ≥ EQ

[
V̄ φ
T

]
.

This contradicts (1) and shows that an arbitrage cannot exist.

c (weight 10p)

1. In this market consider θ ∈ L2
a,T such that

σθt = µ− S1
t − rS1

t , λ⊗ P -a.e.,

that is θt =
µ−(1−r)S1

t
σ . We need to consider the the change of measure

dQ

dP
= Zt (θ) = exp

(
−
∫ t

0
θsdBs −

1

2

∫ t

0
θ2sds

)
.

To show that Z (θ) is a martingale is not straightforward (it does not follow by a
direct application of Novikov’s theorem, but it is true) so we will assume it without
proof. By Girsanov’s theorem we have that

dBQ
t := θtdt+ dBt,

(Continued on page 7.)
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is a Q-Brownian motion and the dynamics of S1 can be rewriten in terms of BQ as

dS1
t =

(
µ− S1

t

)
dt+ σdBt =

(
µ− S1

t

)
dt+ σ(dBQ

t − θtdt)

= rS1
t dt+ σdBQ

t .

Moreover, using Ito’s product rule with e−rtS1
t and taking into account that

d
[
e−r·, S1

]
t
= 0 we get that

d
(
e−rtS1

t

)
= −rS1

t dt+ e−rtdS1 = σdBQ
t ,

which yields

S1
t = ertS1

0 +

∫ t

0
er(t−s)σdBQ

s . (2)

By Theorem 5.16, we have that the market is arbitrage free. By Corollary 5.27 (1),
since n = m and σ is invertible we have that the market is complete. Then, using
Theorem 5.31 we know that the upper and lower price of F coincide and are equal
to

p (F ) = EQ
[
e−rT

(
S1
T

)2]
= EQ

[
e−rT

(
erTS1

0 +

∫ T

0
er(T−s)σdBQ

s

)2
]

= EQ
[
e−rT

(
erTS1

0

)2]
+ EQ

[
2S1

0

∫ T

0
er(T−s)σdBQ

s

]
+ EQ

[
e−rT

(∫ T

0
er(T−s)σdBQ

s

)2
]

= erT
(
S1
0

)2
+ erT

∫ T

0
e−2rsσ2ds = erT

(
S1
0

)2 − σ2

2r
erT

{
e−2rT − 1

}
= erT

(
S1
0

)2
+
σ2

2r

{
erT − e−rT

}
.

because the (Q-)expectation of an Itô integral with respect to a Q-Brownian motion
is zero and by the Itô isometry.

2. By Theorem 5.36, the replicating portfolio will satisfy

e−rtφ1 (t)σ = ψt,

where ψ is such that

e−rTF = e−rT
(
S1
T

)2
= EQ

[
e−rT

(
S1
T

)2]
+

∫ T

0
ψtdB

Q
t .

To find ψ we can use Corollary 5.35, which yields that

ψt = e−rT
∂

∂s
EsQ

[(
S1
T−t

)2]∣∣∣∣
s=St

σ.

(Continued on page 8.)
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By similar reasonings as before we have that

EsQ
[(
S1
T−t

)2]
= EsQ

[(
er(T−t)s+

∫ T−t

0
er(T−t−s)σdBQ

s

)2
]

= e2r(T−t)s2 +

∫ T−t

0
e2r(T−t−s)σ2ds

= e2r(T−t)s2 − σ2
e2r(T−t)

2r

{
e−2r(T−t) − 1

}
= e2r(T−t)s2 +

σ2

2r

{
e2r(T−t) − 1

}
,

and
∂

∂s
EsQ

[(
S1
T−t

)2]
= 2e2r(T−t)s.

Hence, ψt = 2σerT e−2rtS1
t and φ1 (t) = 2er(T−t)S1

t . We choose φ0 (t) such that
φ = (φ0, φ1) is self-financing. That is, let

V φ
0 = p (F ) ,

At :=

∫ t

0
φ1 (u) dS

1
u − φ1 (t)S

1
t =

∫ t

0
2er(T−u)S1

udS
1
u − 2er(T−t)

(
S1
t

)2
φ0 (t) = p (F ) e−rtAt + r

∫ t

0
Ase

−rsds.

Problem 3

a (weight 10p)

Let Y = {Yt}t∈[0,T ] be an R-valued stochastic process with stochastic differential

dYt = G (t) dt+ F (t) dBt +

∫
|x|<1

H (t, x) Ñ (dt, dx) +

∫
|x|≥1

K (t, x)N (dt, dx) , (3)

where, |G|1/2 , F ∈ P2 (T ) , H ∈ P2(T, B̂1 (0)), and K is predictable and .
We will use the notation

dY c
t = G (t) dt+ F (t) dBt.

Theorem. If Y is a Lévy-type stochastic integral of the form (3), such that

sup
0≤t≤T

sup
x∈B̂1(0)

|H (t, x)| <∞, P -a.s.

(Continued on page 9.)
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then for each f ∈ C2 (R) we have

f (Yt) = f (Y0) +

∫ t

0

∂f

∂x
(Ys−) dY

c
s +

1

2

∫ t

0

∂2f

∂x2
(Ys−) d [Y

c, Y c]s

+

∫ t

0

∫
|x|≥1

{f (Ys− +K (s, x))− f (Ys−)}N (ds, dx)

+

∫ t

0

∫
|x|<1

{f (Ys− +H (s, x))− f (Ys−)} Ñ (ds, dx)

+

∫ t

0

∫
|x|<1

{
f (Ys− +H (s, x))− f (Ys−)−H (s, x)

∂f

∂xi
(Ys−)

}
ν (dx) ds,

for 0 ≤ t ≤ T, P -a.s.

b (weight 10p)

First we compute the derivatives f (y) = y2, ∂f∂x (y) = 2y and ∂2f
∂x2

(y) = 2. Then, note
that

d [Y c, Y c]t = F 2 (t) dt

Applying Itô’s formula we have

d
(
Y 2
t

)
= 2Yt−G (t) dt+ 2Yt−F (t) dBt + F 2 (t) dt

+

∫
|x|≥1

{
(Yt− +K (t, x))2 − (Yt−)

2
}
N (dt, dx)

+

∫
|x|<1

{
(Yt− +H (t, x))2 − (Yt−)

2
}
Ñ (dt, dx)

+

∫
|x|<1

{
(Yt− +H (t, x))2 − (Yt−)

2 − 2H (t, x)Yt−

}
ν (dx) dt

= 2Yt−G (t) dt+ 2Yt−F (t) dBt + F 2 (t) dt

+

∫
|x|≥1

{
K2 (t, x) + 2K (t, x)Yt−

}
N (dt, dx)

+

∫
|x|<1

{
H2 (t, x) + 2H (t, x)Yt−

}
Ñ (dt, dx)

+

∫
|x|<1

H2 (t, x) ν (dx) dt

c (weight 10p)

For a process Y of the form (3), under the assumptions

• (LM1) E
[∫ T

0

∫
|x|≥1

∣∣eK(s,x) − 1
∣∣ ν (dx) ds] <∞,

• (LM2) |G|1/2 ∈ H2 (T ) ,

(Continued on page 10.)
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we have that eY is a local martingale if and only if

G (s) +
1

2
F (s)2 +

∫
|x|<1

(
eH(s,x) − 1−H (s, x)

)
ν (dx) +

∫
|x|≥1

(
eK(s,x) − 1

)
ν (dx) = 0,

(4)
P -a.s, for Lebesgue almost all s ∈ [0, T ]. Moreover, we can write

eYt = 1 +

∫ t

0
eYs−F (s) dBs+

∫ t

0

∫
|x|<1

eYs−
(
eH(s,x) − 1

)
Ñ (ds, dx)

+

∫ t

0

∫
|x|≥1

eYs−
(
eK(s,x) − 1

)
Ñ (ds, dx) , 0 ≤ t ≤ T.

d (weight 10p)

In our case, H (t, x) = K (t, x) = x, F (t) ≡ 0 and ν (dx) = xe−λx1(0,+∞) (x) dx. Hence,
(LM1) reduces to ∫ +∞

1
|ex − 1|xe−λxdx <∞.

But note that∫ +∞

1
|ex − 1|xe−λxdx ≤

∫ +∞

1
(ex + 1)xe−λxdx

≤
∫ +∞

0
xe−(λ−1)xdx+

∫ +∞

0
xe−λxdx

≤ 1

(λ− 1)2
+

1

λ2
<∞,

if λ > 1. In the first inequality we have used that |ex − 1| ≤ ex + 1. In the second
inequality we have used the monotonicity of the integral of a positive function with
respect to domain of integration. Finally, in the third inequality we have used that the
integrals can be rewritten in terms of the first moment of exponential distributions. If
λ ≤ 1 then the integral in (LM1) diverges. So (LM1) holds if and only if λ > 1. Condition
(4) reduces to

G (s) = −
∫ 1

0
(ex − 1− x)xe−λxdx−

∫ +∞

1
(ex − 1)xe−λxdx

= −
∫ +∞

0
(ex − 1)xe−λxdx+

∫ 1

0
x2e−λxdx

= −
∫ +∞

0
xe−(λ−1)xdx+

∫ +∞

0
xe−λxdx+

∫ 1

0
x2e−λxdx

= − 1

(λ− 1)2
+

1

λ2
+

2− e−λ
(
λ2 + 2λ+ 2

)
λ3

.

where we have used the integration by parts formula twice to compute the integral∫ 1
0 x

2e−λxdx. Note that, since G is constant, |G|1/2 belongs to H2 (T ) .


