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1. The long exact sequence of a pair

Let (X,A) be a pair of spaces. The relationship between the homology groups H∗(A), H∗(X) and
H∗(X,A) is expressed by the long exact sequence

. . .
∂−→ Hn(A)

i∗−→ Hn(X)
j∗−→ Hn(X,A)

∂−→ Hn−1(X,A)
i∗−→ . . .

Exactness at Hn(X) amounts to the condition that

im(i∗ : Hn(A)→ Hn(X)) = ker(j∗ : Hn(X)→ Hn(X,A)) .
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The homomorphism i∗ induces a canonical isomorphism from

cok(∂ : Hn+1(X,A)→ Hn(A)) =
Hn(A)

im(∂ : Hn+1(X,A)→ Hn(A))

=
Hn(A)

ker(i∗ : Hn(A)→ Hn(X))

to im(i∗ : Hn(A) → Hn(X)). Exactness at Hn(A) and at Hn(X,A) amounts to similar conditions, and
∂ and j∗ induce similar isomorphisms.

We can use the long exact sequence to get information about H∗(X) from information about H∗(A)
and H∗(X,A), if we can compute the kernel ker(∂) = im(j∗) ∼= cok(i∗) and the cokernel cok(∂) ∼= im(i∗)
of the boundary homomorphism ∂, and determine the extension

0→ im(i∗) −→ H∗(X) −→ cok(i∗)→ 0

of graded abelian groups.
Let us carefully spell this out in a manner that generalizes from long exact sequences to spectral

sequences.
We are interested in the graded abelian group H∗(X). The map i : A→ X induces the homomorphism

i∗ : H∗(A)→ H∗(X), and we may consider the subgroup of H∗(X) given by its image, im(i∗). We get a
short increasing filtration

0 ⊂ im(i∗) ⊂ H∗(X) .

More elaborately, we can let

Fs =


0 for s ≤ −1
im(i∗) for s = 0

H∗(X) for s ≥ 1

for all integers s. We call s the filtration degree.
The possibly nontrivial filtration quotients are

im(i∗)

0
= im(i∗) and

H∗(X)

im(i∗)
= cok(i∗) .

We find

fracFsFs−1 =


0 for s ≤ −1
im(i∗) for s = 0

cok(i∗) for s = 1

0 for s ≥ 2.

The short exact sequence

0→ im(i∗) −→ H∗(X) −→ cok(i∗)→ 0

expresses H∗(X) as an extension of two graded abelian groups. This does not in general suffice to
determine the group structure of H∗(X), but it is often a tractable problem. More generally we have
short exact sequences

0→ Fs−1 −→ Fs −→ Fs/Fs−1 → 0

for each integer s. If we can determine the previous filtration group Fs−1, say by induction on s, and
if we know the filtration quotient Fs/Fs−1, then the short exact sequence above determines the next
filtration group Fs, up to an extension problem.

In the present example F−1 = 0, F0 = im(i∗) and F1 = H∗(X), so there is only one extension problem,
from F0 to F1, given the quotient F1/F0 = cok(i∗).

We therefore need to understand im(i∗) and cok(i∗). By definition and exactness

im(i∗) ∼= cok(∂) and cok(i∗) ∼= im(j∗) = ker(∂) ,

so both of these graded abelian groups are determined by the connecting homomorphism

∂ : H∗+1(X,A) −→ H∗(A) .

If we assume that we know H∗(A) and H∗+1(X,A), we must therefore determine this homomorphism ∂,
and compute its cokernel cok(∂) = H∗(A)/ im(∂) and its kernel ker(∂) ⊂ H∗+1(X,A).

In view of the short exact sequences

0→ im(∂) −→ H∗(A) −→ cok(∂)→ 0
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and

0→ ker(∂) −→ H∗+1(X,A) −→ im(∂)→ 0

we can say that the original groups H∗(A) and H∗+1(X,A) have been reduced to the subquotient groups
cok(∂) and ker(∂), respectively, and that both groups have been reduced by the same factor, namely by
im(∂). This makes sense in terms of orders of groups if all of these groups are finite, but must be more
carefully interpreted in general. The change between the old groups and the new groups is in each case
created by the non-triviality of the homomorphism ∂.

1.1. Er-terms and dr-differentials. We can present the steps in this approach to calculating H∗(X)
using the following chart. First we place the known groups H∗(A) and H∗(X,A) in two columns of the
(s, t)-plane:

...
...

t = 2 H2(A) H3(X,A)

t = 1 H1(A) H2(X,A)

t = 0 H0(A) H1(X,A)

t = −1 0 H0(X,A)

s = 0 s = 1

We call t the internal degree, even if this is not particularly meaningful in this example. The sum s+ t is
called the total degree, and corresponds to the usual homological grading of H∗(A), H∗(X) and H∗(X,A).
This first page is called the E1-term. It is a bigraded abelian group E1

∗,∗, with

E1
0,t = Ht(A) and E1

1,t = H1+t(X,A)

for all integers t. We extend the notation by setting E1
s,t = 0 for s ≤ −1 and for s ≥ 2. This appears as

follows
...

E1
−1,2 E1

0,2 E1
1,2 E1

2,2

E1
−1,1 E1

0,1 E1
1,1 E1

2,1

. . . E1
−1,0 E1

0,0 E1
1,0 E1

2,0 . . .

E1
−1,−1 E1

0,−1 E1
1,−1 E1

2,−1

...

with nonzero groups only in the two central columns.
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We next introduce the boundary homomorphism ∂. In the (s, t)-plane it has bidegree (−1, 0), i.e.,
maps one unit to the left. We can display it as follows:

...
...

t = 2 H2(A) H3(X,A)
∂oo

t = 1 H1(A) H2(X,A)
∂oo

t = 0 H0(A) H1(X,A)
∂oo

t = −1 0 H0(X,A)

s = 0 s = 1

In spectral sequence parlance, this homomorphism is called the d1-differential. It extends trivially to a
homomorphism

d1s,t : E
1
s,t −→ E1

s−1,t

for all integers s and t. In all other cases than those displayed above, this homomorphism is zero, since
for s ≤ 0 the target is zero, for s ≥ 2 the source is zero, and for s = 1 and t ≤ −1 the target is also zero.

We now replace each group E1
0,t = Ht(A) by its quotient group

cok(∂ : H1+t(X,A)→ Ht(A)) = cok(d11,t)

and replace each group E1
1,t = H1+t(X,A) by its subgroup

ker(∂ : H1+t(X,A)→ Ht(A)) = ker(d11,t) .

This leaves the following diagram

...
...

t = 2 cok(d11,2) ker(d11,2)

t = 1 cok(d11,1) ker(d11,1)

t = 0 cok(d11,0) ker(d11,0)

t = −1 0 H0(X,A)

s = 0 s = 1

We call this second page the E2-term. It is a bigraded abelian group E2
∗,∗, with

E2
0,t = cok(d11,t) and E2

1,t = ker(d11,t)

for all integers t. As before, we extend the notation by setting E2
s,t = 0 for s ≤ −1 and for s ≥ 2.
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What is the relation between the E1-term and the E2-term? This may be easier to see if we expand the
diagram consisting of the E1-term and the d1-differential to also include the trivial groups surrounding
the two interesting columns.

...
...

0 H2(A)oo H3(X,A)
∂oo 0oo

0 H1(A)oo H2(X,A)
∂oo 0oo

0 H0(A)oo H1(X,A)
∂oo 0oo

0 0oo H0(X,A)
∂oo 0oo

In the other notation, this appears as follows:

...

0 E1
0,2

d10,2
oo E1

1,2

d11,2
oo 0

d12,2
oo

0 E1
0,1

d10,1
oo E1

1,1

d11,1
oo 0

d12,1
oo

. . . 0 E1
0,0

d10,0
oo E1

1,0

d11,0
oo 0

d12,0
oo . . .

0 E1
0,−1

d10,−1
oo E1

1,−1

d11,−1
oo 0

d12,−1
oo

...

Now notice that each row (E1
∗,t, d

1
∗,t) of the E

1-term with the d1-differentials forms a chain complex,

and the E2-term is the homology of that chain complex:

E2
s,t =

ker(d1s,t)

im(d1s+1,t)
= Hs(E

1
∗,t, d

1
∗,t)

for all integers s and t. For s = 0 this is clear because

ker(d10,t) = E1
0,t = Ht(A) and im(d11,t) = im(∂ : H1+t(X,A)→ Ht(A)) .

For s = 1 it is also clear, because

ker(d11,t) = ker(∂ : H1+t(X,A)→ Ht(A)) and im(d12,t) = 0 .

For the remaining values of s, all groups are trivial.
Having obtained the E2-term as the homology of the E1-term with respect to the d1-differentials, we

can now locate the short exact sequence

0→ cok(d11,n) −→ Hn(X) −→ ker(d11,n−1)→ 0
6



within the diagram, for each n. This is nothing but the degree n part of the short exact sequences
previously denoted

0→ cok(∂) −→ H∗(X) −→ ker(∂)→ 0

and

0→ im(i∗) −→ H∗(X) −→ cok(i∗)→ 0 ,

and is now written

0→ E2
0,n −→ Hn(X) −→ E2

1,n−1 → 0 .

These extensions appear along anti-diagonals in the E2-term, or equivalently, along lines of slope −1:

...
...

E2
0,2
$$

$$

E2
1,2

H2(X)

$$ $$

E2
0,1
$$

$$

E2
1,1

H1(X)

$$ $$

E2
0,0
$$

$$

E2
1,0

H0(X)

$$ $$

0 E2
1,−1

In other words, the filtration quotients (Fs/Fs−1)n associated to the increasing filtration

0 ⊂ im(i∗) ⊂ Hn(X)

appear along the line in the (s, t)-plane where the total degree is s+ t = n, starting with (F0)n = im(i∗)
at E2

0,n, and continuing with the filtration quotient (F1/F0)n = cok(i∗) at E2
1,n−1. The group we are

interested in, Hn(X), is realized as an extension of the two parts of the E2-term in bidegrees (0, n) and
(1, n− 1).

This indexing system is standard for the Serre spectral sequence.

1.2. Adams indexing. In some cases it is more convenient to collect the terms contributing to a single
degree in the answer, in our case the terms E2

0,n and E2
1,n−1 contributing to Hn(X), in a single column.

This means that the terms E1
0,n and E1

1,n−1 are also placed in a single column, and the d1-differential will

map diagonally to the left and upwards. The E1-term is then displayed as follows, in the (n, s)-plane:

s = 1 H0(A) H1(A) H2(A) H3(A) . . .

s = 0 H0(X,A) H1(X,A) H2(X,A) H3(X,A) . . .

n = 0 n = 1 n = 2 n = 3
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The orientation of the s-axis has also been switched, so that H0(X,A) rather than H0(A) sits at the
origin, and the total degree n is related to the filtration degree s and the internal degree t by n = t− s
instead of n = s+ t. We will discuss this more precisely later. The d1-differential is still the connecting
homomorphism ∂:

H0(A) H1(A) H2(A) H3(A) . . .

H0(X,A) H1(X,A)

∂

ff

H2(X,A)

∂

ff

H3(X,A)

∂

ff

. . .

∂

ff

The E2-term is the homology of the E1-term with respect to the d1-differential:

cok(∂)0 cok(∂)1 cok(∂)2 cok(∂)3 . . .

H0(X,A) ker(∂)1 ker(∂)2 ker(∂)3 . . .

The end product, known as the abutment, of the spectral sequence, is now determined up to an extension
problem, by the following vertical short exact sequences:

cok(∂)0
��

��

cok(∂)1
��

��

cok(∂)2
��

��

cok(∂)3
��

��

. . .

H0(X)

����

H1(X)

����

H2(X)

����

H3(X)

����

H0(X,A) ker(∂)1 ker(∂)2 ker(∂)3 . . .

This indexing system is standard for the Adams spectral sequence, and we refer to it as Adams
indexing.

2. Spectral sequences

Definition 2.1. A homological spectral sequence is a sequence (Er, dr)r of bigraded abelian groups and
differentials, together with isomorphisms

Er+1 ∼= H(Er, dr) =
ker(dr)

im(dr)
,

for all natural numbers r. Each Er = Er∗,∗ = (Ers,t)s,t is a bigraded abelian group, called the Er-term of
the spectral sequence. The r-th differential is a homomorphism dr : Er∗,∗ → Er∗,∗ of bidegree (−r, r − 1),
satisfying dr ◦ dr = 0. We write

drs,t : E
r
s,t → Ers−r,t+r−1

for the component of dr starting in bidegree (s, t). The isomorphism

Er+1
s,t
∼= Hs,t(E

r, dr) =
ker(drs,t : E

r
s,t → Ers−r,t+r−1)

im(drs+r,t−r+1 : E
r
s+r,t−r+1 → Ers,t)

is part of the data.
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Here is the typical E1-term and d1-differential, depicted in the (s, t)-plane:

. . . E1
−1,2

oo E1
0,2

oo E1
1,2

oo E1
2,2

oo E1
3,2

oo . . .oo

. . . E1
−1,1

oo E1
0,1

oo E1
1,1

oo E1
2,1

oo E1
3,1

oo . . .oo

. . . E1
−1,0

oo E1
0,0

oo E1
1,0

oo E1
2,0

oo E1
3,0

oo . . .oo

. . . E1
−1,−1

oo E1
0,−1

oo E1
1,−1

oo E1
2,−1

oo E1
3,−1

oo . . .oo

Each row is a chain complex, and the homology of this chain complex is isomorphic to the E2-term.
That E2-term, together with the d2-differentials, appears as follows:

. . . E2
−1,2 E2

0,2 E2
1,2 E2

2,2 E2
3,2 . . .

. . . E2
−1,1 E2

0,1

ii

E2
1,1

ii

E2
2,1

ii

E2
3,1

ii

. . .

hh

. . . E2
−1,0 E2

0,0

ii

E2
1,0

ii

E2
2,0

ii

E2
3,0

ii

. . .

hh

. . . E2
−1,−1 E2

0,−1

ii

E2
1,−1

ii

E2
2,−1

ii

E2
3,−1

ii

. . .

hh

(The differentials entering or leaving the displayed part are not shown.) Each line of slope −1/2 is a chain
complex, with homology isomorphic to the E3-term. That E3-term, together with the d3-differentials,
appears as follows:

. . . E3
−1,2 E3

0,2 E3
1,2 E3

2,2 E3
3,2 . . .

. . . E3
−1,1 E3

0,1 E3
1,1 E3

2,1 E3
3,1 . . .

. . . E3
−1,0 E3

0,0 E3
1,0

gg

E3
2,0

gg

E3
3,0

gg

. . .

ff

. . . E3
−1,−1 E3

0,−1 E3
1,−1

gg

E3
2,−1

gg

E3
3,−1

gg

. . .

ff

Each line of slope −2/3 is a chain complex, with homology isomorphic to the E4-term:

. . . E4
−1,2 E4

0,2 E4
1,2 E4

2,2 E4
3,2 . . .

. . . E4
−1,1 E4

0,1 E4
1,1 E4

2,1 E4
3,1 . . .

. . . E4
−1,0 E4

0,0 E4
1,0 E4

2,0 E4
3,0 . . .

. . . E4
−1,−1 E4

0,−1 E4
1,−1 E4

2,−1

ff

E4
3,−1

ff

. . .

ee
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Each line of slope −3/4 is a chain complex, with homology isomorphic to the E5-term:

. . . E5
−1,2 E5

0,2 E5
1,2 E5

2,2 E5
3,2 . . .

. . . E5
−1,1 E5

0,1 E5
1,1 E5

2,1 E5
3,1 . . .

. . . E5
−1,0 E5

0,0 E5
1,0 E5

2,0 E5
3,0 . . .

. . . E5
−1,−1 E5

0,−1 E5
1,−1 E5

2,−1 E5
3,−1 . . .

At this point there is not room for any further differentials within the finite part of the spectral sequence
that is displayed. There may of course always be longer differentials that enter or leave the displayed
region.

2.1. E∞-terms. We now want to give sense to the limiting term, the E∞-term E∞ = E∞
∗,∗, of a spectral

sequence. This is a bigraded abelian group, and we would like to make sense of E∞
s,t as an algebraic limit

of the abelian groups Ers,t as r →∞.
In many cases the spectral sequence is locally eventually constant, in the sense that for each fixed

bidegree (s, t) there is a natural number m(s, t) such that the homomorphisms

dr : Ers,t → Ers−r,t+r−1 and dr : Ers+r,t−r+1 → Ers,t

are zero for all r ≥ m(s, t). Then Er+1
s,t
∼= Ers,t for all r ≥ m(s, t), and we define

E∞
s,t = E

m(s,t)
s,t

to be this common value. If there is a fixed bound m that works for each bidegree (s, t), so that dr = 0
for all r ≥ m and Er+1 ∼= Er for all r ≥ m, we say that the spectral sequence collapses at the Em-term.
In this case E∞ = Em.

In general, a spectral sequence determines a descending sequence of r-cycles

· · · ⊂ Zr+1 ⊂ Zr ⊂ · · · ⊂ Z2 = ker(d1) ⊂ Z1 = E1

and an increasing sequence of r-boundaries

0 = B1 ⊂ im(d1) = B2 ⊂ · · · ⊂ Br ⊂ Br+1 ⊂ · · · ⊂ E1 ,

with Br ⊂ Zr and Er ∼= Zr/Br for all r ≥ 1. (This is Boardman’s indexing convention. Other authors
like MacLane (1963) have Er+1 ∼= Zr/Br.) We then define the bigraded abelian groups of infinite cycles
and infinite boundaries to be

Z∞ =
⋂
r

Zr = lim
r
Zr and B∞ =

⋃
r

Br = colim
r

Br ,

respectively, and set E∞ = Z∞/B∞. This definition is reasonable if the limit system of r-cycles is
well-behaved, i.e., if the left derived limit Rlimr Z

r vanishes. In the case of a locally eventually constant
spectral sequence, the general definition agrees with the previous definition, since Z∞

s,t = Zrs,t and B
r
s,t =

B∞
s,t for all r ≥ m(s, t)− 1. [[More about this later.]]

2.2. Filtrations.

Definition 2.2. An increasing filtration of an abelian group G is a sequence {Fs}s of subgroups

· · · ⊂ Fs−1 ⊂ Fs ⊂ · · · ⊂ G .

The filtration is exhaustive if the canonical map

colim
s

Fs −→ G

is an isomorphism. The filtration is Hausdorff if

lim
s
Fs = 0 ,

10



and it is complete if

Rlim
s

Fs = 0 .

Here colims Fs ∼=
⋃
s Fs, so the filtration is exhaustive precisely if each element inG lies in some Fs. We

can think of the Fs as specifying neighborhoods of 0 in a (linear) topology on G. Since
⋂
s Fs = lims Fs,

this topology is Hausdorff if and only if the filtration is Hausdorff. An Cauchy sequence is an element
in limsG/Fs, so the topology is complete exactly when the canonical map G→ limsG/Fs is surjective,
i.e., when Rlims Fs = 0. [[More about this later.]]

In the case of a finite filtration, these conditions are easily verified. If there are integers a ≤ b such
that Fs = 0 for s < a and Fs = G for s ≥ b, then the filtration has the form

0 ⊂ Fa ⊂ · · · ⊂ Fb = G .

Clearly colims Fs = G, lims Fs = 0 and Rlims Fs = 0. In this case, the only nontrivial filtration quotients
are the Fs/Fs−1 for integers s in the finite interval [a, b].

In the case of a finite filtration, the group G appears as the filtration subquotient Fb/Fa−1. Under the
three conditions above, G is also algebraically determined by the finite filtration subquotients Fs/Fs−r.

Lemma 2.3. If {Fs}s is an exhaustive complete Hausdorff filtration of G, then

G ∼= colim
s

lim
r
Fs/Fs−r

so that G can be recovered from the subquotients Fs/Fs−r of a filtration.

Proof. For each s, there is a tower of short exact sequences

...

��

...

��

...

��

0 // Fs−r //

��

Fs //

��

Fs/Fs−r //

��

0

...

��

...

��

...

��

0 // Fs−1
// Fs // Fs/Fs−1

// 0

giving rise to the six-term exact sequence

0→ lim
r
Fs−r → Fs → lim

s
Fs/Fs−r −→ Rlim

r
Fs−r → 0→ Rlim

r
Fs/Fs−r → 0 .

By the complete Hausdorff assumption, limr Fs−r = 0 and Rlimr Fs−r = 0, so

Fs
∼=−→ lim

s
Fs/Fs−r

is an isomorphism. Passing to the colimit over s, and using the exhaustive assumption, we get the
asserted formula. �

A filtration of a graded abelian group is a filtration in each degree.

Definition 2.4. A homological spectral sequence (Er, dr)r converges to a (graded) abelian group G if
there is an increasing exhaustive Hausdorff filtration {Fs}s of G, and isomorphisms of (graded) abelian
groups

E∞
s,∗
∼= Fs/Fs−1

for all integers s. The spectral sequence converges strongly if the filtration is also complete. In these
cases we write

Er =⇒ G .

We call G the target, or the abutment, of the spectral sequence.
11



If it is necessary to emphasize the filtration degree s, we write Er =⇒s G. We may also make the
bigrading explicit, as in Er∗,∗ =⇒ G∗ or Ers,t =⇒ Gs+t.

A strongly convergent spectral sequence determines its abutment, up to questions about differentials
and extensions. If we know the Em-term for some m ≥ 1, and can determine the dr-differentials for all
r ≥ m, then we know the Er-terms for all r ≥ m, and can pass to the limit to determine the E∞-term.
[[Elaborate on how the Zr and Br are found, and how they specify Z∞ and B∞.]]

By convergence, this determines the filtration quotients E∞
s,∗
∼= Fs/Fs−1 for each s. There are short

exact sequences

0→ Fs−r/Fs−r−1 −→ Fs/Fs−r−1 −→ Fs/Fs−r → 0

for all r ≥ 1 and integers s, so if we inductively have determined Fs/Fs−r, and know Fs−r/Fs−r−1 =
E∞
s−r,∗, then only an extension problem of abelian groups remains in our quest to determine Fs/Fs−r−1.

This gives the input for the next inductive step, over r.
In the case of a finite filtration, this process gives us G after a finite number of steps. In the general

case, assuming strong convergence, passing to limits over r and colimits over s recovers the abutment G.

3. The spectral sequence of a triple

To illustrate the general definitions in the first case that does not reduce to a long exact sequence, let
us consider a triple (X,B,A) of spaces, and aim to understand the relationship between the homology
groups H∗(A), H∗(B,A), H∗(X,B) and H∗(X). The essential pairs and maps appear in the diagram

A
i // B

i //

j

��

X

j

��

(B,A) (X,B) ,

but can be more systematically embedded in the larger diagram

. . .
i
=
// ∅ i //

j

��

A
i //

j

��

B
i //

j

��

X
i
=

//

j

��

X
i
=

//

j

��

. . .

(∅, ∅) (A, ∅) (B,A) (X,B) (X,X) .

We have two long exact sequences, associated to the pairs (B,A) and (X,A), respectively:

. . .
∂−→ Hn(A)

i∗−→ Hn(B)
j∗−→ Hn(B,A)

∂−→ Hn−1(A)
i∗−→ . . .

and

. . .
∂−→ Hn(B)

i∗−→ Hn(X)
j∗−→ Hn(X,B)

∂−→ Hn−1(B)
i∗−→ . . . .

We can also display these two long exact sequences together, as follows, where ∂ has degree −1 and each
triangle is exact.

H∗(A)
i∗ // H∗(B)

i∗ //

j∗

��

H∗(X)

j∗

��

H∗(B,A)

∂

ee

H∗(X,B)

∂

ff

Again, this is the essential part of the bigger diagram

. . .
i∗ // 0

i∗ //

j∗

��

H∗(A)
i∗ //

j∗=

��

H∗(B)
i∗ //

j∗

��

H∗(X)
i∗
=

//

j∗

��

H∗(X)
i∗
=

//

j∗

��

. . .

0

∂

ff

H∗(A)

∂

ff

H∗(B,A)

∂

ff

H∗(X,B)

∂

ff

0
∂

ff

. . .
∂

ff

Our aim is to construct a spectral sequence starting with an E1-term given by the homology groups in
the lower row of this diagram, namely, H∗(A), H∗(B,A) and H∗(X,B), and converging to the homology
group G = H∗(X), equipped with the finite filtration

0 ⊂ F0 ⊂ F1 ⊂ F2 = G
12



where

F0 = im(i2∗ : H∗(A)→ H∗(X))

F1 = im(i∗ : H∗(B)→ H∗(X))

F2 = H∗(X) .

To emphasize the grading we may write (Fs)n for the part of Fs in degree n. Convergence means that
there should be isomorphisms

E∞
0,t
∼= (F0)t , E∞

1,t
∼= (F1/F0)1+t and E∞

2,t
∼= (F2/F1)2+t .

In fact, this spectral sequence will collapse at the E3-term, so that there are nonzero d1- and d2-
differentials, but dr = 0 for r ≥ 3 and E3 = E∞.

First, the E1-term is given by

E1
0,t = Ht(A) , E1

1,t = H1+t(B,A) and E1
2,t = H2+t(X,B) ,

and the d1-differential is defined to be the composite d1 = j∗ ◦ ∂. More explicitly,

d11,t = ∂ : H1+t(B,A) −→ Ht(A) and d12,t = j∗∂ : H2+t(X,B) −→ H1+t(B,A)

are visible in the diagrams above. Note that d1s−1,t ◦ d1s,t = 0 for all s and t, since ∂j∗ = 0.

The (E1, d1)-chart appears as follows:

...

H2(A) H3(B,A)
∂oo H4(X,B)

j∗∂oo

H1(A) H2(B,A)
∂oo H3(X,B)

j∗∂oo

H0(A) H1(B,A)
∂oo H2(X,B)

j∗∂oo . . .

0 H0(B,A) H1(X,B)
j∗∂oo

0 0 H0(X,B)

Passing to homology, we get to the E2-term.
In column s = 0, we compute

E2
0,t =

ker(d10,t)

im(d11,t)
=

Ht(A)

im(∂ : H1+t(B,A)→ Ht(A))

=
Ht(A)

ker(i∗ : Ht(A)→ Ht(B))
∼= im(i∗ : Ht(A)→ Ht(B)) = im(i∗)t

using exactness at Ht(A). The right hand isomorphism is induced by i∗.
In column s = 1, we find

E2
1,t =

ker(d11,t)

im(d12,t)
=

ker(∂ : H1+t(B,A)→ Ht(A))

im(j∗∂ : H2+t(X,B)→ H1+t(B,A))

=
im(j∗ : H1+t(B)→ H1+t(B,A))

im(j∗∂ : H2+t(X,B)→ H1+t(B,A))

∼=
H1+t(B)

ker(j∗ : H1+t(B)→ H1+t(B,A)) + im(∂ : H2+t(X,B)→ H1+t(B))

using exactness at H1+t(B,A). The last isomorphism is induced by j∗. To verify it, it is clear that j∗
induces a surjection from H1+t(B) to the quotient im(j∗)/ im(j∗∂) (on the preceding line). Its kernel

13



consists of the elements that map under j∗ to elements in the image of j∗∂. These differ by elements
in ker(j∗) from elements in im(∂), hence are in the sum ker(j∗) + im(∂). This is an internal sum of
subgroups of H1+t(B), not necessarily a direct sum. Using exactness at H1+t(B) in two different exact
sequences, we can rewrite this as follows:

. . . =
H1+t(B)

im(i∗ : H1+t(A)→ H1+t(B)) + ker(i∗ : H1+t(B)→ H1+t(X))

∼=
im(i∗ : H1+t(B)→ H1+t(X))

im(i2∗ : H1+t(A)→ H1+t(X))
= (F1/F0)1+t

The second isomorphism is induced by i∗, and is formally of the same type as the one we just discussed:
The homomorphism i∗ induces a surjection from H1+t(B) to im(i∗)/ im(i2∗), with kernel given by the
internal sum of ker(i∗ : H1+t(B)→ H1+t(X)) and im(i∗ : H1+t(A)→ H1+t(B)).

In column s = 2, we calculate

E2
2,t =

ker(d12,t)

im(d13,t)
=

ker(j∗∂ : H2+t(X,B)→ H1+t(B,A))

0

= ∂−1 ker(j∗ : H1+t(B)→ H1+t(B,A))

= ∂−1 im(i∗ : H1+t(A)→ H1+t(B)) = ∂−1(im(i∗)1+t)

using exactness at H1+t(B). This is the subgroup of H2+t(X,B) consisting of elements x with ∂(x) ∈
H1+t(B) lying in the image of i∗ : H1+t(A)→ H1+t(B).

The d2-differential acting on the E2-term is now defined to be the homomorphism

d22,t : E
2
2,t = ∂−1(im(i∗)1+t) −→ im(i∗)1+t = E2

0,t+1

induced by ∂, mapping a class x ∈ E2
2,t with ∂(x) ∈ im(i∗)1+t to the class d2(x) = ∂(x) ∈ E2

0,1+t.

The (E2, d2)-chart appears as follows:

...

im(i∗)2 (F1/F0)3 ∂−1(im(i∗)3)

d22,2

jj

im(i∗)1 (F1/F0)2 ∂−1(im(i∗)2)

d22,1

jj

im(i∗)0 (F1/F0)1 ∂−1(im(i∗)1)

d22,0

jj

. . .

0 (F1/F0)0 ∂−1(im(i∗)0)

d22,−1

jj

0 0 H0(X,B)

Passing to homology once more, we get to the E3-term.
In column s = 0, the E3-term is

E3
0,t =

ker(d20,t)

im(d22,t−1)
∼=

im(i∗ : Ht(A)→ Ht(B))

im(∂ : ∂−1(im i∗)t → im(i∗)t)

=
im(i∗ : Ht(A)→ Ht(B))

im(∂ : H1+t(X,B)→ Ht(B)) ∩ im(i∗ : Ht(A)→ Ht(B))

=
im(i∗ : Ht(A)→ Ht(B))

ker(i∗ : Ht(B)→ Ht(X)) ∩ im(i∗ : Ht(A)→ Ht(B))
∼= im(i2∗ : Ht(A)→ Ht(X)) = (F0)t

14



using the definition of d22,t−1 and exactness at Ht(B). The last isomorphism is induced by i∗ : Ht(B)→
Ht(X).

Column s = 1 is not affected by the d2-differentials, so

E3
1,t =

ker(d21,t)

im(d23,t−1)
=
E2

1,t

0
∼= (F1/F0)1+t .

In column s = 2, the E3-term is

E3
2,t =

ker(d22,t)

im(d24,t−1)
=

ker(d22,t : ∂
−1(im(i∗)1+t)→ im(i∗)1+t)

0

= ker(∂ : H2+t(X,B)→ H1+t(B))

= im(j∗ : H2+t(X)→ H2+t(X,B))

∼=
H2+t(X)

im(i∗ : H2+t(B)→ H2+t(X))
= (F2/F1)2+t

by the definition of the d2-differential, and exactness at H2+t(X,B) and at H2+t(X).
The E3-term appears as follows:

...

(F0)2 (F1/F0)3 (F2/F1)4

(F0)1 (F1/F0)2 (F2/F1)3

(F0)0 (F1/F0)1 (F2/F1)2 . . .

0 (F1/F0)0 (F2/F1)1

0 0 (F2/F1)0

There is no room for further nonzero differentials, since dr for r ≥ 3 must involve columns three or more
units apart. Hence this spectral sequence collapses at the E3-term, and E∞ = E3 is as displayed above.

In view of our calculations, we have isomorphisms

E∞
s,t
∼= (Fs/Fs−1)s+t

in all bidegrees (s, t), which proves that the spectral sequence we have constructed, with the given
E1-term, d1-differential and d2-differential, indeed converges strongly to the abutment H∗(X), with the
finite filtration given by

(Fs)n =


0 for s ≤ −1
im(i2∗ : Hn(A)→ Hn(X)) for s = 0

im(i∗ : Hn(B)→ Hn(X)) for s = 1

Hn(X) for s ≥ 2.

Hence we can conclude that there is a strongly convergent spectral sequence

E1
s,t =⇒s Hs+t(X)
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with three nonzero columns

E1
s,t =



0 for s ≤ −1
Ht(A) for s = 0

H1+t(B,A) for s = 1

H2+t(X,B) for s = 2

0 for s ≥ 3.

[[Illustrate with an example?]]
[[The K-theory based Adams spectral sequence is an interesting three-line spectral sequence (Adams–

Baird, Bousfield, Dwyer–Mitchell).]]

4. Cohomological spectral sequences

So far we have focused on so-called homological spectral sequences, where the differentials reduce total
degrees and filtration indices. If one applies cohomology to the same diagrams of spaces, one instead
obtains a cohomological spectral sequence.

Definition 4.1. A cohomological spectral sequence is a sequence (Er, dr)r of bigraded abelian groups
and differentials, together with isomorphisms

Er+1
∼= H(Er, dr)

for all r ≥ 1. Each Er-term is a bigraded abelian group Er = E∗,∗
r = (Es,tr )s,t, and each dr-differential

is a homomorphism dr : E
∗,∗
r → E∗,∗

r of bidegree (r, 1− r), satisfying dr ◦ dr = 0.

Definition 4.2. A decreasing filtration of an abelian group G is a sequence {F s}s of subgroups

G ⊃ · · · ⊃ F s ⊃ F s+1 ⊃ . . . .

It is exhaustive if colims F
s ∼= G, Hausdorff if lims F

s = 0 and complete if Rlims F
s = 0.

Definition 4.3. A cohomological spectral sequence (Er, dr)r converges to a graded abelian group G if
there is a decreasing exhaustive Hausdorff filtration {F s}s of G, and isomorphisms of (graded) abelian
groups

Es,∗∞
∼= F s/F s+1

for all integers s. The spectral sequence converges strongly if the filtration is also complete.

The algebraic structure in a cohomological spectral sequence is really the same as in a homological
spectral sequence; the difference only lies in the sign conventions for the grading. To each homological
spectral sequence (Er, dr)r there is an associated cohomological spectral sequence (Er, dr)r with

Es,tr = Er−s,−t

for all integers s and t, and with

ds,tr = dr−s,−t .

To each increasing filtration {Fs}s of an abelian group G there is an associated decreasing filtration
{F s}s of the same group, with

F s = F−s .

The spectral sequence (Er, dr)r converges (strongly) to the abutment G, filtered by {Fs}s, if and only if
the associated cohomological spectra sequence (Er, dr)r converges (strongly) to the abutment G, filtered
by {F s}s.

The sign change in the bidegree of the spectral sequence differentials implies that the direction of the
arrows in an (Er, dr)-chart is reversed in comparison with the direction in an (Er, dr)-chart. For instance,
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an (E2, d2)-term typically appears as follows. (Compare with the (E2, d2)-term displayed earlier.)

. . .

))

E−1,2
2

))

E0,2
2

))

E1,2
2

))

E2,2
2

))

E3,2
2 . . .

. . .

))

E−1,1
2

))

E0,1
2

))

E1,1
2

))

E2,1
2

))

E3,1
2 . . .

. . .

))

E−1,0
2

))

E0,0
2

))

E1,0
2

))

E2,0
2

))

E3,0
2 . . .

. . . E−1,−1
2 E0,−1

2 E1,−1
2 E2,−1

2 E3,−1
2 . . .

One reason for switching from a homological to a cohomological indexing occurs when the spectral
sequence occupies a quadrant, or a half-plane. If the homological spectral sequence Ers,t is nonzero

only for s ≤ 0 and t ≤ 0 (or for s ≤ 0), then the associated cohomological spectral sequence Es,tr is
nonzero only for s ≥ 0 and t ≥ 0 (or for s ≥ 0). It tends to be notationally easier to work with the
latter conventions. We refer to such a spectral sequence as a first quadrant (or right half-plane) spectral
sequence. [[Formalize this definition?]]

[[Another reason for working with cohomology has to do with product structures. The cup product
in cohomology can be well respected by the spectral sequence.]]

[[Also mention Adams indexing. Since this will be our main focus, once we get the basic formalism
for spectral sequences in place, we will return to this in more detail later.]]

5. Example: The Serre spectral sequence

5.1. Serre fibrations. A Serre fibration is a map p : E → B with the homotopy lifting property for
CW complexes (or, equivalently, for polyhedra), cf. Serre (1951). This means that for any CW complex
X, map f : X → E and homotopy H : X × I → B such that H(x, 0) = pf(x), there exists a homotopy

H̃ : X × I → E with H̃(x, 0) = f(x) and pH̃ = H.

X
f
//

i0

��

E

p

��

X × I
H

//

H̃

<<

B

Any fiber bundle over a paracompact base space is a Serre fibration, cf. Spanier (1981, Theorem 2.7.13).
Suppose that B is a connected CW complex, and choose a base point b0 ∈ B. Let F = p−1(b0) be the
fiber above that base point. The fundamental group π1(B, b0) acts on the homology H∗(F ) of that fiber.

F //

��

E

p

��

{b0} // B

5.2. The homological Serre spectral sequence. The homological Serre spectral sequence for F →
E → B is a spectral sequence converging to the homology H∗(E) of the total space. It has E1-term

E1
s,t = Cs(B;Ht(F ))

given in bidegree (s, t) by the cellular s-chains of B with coefficients in the local coefficient system Ht(F )
associated to the action of the fundamental group on the homology of the fiber, and

E2
s,t = Hs(B;Ht(F ))

is given by the cellular homology of B with these local coefficients. If B is simply-connected, or more
generally, if the action is trivial, then this is the ordinary cellular homology of B with coefficients in the
abelian group Ht(F ). Notice that the E2-term, unlike the E1-term, does not depend on the chosen CW
structure on B. Hence the remaining terms of the spectral sequence are topological invariants of the
Serre fibration p : E → B. Notice also that E2

s,t can only be nonzero for s ≥ 0 and t ≥ 0, hence the same
holds for every later term Ers,t. It follows that the Serre spectral sequence, like any other first quadrant
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spectral sequence, is locally eventually constant, because drs,t = 0 when s − r < 0 and drs+r,t−r+1 = 0
when t− r + 1 < 0, so both of these differentials vanish whenever r ≥ m(s, t) = max{s+ 1, t+ 2}. The
Serre spectral sequence converges strongly to the homology of the total space:

E2
s,t = Hs(B;Ht(F )) =⇒s Hs+t(E) .

5.3. The cohomological Serre spectral sequence. There is also a cohomological Serre spectral
sequence, with E1-term

Es,t1 = Cs(B;H t(F ))

given by the cellular s-cochains on B with coefficients in the local coefficient system H t(F ). The E2-term

Es,t2 = Hs(B;H t(F ))

is given by the cellular cohomology with the same coefficients, and the spectral sequence converges
strongly to the cohomology of the total space:

Es,t2 = Hs(B;H t(F )) =⇒s H
s+t(E) .

5.4. Killing homotopy groups. We illustrate by an example, based on the method of “killing ho-
motopy groups”, which was used by Serre [[and others?]] to determine several of the first nontrivial
homotopy groups of spheres, i.e., the homotopy groups πi(S

j) for varying i and j. It is quite easy to
show that πi(S

j) = 0 for i < j. In the case i = j the Hurewicz theorem shows that πi(S
i) ∼= Hi(S

i) ∼= Z
for i ≥ 1. The cases i > j remain. When j = 1 we know that the contractible space R is the universal
covering space of S1, so πi(R) ∼= πi(S

1) for all i ≥ 2, hence πi(S
1) = 0 for i ≥ 2. The cases j ≥ 2 are

significantly harder. There is a fiber sequence

S1 −→ S3 η−→ S2 ,

where η is the complex Hopf fibration, and the associated long exact sequence of homotopy groups tells
us that η∗ : πi(S

3)→ πi(S
2) is an isomorphism for i ≥ 3. Hence the cases j = 2 and j = 3 are practically

equivalent.
It turns out to be most convenient to start the analysis with the space S3. As already mentioned,

the first homotopy groups of S3 are πi(S
3) = 0 for i < 3 and π3(S

3) ∼= H3(S
3) ∼= Z, by the Hurewicz

theorem. To calculate π4(S
3), we shall construct the 3-connected cover E of S3, i.e., a map g : E → S3

such that πi(E) = 0 for i ≤ 3 and g∗ : πi(E)→ πi(S
3) is an isomorphism for i > 3, in such a way that we

can calculate the homology H∗(E) using a Serre spectral sequence. First we construct a map h : S3 → K,
where h∗ : πi(S

3)→ πi(K) is an isomorphism for i ≤ 3 and πi(K) = 0 for i > 3. The space K will then
be an Eilenberg–MacLane space of type K(Z, 3).

To construct K, start with K(4) = S3 and attach 5-cells to kill the non-zero classes in π4(S
3). Then

attach 6-cells to kill the non-zero classes in π5 of the resulting CW complex K(5). Inductively, suppose
we have constructed a CW pair (K(n), S3), such that πi(S

3) ∼= πi(K
(n)) for i ≤ 3 and πi(K

(n)) = 0
for 3 < i < n. Attach (n + 1)-cells to K(n) to kill the non-zero classes in πn(K

(n)), and call the result
K(n+1). Continuing, we can let K =

⋃
nK

(n) = colimnK
(n), and the inclusion h : S3 → K has the

properties described above. To prove that this works, use the homotopy excision theorem. [[Reference
in Hatcher?]]

[[Also comment on Pontryagin and Whitehead’s early work using framed bordism, and its pitfalls.]]

5.5. The 3-connected cover of S3. Let g : E → S3 be the homotopy fiber of h : S3 → K. By the long
exact sequence in homotopy, E is the 3-connected cover of S3. Furthermore, g is a Serre fibration. Let
f : F → E be the homotopy fiber of g : E → S3.

F
f−→ E

g−→ S3 h−→ K .

By a general result for such Puppe fiber sequences, we know that F ' ΩK, so F is an Eilenberg–MacLane
space of type K(Z, 2). In other words, F ' CP∞. Hence we have a homotopy fiber sequence

CP∞ −→ E
g−→ S3 .

The associated homological Serre spectral sequence has E2-term

E2
s,t = Hs(S

3;Ht(CP∞)) ∼=

{
Z for s ∈ {0, 3} and t ≥ 0 even,

0 otherwise,

and converges strongly to Hs+t(E). We can display the E2-term as in Figure 1. Notice that there is
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...

t = 5 0 0 0 0 0

t = 4 Z 0 0 Z 0

t = 3 0 0 0 0 0

t = 2 Z 0 0 Z 0

t = 1 0 0 0 0 0

t = 0 Z 0 0 Z 0 . . .

s = 0 s = 1 s = 2 s = 3 s = 4

Figure 1. Serre E2-term for H∗(E)

no room for nonzero d2-differentials, since d2s,t can only originate from a nonzero group E2
s,t if s = 0 or

s = 3, and in either case the target group E2
s−2,t+1 is zero.

Hence d2 = 0 in this spectral sequence, which implies that E3 = E2. There is, however, room for
d3-differentials, which we display in the E3-term as in Figure 2. The difficulty now is to determine these
homomorphisms d33,t for t ≥ 0 even. At this point we can already deduce that each group Hn(E) is a
finitely generated abelian group (of rank 0 or 1), since whatever the dr-differentials are, only a trivial,
finite cyclic or infinite cyclic group will be left at the E∞-term in each bidegree (s, t) with s ∈ {0, 3} and
t ≥ 0 even. Since there is at most one nontrivial group in each total degree of E∞

∗,∗, we can conclude that
the abutment H∗(E) is also either trivial, finite cyclic or infinite cyclic in each degree.

5.6. The first differential. By looking a bit ahead and working backwards, we can prove that the first
differential, d33,0, is an isomorphism. This is because at the E4-term the only possibly nonzero groups in
total degree s+ t ≤ 3 will be

E4
0,2 = cok(d23,0) and E4

3,0 = ker(d23,0) .

Since the spectral sequence is concentrated in the two columns s = 0 and s = 3, i.e., is zero for all other
s, there is no room for any longer differentials than the d3-differentials. Hence dr = 0 for r ≥ 4, and
E4 = E∞. So if the cokernel or kernel of d23,0 is nonzero, then it will survive to the E∞-term of the
spectral sequence, in total degree 2 or 3, respectively. The spectral sequence converges to H∗(E), where
E by construction is 3-connected. Hence, by the Hurewicz theorem, Hn(E) = 0 for 0 < n ≤ 3. It follows
that (Fs)n = 0 and (Fs/Fs−1)n = 0 for all s and all 0 < n ≤ 3. Convergence of the spectral sequence
thus implies that E∞

s,t = 0 for 0 < s+ t ≤ 3. In particular, E∞
0,2 = cok(d23,0) = 0 and E4

3,0 = ker(d23,0) = 0.

This is equivalent to the assertion that d23,0 is an isomorphism.

5.7. The cohomological version. How do we proceed from here to determine the second differential,
d33,2? It is not clear how to do this using only the additive structure in homology. Instead, we will pass
to cohomology, and use the multiplicative structure in the cohomological Serre spectral sequence, related
to the cup product in cohomology, to calculate all the later cohomological d3-differentials from the first
d3-differential, dual to the homological d3-differential that we just identified.

Let us use the notations H∗(CP∞) = Z[y] and H∗(S3) = Z[z]/(z2), with algebra generators y in
degree |y| = 2, and z in degree |z| = 3. The cohomological Serre spectral sequence for CP∞ → E → S3
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Figure 2. Serre E3-term for H∗(E)

has E2-term

Es,t2 = Hs(S3;Ht(CP∞)) =

{
Z for s ∈ {0, 3} and t ≥ 0 even,

0 otherwise,

and converges strongly to Hs+t(E). So far, this looks just like in homology. However, the cohomological
Serre spectral sequence has the additional property of being an algebra spectral sequence, meaning that
each Er-term is a graded algebra, and each dr-differential is a derivation with respect to this algebra
structure. This means that dr satisfies a Leibniz rule, of the form

dr(ab) = dr(a)b+ (−1)|a|adr(b) ,

for classes a, b ∈ Er and their (cup) product ab = a ∪ b. We shall return to the precise definition and
interpretation of multiplicative structures in spectral sequences, later.

For now, we just observe that the algebra structure of the cohomological Serre spectral sequence
E2-term can be written as

E∗,∗
2 = H∗(S3;H∗(CP∞)) ∼= Z[z]/(z2)⊗ Z[y] .

Since the spectral sequence is concentrated in the columns s = 0 and s = 3, there is only room for
d3-differentials, so E2 = E3 and E4 = E∞. We now display the cohomological E3-term and the d3-
differentials, in Figure 3. Note that the direction of the differentials is reversed, compared to the homo-
logical case. Note also that we can now give names to the additive generators in the various bidegrees,
as products of powers of y and z.

We can now argue as before, that ker(d0,23 ) = E0,2
4 = E0,2

∞ and cok(d0,23 ) = E3,0
4 = E3,0

∞ must contribute
to H2(E) and H3(E), respectively, and since the latter two groups are trivial, hence so is the kernel and

cokernel of d0,23 . Alternatively, one can appeal to a Kronecker pairing of spectral sequences, evaluating
the cohomological spectral sequence on the homological one, to deduce that

d0,23 : H0(S3;H2(CP∞)) −→ H3(S3;H0(CP∞))

is dual to

d33,0 : H3(S
3;H0(CP∞)) −→ H0(S

3;H2(CP∞)) ,
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Figure 3. Serre E3-term for H∗(E)

in the sense of the universal coefficient theorem. This leads to the same conclusion. Hence we find that

d3(y) = z ,

up to a possible sign. If necessary we replace y or z by its negative, to make sure that the formula above
holds.

5.8. The remaining differentials. At this point, the algebra structure comes to our aid. The Leibniz
rule for d3 applied with a = y and b = y asserts that

d3(y
2) = d3(y)y + yd3(y) = zy + yz = 2zy .

By induction, it follows that

d3(y
k) = kzyk−1

for all k ≥ 1. Hence the homomorphism

d0,2k3 : Z{yk} −→ Z{zyk−1}

is given by multiplication by k, with respect to this basis. This lets us calculate the E4 = E∞-term

Es,t∞
∼=


Z for s = t = 0,

Z/k for s = 3 and t = 2k − 2,

0 otherwise.

It appears as in Figure 4. The group Z/1{z} in bidegree (3, 0) is of course trivial. This leads to the
conclusion

Hn(E) ∼=


Z for n = 0,

Z/k for n = 2k + 1,

0 otherwise.

For instance, in total degree n = 5, we have a finite descending filtration

H5(E) = (F 0)5 ⊃ (F 1)5 ⊃ (F 2)5 ⊃ (F 3)5 ⊃ (F 4)5 ⊃ (F 5)5 ⊃ (F 6)5 = 0 ,
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with filtration quotients

(F s/F s+1)5 = (F s)5/(F s+1)5 ∼= Es,5−s∞

for all 0 ≤ s ≤ 5. Hence

H5(E) = (F 0)5 = (F 1)5 = (F 2)5 = (F 3)5 and (F 4)5 = (F 5)5 = (F 6)5 = 0

while (F 3)5/(F 4)5 ∼= E3,2
∞ = Z/2{zy}. Thus H5(E) ∼= Z/2. In this case there were no (non-obvious)

extension questions, since there was at most one nontrivial group in each total degree of the E∞-term.

5.9. Conclusions about homotopy groups. We observed from the homological Serre spectral se-
quence that H∗(E) is of finite type, i.e., a finitely generated abelian group in each degree, so the universal
coefficient theorem allows us to determine these homology groups from the corresponding cohomology
groups. We obtain

Hn(E) ∼=


Z for n = 0,

Z/k for n = 2k,

0 otherwise.

Hence the first nontrivial homology group of the 3-connected cover E of S3 is H4(E) ∼= Z/2. By the
Hurewicz theorem, π4(E) ∼= H4(E), and by the defining property of a 3-connected cover, π4(S

3) ∼= π4(E).

Theorem 5.1. π4(S
3) ∼= Z/2.

By a refinement of these methods, it is possible to concentrate on a prime p, such as 2, 3 or 5, and
to calculate the p-localized homology and homotopy groups of all the spaces involved. For instance, we
write Hn(E)(p) for the localization of Hn(E) at p, which means the result of making multiplication by
each prime other than p invertible in Hn(E). More explicitly,

Hn(E)(p) ∼= Hn(E)⊗ Z(p)

where Z(p) is the ring of p-local integers, i.e., the ring of rational numbers a/b where p does not divide b.
We find that (Z/k)(p) = Z/(k, p) for k ≥ 1, where (k, p) denotes the greatest common divisor of k and
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p. This equals the p-Sylow subgroup of Z/k, which is only nontrivial if p divides k. Hence

Hn(E)(p) ∼=


Z(p) for n = 0,

Z/(k, p) for n = 2k,

0 otherwise,

and the first nontrivial p-local homology group of E is H2p(E)(p) ∼= Z/p. By the p-local Hurewicz

theorem, π2p(E)(p) ∼= H2p(E)(p), and by the defining property of E, π2p(S
3)(p) ∼= π2p(E)(p).

Theorem 5.2. πi(S
3)(p) = 0 for 3 < i < 2p, and π2p(S

3)(p) ∼= Z/p.

The formalism for working with p-local homology and homotopy groups is a special case of a more
general theory of localizations. Its first incarnation, which suffices for the computation above, is known
as the theory of “Serre classes”, cf. Spanier (1981, Section 9.6). [[References for later work: Sullivan,
Bousfield–Kan (1972).]]

5.10. Stable homotopy groups. There are suspension homomorphisms

πi(S
j)

Σ−→ πi+1(S
j+1)

taking the homotopy class of a map α : Si → Sj to the homotopy class of its suspension, Σα : Si+1 =
ΣSi → ΣSj = Sj+1. The homomorphism Σ is often denoted E, for the German “Einhängung”. By
Freudenthal’s suspension theorem, Σ is an isomorphism if i ≤ 2j − 2, and it is surjective if i = 2j − 1.
Iterating, and passing to the colimit, we come to the stable homotopy groups of spheres, also known as
the stable stems:

πSn = colim
j

πj+n(S
j) .

By Freudenthal’s theorem, the colimit system consists of isomorphisms for j ≥ n + 2, so we have
isomorphisms πj+n(S

j) ∼= πSn for all j ≥ n+ 2, and a surjection Σ: π2n+1(S
n+1)→ πSn .

In particular, π3(S
2) ∼= Z{η} surjects onto π4(S

3) ∼= πS1 , so the first stable stem πS1
∼= Z/2 is

generated by (the suspensions of) the Hopf map η. The Freudenthal theorem does not suffice to prove
that π2p(S

3)→ πS2p−3 becomes an isomorphism after p-localization, but this is true:

Theorem 5.3. (πSn )(p) = 0 for 0 < n < 2p− 3 and (πS2p−3)(p)
∼= Z/p.

For each odd prime p, the generator of (πS2p−3)(p) given by the suspensions of the generator of π2p(S
3)(p)

is usually denoted α1. It is the first class in the first of the so-called Greek letter families in the stable
homotopy groups of spheres. [[Reference to Ravenel.]]

6. Example: The Adams spectral sequence

6.1. Eilenberg–MacLane spectra and the Steenrod algebra. LetX and Y be spectra, i.e., objects
in one of the categories modeling stable homotopy theory. The Adams spectral sequence is a tool for
analyzing the homotopy classes [X,Y ]n of spectrum maps ΣnX → Y , for all integers n, starting with the
mod p cohomology groups H∗(X;Fp) and H∗(Y ;Fp) as modules over the mod p Steenrod algebra A .
For instance, if X = Y = S are both equal to the sphere spectrum, with k-th space Sk, then the group

πn(S) = [S, S]n

equals the n-th stable stem πSn .
Let H = HFp denote the mod p Eilenberg–MacLane spectrum, representing mod p cohomology.

There is a natural isomorphism

[X,H]−∗ ∼= H∗(X;Fp)
for all spectra X. By the Yoneda lemma, the natural graded transformations

H∗(X;Fp) −→ H∗(X;Fp) ,

i.e., the mod p cohomology operations for spectra, are in one-to-one correspondence with the elements
of

A = [H,H]−∗ ∼= H∗(H;Fp) .
This graded endomorphism algebra of the spectrum H is the mod p Steenrod algebra. It is concentrated
in non-negative cohomological degrees, i.e., is only nonzero for ∗ ≥ 0 in the notation above.
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6.2. The d-invariant. Each spectrum map f : X → Y induces a homomorphism f∗ : H∗(Y ;Fp) →
H∗(X;Fp), which by the discussion above is a homomorphism of A -modules. Hence the rule that takes
the homotopy class [f ] to the A -module homomorphism f∗ is a homomorphism

d : [X,Y ]∗ −→ Hom∗
A (H∗(Y ;Fp),H∗(X;Fp))

[f ] 7−→ f∗ .

This is sometimes called the d-invariant, by analogy with the name “degree” for the integer deg(f) such
that f∗[M ] = deg(f)[N ], where f : M → N is a map of oriented closed n-manifolds with fundamental
classes [M ] ∈ Hn(M) and [N ] ∈ Hn(N).

The (cohomological) grading of HomA -groups works as follows: An element [f ] ∈ [X,Y ]t is the
homotopy class of a spectrum map f : ΣtX → Y , which induces a homomorphism

f∗ : H∗(Y ;Fp)→ H∗(ΣtX;Fp) ∼= H∗−t(X;Fp) .

By definition this is an A -module homomorphism of degree t, i.e., an element of

Homt
A (H∗(Y ;Fp),H∗(X;Fp)) ,

taking elements in Hi(Y ;Fp) to elements of Hi−t(X;Fp), for all integers i.

6.3. Wedge sums of suspended Eilenberg–MacLane spectra. In the special case Y = H we have
H∗(Y ;Fp) = A , and the d-invariant

d : [X,H]t −→ Homt
A (A ,H∗(X;Fp))

is an isomorphism for each t, since both sides are naturally isomorphic to H−t(X;Fp). More generally,
suppose that

Y '
∨
u

ΣnuH

is a wedge sum of suspensions of mod p Eilenberg–MacLane spectra. If π∗(Y ) =
⊕

u Σ
nuFp is bounded

below and of finite type, or equivalently, if nu →∞ as u→∞, then the canonical map∨
u

ΣnuH −→
∏
u

ΣnuH

is an equivalence. In this case the d-invariant is also an isomorphism, since

[X,Y ]t ∼= [X,
∏
u

ΣnuH]t ∼=
∏
u

Hnu−t(X;Fp)

is naturally isomorphic to

Homt
A (H∗(Y ;Fp),H∗(X;Fp)) ∼= Homt

A (
⊕
u

ΣnuA ,H∗(X;Fp)) ∼=
∏
u

Homt
A (ΣnuA ,H∗(X;Fp))

for each integer t.
In general d is not an isomorphism. For instance, the Hopf map η : S3 → S2 induces the zero

homomorphism in (reduced) cohomology, but stabilizes to a nontrivial homotopy class of maps S1 =
ΣS → S. Furthermore, the target of d is always a graded Fp-vector space, while the source may be any
graded abelian group.

6.4. Two-stage extensions. If Y is an extension of two wedge sums of suspended Eilenberg–MacLane
spectra, so that there is a cofiber sequence of spectra

K1
i−→ Y

j−→ K0

with

K0 '
∨
u

ΣnuH and K1 '
∨
v

ΣnvH ,

then there are long exact sequences

. . . −→ [X,K1]∗
i∗−→ [X,Y ]∗

j∗−→ [X,K0]∗
∂−→ [X,K1]∗−1 → . . .

and

· · · → H∗(K0;Fp)
j∗−→ H∗(Y ;Fp)

i∗−→ H∗(K1;Fp)
δ−→ H∗+1(K0;Fp)→ . . . ,
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but the complex

. . . −→ Hom∗
A (H∗(K1;Fp),H∗(X;Fp))

(i∗)#−→ Hom∗
A (H∗(Y ;Fp),H∗(X;Fp))

(j∗)#−→ Hom∗
A (H∗(K0;Fp),H∗(X;Fp))

δ#−→ Hom∗
A (H∗−1(K1;Fp),H∗(X;Fp)) −→ . . .

is typically not exact. Here δ# denotes the value of the contravariant functor Hom∗
A (−,H∗(X;Fp))

applied to the homomorphism δ, and likewise for (i∗)# and (j∗)#.
Now suppose that j∗ is surjective, which is equivalent to asking that i∗ is zero. Then there is instead

a short exact sequence of A -modules

0→ H∗−1(K1;Fp)
δ−→ H∗(K0;Fp)

j∗−→ H∗(Y ;Fp)→ 0 .

If π∗(K0) and π∗(K1) are bounded below and of finite type, as before, then the left hand and middle
A -modules are free, so there is an associated exact sequence

0→ Homt
A (H∗(Y ;Fp),H∗(X;Fp))

(j∗)#−→ Homt
A (H∗(K0;Fp),H∗(X;Fp))

δ#−→ Homt
A (H∗−1(K1;Fp),H∗(X;Fp)) −→ Ext1,tA (H∗(Y ;Fp),H∗(X;Fp))→ 0 .

Here Ext1A denotes the first right derived functor of HomA . More generally we write Exts,tA for the

internal degree t part of the s-th derived functor of Hom∗
A , for each s ≥ 0. Recall that Ext0A = HomA .

The groups
Exts,tA (H∗(Y ;Fp),H∗(X;Fp))

for s ≥ 2 are zero for the Y that we are presently considering, due to the existence of the short exact
sequence of A -modules above.

Under the d-invariant isomorphisms associated to K0 and K1, the homomorphism ∂ : [X,K0]∗ →
[X,K1]∗−1 corresponds to the homomorphism δ# above:

[X,K0]t
∂ //

d ∼=
��

[X,K1]t−1

d ∼=
��

Homt
A (H∗(K0;Fp),H∗(X;Fp))

δ# // Homt−1
A (H∗(K1;Fp),H∗(X;Fp)) ,

so there are isomorphisms

ker(∂)t ∼= Homt
A (H∗(Y ;Fp),H∗(X;Fp))

cok(∂)t−1
∼= Ext1,tA (H∗(Y ;Fp),H∗(X;Fp))

for all integers t. Hence the short exact sequence

0→ cok(∂)t −→ [X,Y ]t −→ ker(∂)t → 0

can be rewritten as

0→ Ext1,t+1
A (H∗(Y ;Fp),H∗(X;Fp)) −→ [X,Y ]t

d−→ Homt
A (H∗(Y ;Fp),H∗(X;Fp))→ 0 ,

for each integer t. In particular d is surjective in these cases. The homomorphism

e : ker(d)t −→ Ext1,t+1
A (H∗(Y ;Fp),H∗(X;Fp)) ,

which in this case is an isomorphism, is often called the e-invariant. Here e refers to “extension”, and
goes well with d.

This extension can be presented as a spectral sequence with E2-term

Es,t2 =


Homt

A (H∗(Y ;Fp),H∗(X;Fp)) for s = 0,

Ext1,tA (H∗(Y ;Fp),H∗(X;Fp)) for s = 1,

0 otherwise,

that collapses at the E2 = E∞-term, and which converges to a finite decreasing filtration

[X,Y ]t = F 0 ⊃ F 1 ⊃ F 2 = 0

in the sense that
(F 0/F 1)t = E0,t

∞ and (F 1)t = E1,t+1
∞ .

Thus for such Y the d-invariant is surjective, and F 1 = ker(d) is its kernel.
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This discussion suggests that in order to get a better approximation to the graded abelian group
[X,Y ]∗, it is necessary to take the derived functors of HomA into account.

6.5. The mod p Adams spectral sequence. The mod p Adams spectral sequence for X and Y has
E2-term

Es,t2 = Exts,tA (H∗(Y ;Fp),H∗(X;Fp)) .

If X is a finite CW spectrum, and Y is bounded below and of finite type, then it converges strongly to
the p-completion

([X,Y ]t−s)
∧
p

of the abelian group [X,Y ]t−s, equipped with a decreasing filtration

([X,Y ]t−s)
∧
p = F 0 ⊃ F 1 ⊃ · · · ⊃ F s ⊃ . . .

called the Adams filtration. For a finitely generated abelian group G the p-completion can be defined as
the limit

G∧
p = lim

n
G/pnG .

If G = Z, this equals the p-adic integers Zp. If G is finite, this is a quotient group of G that is isomorphic
to the p-Sylow subgroup of G.

In the special case X = S we get the E2-term of the mod p Adams spectral sequence for Y , namely

Es,t2 = Exts,tA (H∗(Y ;Fp),Fp) .

When Y is bounded below and of finite type it converges strongly to the p-completed homotopy groups

πt−s(Y )∧p = ([S, Y ]t−s)
∧
p

of Y . In particular, the mod p Adams spectral sequence for the sphere spectrum itself has E2-term

Es,t2 = Exts,tA (Fp,Fp) ,

and converges strongly to

(πSt−s)
∧
p = πt−s(S)

∧
p = ([S, S]t−s)

∧
p ,

i.e., the p-completed stable stems.
By the Hurewicz theorem, πSn = 0 for n < 0 and πS0

∼= Z, via the isomorphisms πj(S
j) ∼= Hj(S

j) for
all j ≥ 1. Using the theory of Serre classes, one can prove that each stable stem πSn for n ≥ 1 is a finite
abelian group. Hence it is the product of its p-Sylow subgroups, or equivalently, of the groups (πSn )

∧
p ,

which we can hope to calculate using the corresponding mod p Adams spectral sequence. This will be
the aim of much of the remainder of these lectures.

6.6. Endomorphism ring spectra and their modules. Working at the spectrum level, without
passing to homotopy classes of maps, we can instead consider the function spectra F (X,Y ), XH =
F (X,H), Y H = F (Y,H) and R = F (H,H), with π∗F (X,Y ) = [X,Y ]∗, π−∗F (X,H) = H∗(X;Fp),
π−∗F (Y,H) = H∗(Y ;Fp) and π−∗F (H,H) = A . The endomorphism spectrum R = F (H,H) is a
ring spectrum, with product corresponding to the composition of cohomology operations. The map
F (X,Y ) → F (Y H , XH) factors through the spectrum of R-module maps, so that there is a spectrum
level degree map

d : F (X,Y ) −→ FR(Y
H , XH) .

This turns out to be an equivalence in a wider range of cases than that for which the group level degree
map is an isomorphism, and to amount to a p-completion map of the source in an even wider range of
cases. Passing to homotopy groups, there is a spectral sequence

Es,t2 = Exts,tA (H∗(Y ;Fp),H∗(X;Fp))

converging [[conditionally? strongly?]] to πt−s of the target of the spectrum level degree map. [[This is
the Adams spectral sequence converging to πt−sF (X,Y )∧p .]]

26



0 2 4 6 8 10 12 14

0

2

4

6

8

10

h0 h1 h2 h3

c0

h4

d0

Figure 5. Adams E2-term for t− s ≤ 15

6.7. The mod 2 Adams spectral sequence for the sphere. Let us look more closely at the mod 2
Adams spectral sequence for the sphere:

Es,t2 = Exts,tA (F2,F2) =⇒s πt−s(S)
∧
2 .

The E2-term is an F2-vector space in each bidegree, concentrated in the region 0 ≤ s ≤ t, or equivalently,
in the region t − s ≥ 0 and s ≥ 0. We display the part where 0 ≤ t − s ≤ 15 and 0 ≤ s ≤ 10 of this
E2-term in Figure 5, using the Adams indexing with the topological degree t− s on the horizontal axis
and the filtration degree s on the vertical axis. This picture is usually called an Adams chart, and we
refer to (t− s, s) as the Adams bidegree.

The dots in a square corresponding to a given (t−s, s)-bidegree represent the elements of a basis for the
F2-vector space in that bidegree. Empty bidegrees correspond to 0-dimensional vector spaces, bidegrees
with a single dot correspond to 1-dimensional vector spaces, and so on. In this range of bidegrees the
only 2-dimensional vector space is E5,20

2 , located at (t−s, s) = (15, 5). Some of the generators are labeled
with their standard names. We will explain later how these ExtA -groups can be calculated, at least in
a limited range.

The chart continues upward and to the right. In the upward direction, only the groups in the zeroth
column are nonzero, while the groups in columns 1 ≤ t − s ≤ 15 for s ≥ 9 are all zero. There is much
more structure present in this E2-term, and in the subsequent terms of the spectral sequence, than that
of a bigraded F2-vector space, but let us introduce these structures one by one.

The d2-differentials in the Adams spectral sequence are homomorphisms

ds,t2 : Es,t2 −→ Es+2,t+1
2 ,

mapping bidegree (t− s, s) to bidegree (t− s− 1, s+ 2), i.e., one unit to the left and two units upwards
in the (t− s, s)-plane. Looking at the chart, the d2-differentials that could possibly be nonzero are those
originating in bidegrees (t− s, s) = (1, 1), (8, 2), (15, 1), (15, 2), (15, 3) and (15, 4). See Figure 6.

More generally, the dr-differentials in the Adams spectral sequence are homomorphisms

ds,tr : Es,tr −→ Es+r,t+r−1
r ,
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Figure 6. Possible d2-differentials

mapping bidegree (t − s, s) to bidegree (t − s − 1, s + r), i.e., one unit to the left and r units upwards
in the (t − s, s)-plane. For r ≥ 3, the only possible dr-differentials are those originating in bidegrees
(t− s, s) = (1, 1), (15, 1), (15, 2) and (15, 3).

The Adams E∞-term is a subquotient of the E2-term, hence is zero in all the bidegrees where Es,t2 = 0.
By strong convergence, there is a descending complete Hausdorff filtration

πn(S)
∧
2 = (F 0)n ⊃ (F 1)n ⊃ · · · ⊃ (F s)n ⊃ . . . ,

the Adams filtration, and isomorphisms

(F s/F s+1)t−s ∼= Es,t∞

for all s and t. For each integer n, the groups in the E∞-term that contribute as filtration quotients to
the filtration of πn(S)

∧
2 are the groups Es,t∞ with t− s = n, i.e., the groups in the n-th column. Thus the

Adams indexing has the feature that all of the terms that contribute to the same topological degree are
aligned in the same column in the (t− s, s)-plane.

In fact the dr-differentials originating on the class h1 ∈ E1,2
2 in Adams bidegree (1, 1) are all zero.

In other words, h1 is an infinite cycle, and survives to the E∞-term. To see this, we might start from
our knowledge that π1(S) = πS1

∼= Z/2. If some dr-differential on h1 were nonzero, then h1 would not

survive to E1,2
r+1, so E

1,2
r+1 = 0 and E1,2

∞ = 0. Hence every group Es,s+1
∞ for s ≥ 0 would be zero, and the

filtration of π1(S)
∧
2 would have to be constant:

π1(S)
∧
2 = (F 0)1 = (F 1)1 = · · · = (F s)1 = . . . .

Since the filtration is Hausdorff, lims(F
s)1 = 0, so this implies that each (F s)1 = 0. In particular π1(S)

∧
2

would be zero, contradicting our earlier calculation.

Theorem 6.1. dr(h1) = 0 for all r ≥ 2.

Hence the Adams E2-term equals the Adams E∞-term in topological degrees t− s ≤ 6. In degree 0,
the Adams filtration

π0(S)
∧
2 = (F 0)0 ⊃ (F 1)0 ⊃ · · · ⊃ (F s)0 ⊃ . . .

has (F s/F s+1)0 ∼= Es,s∞
∼= Z/2, so (F s+1)0 has index 2 in (F s)0, for each s ≥ 0. Hence this complete

Hausdorff filtration is equal to the 2-adic filtration

Z∧
2 = Z2 ⊃ 2Z2 ⊃ · · · ⊃ 2sZ2 ⊃ . . .

of the 2-adic integers. Note that Z2/2
sZ2
∼= Z/2s, and Z2

∼= lims Z/2s.
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In degree 1, the Adams filtration has

π1(S)
∧
2 = (F 0)1 = (F 1)1 and (F 2)1 = · · · = (F s)1 = 0

for s ≥ 2, so

π1(S)
∧
2
∼= (F 1/F 2)1 ∼= E1,2

∞
∼= Z/2{h1} .

The generator of π1(S) ∼= Z/2, represented by the Hopf map η, has d-invariant d(η) = 0, hence lifts to

Adams filtration 1 and is represented in (F 1/F 2)1 ∼= E1,2
∞ by the infinite cycle h1 in E1,2

2 .
We can now go beyond what we already knew. In degree 2, the only nonzero class in the E∞-term, i.e.,

in the groups Es,s+2
∞ for s ≥ 0, is the generator of E2,4

2 = E2,4
∞ in Adams bidegree (2, 2). Foreshadowing

the existence of a multiplicative structure on the Adams E2-term, this generator is usually called h21.
The Adams filtration has

π2(S)
∧
2 = (F 0)2 = (F 1)2 = (F 2)2 and (F 3)2 = · · · = (F s)2 = 0

for s ≥ 3, so

π2(S)
∧
2
∼= (F 2/F 3)1 ∼= E2,4

∞
∼= Z/2{h21} .

The generator of π2(S) ∼= Z/2, represented by the square η2 of the Hopf map, lifts to Adams filtration
2 and is represented in (F 2/F 3)2 ∼= E2,4

∞ by the infinite cycle h21.

In degree 3, there are three generators of the E2 = E∞-term, namely h2 generating E1,4
2 , a class we

call h0h2 generating E2,5
2 , and a class we call h20h2 generating E3,6

2 . The Adams filtration has

π3(S)
∧
2 = (F 0)3 = (F 1)3

(F 1/F 2)3 ∼= Z/2{h2}
(F 2/F 3)3 ∼= Z/2{h0h2}
(F 3/F 4)3 ∼= Z/2{h20h2}

(F 4)3 = · · · = (F s)3 = 0

for s ≥ 4. This proves that (F 3)3 ∼= Z/2{h20h2}, but without further information we have two ambiguous
extension problems

(1) 0→ (F 3)3 −→ (F 2)3 −→ Z/2{h0h2} → 0

and

(2) 0→ (F 2)3 −→ (F 1)3 −→ Z/2{h2} → 0 .

It is clear that (F 2)3 is an abelian group of order four, and that π3(S)
∧
2 = (F 1)3 is an abelian group of

order eight. In fact both of these extensions are nontrivial, and π3(S)
∧
2 is cyclic of order eight, but we

will need to refer to the multiplicative structure in the spectral sequence to deduce this. [[Relate h2 to
the quaternionic Hopf fibration ν?]]

In degrees 4 and 5 the E2 = E∞-term only contains trivial groups, so π4(S)
∧
2 = 0 and π5(S)

∧
2 are

both trivial.
In degree 6, the only nonzero class in the E∞-term is the generator of E2,8

2 in Adams bidegree (2, 6),
which is usually called h22. The Adams filtration has

π6(S)
∧
2 = (F 0)6 = (F 1)6 = (F 2)6 and (F 3)6 = · · · = (F s)6 = 0

for s ≥ 3, so

π6(S)
∧
2
∼= (F 2/F 3)6 ∼= E2,8

∞
∼= Z/2{h22} .

The generator of π6(S) ∼= Z/2, represented by the square lifts to Adams filtration 2 and is represented
in (F 2/F 3)6 ∼= E2,8

∞ by the infinite cycle h22.
In degree 7, we can see that π7(S)

∧
2 has order 23 = 8 or 24 = 16, but in order to decide between these

two cases, we need to determine the possibly nonzero differential d2,102 : E2,10
2 → E4,11

2 .
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Figure 7. Adams E2-term, with hi-multiplications

6.8. Multiplicative structure. The sphere spectrum S is a homotopy commutative ring spectrum, or
in fact a “homotopy everything ring spectrum”, more technically known as an E∞ ring spectrum, or as
a commutative structured ring spectrum. This implies that π∗(S) is a graded commutative ring, with
the pairing

∧ : πm(S)⊗ πn(S) −→ πm+n(S)

mapping [f ]⊗ [g] to [f ∧ g], where f : Sm → S and g : Sn → S are spectrum maps, with smash product
f ∧ g : Sm+n ∼= Sm ∧ Sn → S ∧ S = S.

This graded commutative ring structure is reflected in the Adams spectral sequence. There is a Yoneda
pairing

◦ : Exts1,t1A (Fp,Fp)⊗ Exts2,t2A (Fp,Fp) −→ Exts1+s2,t1+t2A (Fp,Fp)
making the Adams E2-term a graded commutative Fp-algebra, and in fact the Adams spectral sequence
is an algebra spectral sequence, in the sense that each Er-term is a graded (commutative) algebra, each
dr-differential is a derivation, and these multiplicative structures are compatible under the isomorphism
Er+1

∼= H(Er, dr). Furthermore, the convergence of the Adams spectral sequence is compatible with the
multiplicative structure, in the sense that the Adams filtration {F s}s of π∗(S)

∧
p is such that the smash

pairing takes F s1 ⊗ F s2 into F s1+s2 , and the induced pairing

∧ : F s1/F s1+1 ⊗ F s2/F s2+1 −→ F s1+s2/F s1+s2+1

agrees with the pairing

◦ : Es1,∗∞ ⊗ Es2,∗∞ −→ Es1+s2,∗∞

under the isomorphisms F s/F s+1 ∼= Es∞.

The class h0 generating E1,1
2 = E1,1

∞ , in Adams bidegree (t − s, s) = (0, 1), represents 2 times the
generator ι in π0(S)

∧
2
∼= Z2. Thus 2ι has Adams filtration 1. If an infinite cycle x ∈ Es,t∞ represents a

class [f ] ∈ πt−s(S)∧2 , in Adams filtration s, then the product h0 ◦ x = h0x ∈ Es+1,t+1
∞ represents the

product 2ι ∧ [f ] = 2[f ] ∈ πt−s(S)∧2 , in Adams filtration s + 1, modulo classes in Adams filtration s + 2
(or greater).

We can use this to determine much of the additive structure of the groups πn(S)
∧
2 in this range. In

Figure 7, a vertical line of length 1, from a class x in Adams bidegree (t − s, s) to a class y in Adams
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bidegree (t−s, s+1), indicates that h0 ◦x = y, i.e., the line connects x to h0x. We say that these vertical
lines show the h0-multiplications. If h0x = 0, no line is drawn.

In the same way, the class h1 generating E1,2
2 = E1,2

∞ , in Adams bidegree (t− s, s) = (1, 1), represents
the generator η of π1(S)

∧
2
∼= Z/2. If x ∈ Es,t∞ represents a class [f ] ∈ πt−s(S)

∧
2 in filtration s, then

h1x represents η[f ] ∈ πt−s+1(S)
∧
2 in filtration s+ 1, modulo Adams filtration s+ 2. This is indicated in

Figure 7 by a line of slope 1, from x in Adams bidegree (t−s, s) to h1x in Adams bidegree (t−s+1, s+1).
If h1x = 0, no line is drawn.

The dashed lines of slope 1/3 correspond to multiplications by h2, the class generating E1,4
2 = E1,4

∞ .
[[Relate to ν?]] We could add lines of slope 1/7 corresponding to multiplications by h3, the class

generating E1,8
2 = E1,8

∞ , but these tend to clutter the diagram too much. [[Relate to σ?]]
Using the multiplicative structure, we can now deduce that ds,tr = 0 for all r ≥ 2 and t − s ≤ 13, so

that Es,t2 = Es,t∞ for all t− s ≤ 13.
It is clear that dr(h0) = 0 for all r ≥ 2, since these differentials land in trivial groups. The product

h0h1 = 0 vanishes for the same reason. Hence if h1 survives to the Er-term, we have

0 = dr(0) = dr(h0h1) = dr(h0)h1 + h0dr(h1) = h0dr(h1)

by the Leibniz rule. But dr(h1) lies in the bidegree (0, r + 1) generated by hr+1
0 , and multiplication by

h0 acts injectively on this bidegree. Hence dr(h1) = 0, also for all r ≥ 2.

We can also use the multiplicative structure to deduce that d2,102 = 0. The group E2,10
2 is generated

by the product h1h3. We know that d2(h3) = 0, for bidegree reasons, so by the Leibniz rule d2(h1h3) =
d2(h1)h3 + h1d2(h3) = 0, as claimed.

6.9. The first 13 stems. The hi-multiplications seen at the E2-term, allow us to determine the group
structures of πn(S)

∧
2 for 0 ≤ n ≤ 13.

Theorem 6.2. (1) π1(S)
∧
2
∼= Z/2 generated by η represented by h1.

(2) π2(S)
∧
2
∼= Z/2 generated by η2 represented by h21.

(3) π3(S)
∧
2
∼= Z/8 generated by ν represented by h2. Here 2ν is represented by h0h2, and 4ν = η3 is

represented by h20h2 = h31.
(4) π4(S)

∧
2 = 0.

(5) π5(S)
∧
2 = 0.

(6) π6(S)
∧
2
∼= Z/2 generated by ν2 represented by h22.

(7) π7(S)
∧
2
∼= Z/16 generated by σ represented by h3. Here 2σ is represented by h0h3, 4σ is repre-

sented by h20h3, and 8σ is represented by h30h3.
(8) π8(S)

∧
2
∼= Z/2⊕ Z/2 generated by ησ and ε, represented by h1h3 and c0, respectively.

(9) π9(S)
∧
2
∼= Z/2 ⊕ Z/2 ⊕ Z/2 generated by η2σ, ηε and µ, represented by h21h3, h1c0 and Ph1,

respectively. [[Explain Ph1. No hidden additive extensions.]]
(10) π10(S)

∧
2
∼= Z/2 generated by ηµ represented by h1Ph1.

(11) π11(S)
∧
2
∼= Z/8 generated by ζ represented by Ph2. Here 2ζ is represented by h0Ph2, and

4ζ = η2µ is represented by h20Ph2 = h21Ph1.
(12) π12(S)

∧
2 = 0.

(13) π13(S)
∧
2 = 0.

Remark 6.3. To remember the nomenclature in π∗(S)
∧
2 , as used by Toda in [Tod62], one may note that

h1, h2 and h3 represent classes η, ν and σ, which are the Greek letters expressing the beginning sounds
in ‘ichi’, ‘ni’ and ‘san’, the Japanese words for ‘one’, ‘two’ and ‘three’. The identity map of S corresponds
to the unit class ι.

Proof. Let ν ∈ π3(S)
∧
2 be a class represented by h2 in E1,4

2 = E1,4
∞ . [[We may prove later that any

class in π3(S) of Hopf invariant 1 mod 2 has this property, for instance, the stable class S3 → S of the
quaternionic Hopf fibration S7 → S4. The product 2ν = 2ι ∧ ν is then represented by h0h3, and 4ν is
represented by h20h3. Hence both extensions in (1) and (2) are nontrivial, with (F 2)3 ∼= Z/4 generated
by 2ν and (F 1)3 ∼= Z/8 generated by ν.

Let σ ∈ π7(S)∧2 be a class represented by h3 in E1,8
2 = E1,8

∞ . [[We may prove later that any class in
π7(S) of Hopf invariant 1 mod 2 has this property, for instance, the stable class S7 → S of the octonionic
Hopf fibration S15 → S8. The product 2σ = 2ι ∧ σ is then represented by h0h4, 4σ is represented by
h20h4, and 8σ is represented by h30h4. Hence (F 4)7 = Z/2 is generated by 8σ, (F 3)7 = Z/4 is generated
by 4σ, (F 2)7 = Z/8 is generated by 2σ, and π7(S)

∧
2 = (F 1)7 = Z/16 is generated by σ.
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In the 8-stem, we have an extension

0→ Z/2{c0} −→ π8(S)
∧
2 −→ Z/2{h1h3} → 0 .

The element ε in π8(S)
∧
2 that is represented by c0 in Adams filtration 3 is uniquely defined by this

property. The product ησ = η ∧ σ, represented by h1h3 in Adams filtration 2, modulo Adams filtration
3, is also well defined, since the ambiguity in the definition of σ is given by the even multiples of σ,
and η ∧ 2σ = 0 since 2η = 0. The latter relation also implies that the extension above is split, so
π8(S)

∧
2
∼= Z/2⊕ Z/2 is a Klein four-group, not a cyclic group of order four.

In the 9-stem, we have a well-defined element µ ∈ π9(S)
∧
2 that is represented by the generator

Ph1 ∈ E5,14
∞ . The notation refers to an operator P called the Adams periodicity operator, which is

defined in part of the E2-term, and which takes h1 to Ph1 and h2 to Ph2. The product classes ηε
and η2σ are well defined, and are represented by h1c0 and h21h3, modulo the Adams filtration. Hence
(F 5)7 = Z/2 is generated by µ, the extension

0→ (F 5)7 −→ (F 4)7 −→ Z/2{ηε} → 0

splits, and so does the extension

0→ (F 4)7 −→ π9(S)
∧
2 −→ Z/2{η2σ} → 0 .

The additive extensions in the 11-stem are all nontrivial, just like in the 3-stem. The generator ζ is
only defined up to an odd multiple, much like the case of ν. �

We can also deduce most of the product structure on π∗(S)
∧
2 in this range.

Theorem 6.4. Multiplication by η satisfies the relations ην = 0, η3σ = 0, η2ε = 0 (!), η3µ = 0, ηζ = 0.
Multiplication by ν satisfies the relations νσ = 0 (!), ν3 = η2σ + ηε (!), νε = 0 (!) and νµ = 0.

Proof. [[ Why is ν3 = η2σ + ηε? Use e : S → j to deduce that η2ε = 0 and νε = 0. How about νσ?]] �

6.10. The first Adams differential. Recall that σ ∈ π7(S)
∧
2 denotes a class represented by h3 in

E1,8
2 = E1,8

∞ , e.g. the stable octonionic Hopf fibration. By graded commutativity of π∗(S)
∧
2 we know

that σ ∧ σ = −σ ∧ σ, since σ is in an odd degree, so 2σ2 = 0 in π14(S)
∧
2 . Here σ2 is represented by h23

in E2,16
2 = E2,16

∞ , so 2σ2 is represented by h0h
2
3 in E3,17

∞ , modulo Adams filtration 4. Since 2σ2 = 0, it
follows that h0h

2
3 must be equal to 0 at the E∞-term. Since this product is not 0 at the E2-term (and

dr(h0h
2
3) = 0 for all r ≥ 2 by the Leibniz rule), the only way to explain this is that h0h

2
3 is a boundary,

i.e., is hit by a differential. For bidegree reasons, the only possibility candidate is the d2-differential
originating at h4 in E1,16

2 . Hence the “first” nonzero differential in the mod 2 Adams spectral sequence
is

d2(h4) = h0h
2
3 .

There are in fact also nonzero d3-differentials on h0h4 and h
2
0h4, from Adams bidegrees (15, 2) and (15, 3),

but these are harder to establish.

7. Exact couples

Following Massey (1952, 1953) and Boardman (1981 preprint, 1999), we introduce the notion of an
exact couple, and show how to use it to construct a spectral sequence. [[First additive, then convergence,
then perhaps products.]]

7.1. The spectral sequence associated to an unrolled exact couple.

Definition 7.1. An unrolled exact couple of homological type is a diagram

. . . // As−2
i // As−1

i //

j

��

As
i //

j

��

As+1
i //

j

��

. . .

. . . Es−1

k

cc

Es

k

bb

Es+1

k

bb

. . .

of graded abelian groups and homomorphisms, in which each triangle

· · · → As−1
i−→ As

j−→ Es
k−→ As−1 → . . .

is a long exact sequence.

Usually i is of internal degree 0, while j and k are of internal degree 0 and −1, in one order or the
other.
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Figure 8. Adams E2-term, differentials near t− s = 14

Definition 7.2. For r ≥ 1, let
Zrs = k−1(im(ir−1 : As−r → As−1))

be the r-th cycle subgroup of Es, and let

Brs = j(ker(ir−1 : As → As+r−1))

be the r-th boundary subgroup. We have inclusions

0 = B1
s ⊂ · · · ⊂ Brs ⊂ Br+1

s ⊂ · · · ⊂ im(j) = ker(k) ⊂ · · · ⊂ Zr+1
s ⊂ Zrs ⊂ · · · ⊂ Z1

s = Es

of graded abelian groups, for each filtration index s. Let

Ers = Zrs/B
r
s

be the Er-term of the spectral sequence, and let the dr-differential

drs : E
r
s −→ Ers−r

be defined by drs([x]) = [j(y)], where x ∈ Zrs , y ∈ As−r and k(x) = ir−1(y).

To see that the definition of the dr-differential makes sense, note that for each x ∈ Zrs , k(x) lies in the
image of ir−1, so there exists a y ∈ As−r with k(x) = ir−1(y). If y′ is another class with k(x) = ir−1(y′),
then y′ − y ∈ ker(ir−1), so j(y′)− j(y) lies in Brs , so the class of j(y) in Ers−r is well-defined. If x ∈ Brs ,
then x ∈ im(j) = ker(k), so k(x) = 0 and we may take y = 0 in this case, with [j(y)] = 0. In general
it follows that [j(y)] only depends on the class [x] of x in Ers . To see that dr is a differential, i.e., that
drs−r ◦ drs = 0, just note that with notation as above, kj(y) = 0.

For r = 1 we identify E1
s = Z1

s/B
1
s = Es/0 with Es, and note that d1s : E

1
s → E1

s−1 equals the
composite jk : Es → Es−1. Hence the E2-term is the homology of the chain complex

· · · ← Es−1
jk←− Es

jk←− Es+1 ← . . . .

Proposition 7.3. ker(drs) = Zr+1
s /Brs and im(drs+r) = Br+1

s /Brs , so there is a canonical isomorphism

Hs(E
r, dr) =

ker(drs)

im(drs+r)
=
Zr+1
s /Brs

Br+1
s /Brs

∼=
Zr+1
s

Br+1
s

= Er+1
s ,

for each r ≥ 1 and each s.
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We call (Er, dr)r the spectral sequence associated to the unrolled exact couple in Definition 7.1.

Proof. If x ∈ Zrs satisfies drs([x]) = 0, then k(x) = ir−1(y) for and y ∈ As−r with j(y) ∈ Brs−r. Hence
j(y) = j(y′) for some y′ ∈ As−r with ir−1(y′) = 0. Thus j(y − y′) = 0, so y − y′ = i(z) for some
z ∈ As−r−1, and k(x) = ir−1(y) = ir−1(y − y′) = ir(z) is in im(ir). Hence x ∈ Zr+1

s .
Conversely, if x ∈ Zr+1

s , then k(x) = ir(z) for some z ∈ As−r−1, so k(x) = ir−1(y) with y = i(z), and
j(y) = ji(z) = 0. Thus drs([x]) = [j(y)] = 0.

As−r−1
i // As−r

ir−1
//

j

��

As−1
i // As

j

��

ir−1
// As+r−1

i // As+r

j

��

Es−r

k

dd

Es

k

bb

Es+r

k

dd

If u ∈ Zrs satisfies [u] = drs([v]) for some v ∈ Zrs+r, then [u] = [j(w)] for some w ∈ As+1 with
k(v) = ir−1(w). Then ir(w) = ik(v) = 0, so j(w) ∈ Br+1

s . Hence u ∈ Br+1
s .

Conversely, if u ∈ Br+1
s , then u = j(w) for some w ∈ As with ir(w) = 0. Then ir−1(w) ∈ As+r−1

lies in ker(i) = im(k), so ir−1(w) = k(v) for some v ∈ Es+r. This relation shows that v ∈ Zrs+r, and by
definition, drs+r([v]) = [j(w)] = [u], so [u] ∈ im(drs+r). �

[[Define maps of exact couples. Maybe derived exact couples. When do two maps of exact couples
induce the same homomorphism of Er-terms, for some r ≥ 2?]]

7.2. E∞-terms and target groups.

Definition 7.4. Let
Z∞
s = lim

r
Zrs =

⋂
r

Zrs

be the subgroup of infinite cycles in Es, and let

B∞
s = colim

r
Brs =

⋃
r

Brs

be the subgroup of infinite boundaries. Let

E∞
s = Z∞

s /B
∞
s

be the E∞-term of the spectral sequence. For later use, let

RE∞
s = Rlim

r
Zrs

denote the derived E∞-term.

To justify the notation RE∞
s in place of RZ∞

s , note that if the boundary group Brs,t in a fixed
bidegree (s, t) is independent of r for r ≥ m = m(s, t), then Rlimr Z

r
s,t
∼= Rlimr Z

r
s,t/B

m
s,t = Rlimr E

r
s,t.

If the spectral sequence collapses at a finite stage, or is locally eventually constant, then RE∞
s = 0 for

all s.
In particular, we have inclusions

B∞
s ⊂ im(j) = ker(k) ⊂ Z∞

s

of (graded) subgroups of Es, and an associated short exact sequence

(3) 0→ im(j)

B∞
s

−→ Z∞
s

B∞
s

−→ Z∞
s

ker(k)
→ 0

expressing the E∞-term as an extension.
If As−r = 0 for r sufficiently large, then Zrs = ker(k) for all these r, so that Z∞

s / ker(k) = 0 and
im(j)/B∞

s
∼= E∞

s . We shall give other sufficient conditions for the vanishing of this group in the next
subsection. On the other hand, if As+r−1 = 0 for r sufficiently large, then Brs = im(j) for all these r, so
that im(j)/B∞

s = 0 and E∞
s
∼= Z∞

s / ker(k).

Definition 7.5. Let

A−∞ = lim
s
As

RA−∞ = Rlim
s

As

A∞ = colim
s

As
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be the limit, derived limit and colimit of the bi-infinite sequence (As)s.

We consider two possible target groups for the spectral sequence; the colimit A∞ and the limit A−∞.
Each comes with a natural increasing filtration.

Definition 7.6. Let FsA∞ = im(As → A∞) and FsA−∞ = ker(A−∞ → As), for each integer s.

Lemma 7.7. The filtration {FsA∞}s of A∞ is exhaustive, and the filtration {FsA−∞}s of A−∞ is
complete Hausdorff.

Proof. The first claim is clear. For the second claim, use the lim-Rlim exact sequences for

0→ FsA−∞ −→ A−∞ −→ im(A−∞ → As)→ 0

and

0→ im(A−∞ → As) −→ As −→ cok(A−∞ → As)→ 0 .

�

Proposition 7.8. There are natural isomorphisms

FsA∞

Fs−1A∞
∼=

im(j)

B∞
s

and
FsA−∞

Fs−1A−∞
∼= [[ETC]] .

Proof. Consider the diagram

A−∞ // As−1
i // As

j

��

// A∞

Es .

k

bb

The homomorphisms As → A∞ and j : As → Es induce isomorphisms

FsA∞

Fs−1A∞
∼=

As
ker(As → A∞) + im(i : As−1 → As)

and

im(j : As → Es)

j(ker(As → A∞))
∼=

As
ker(As → A∞) + ker(j : As → Es)

,

respectively, and the right hand sides are equal. Finally, j(ker(As → A∞)) = B∞
s by passage to colimits

over r from the definition j(ker(As → As+r−1)) = Brs .
[[ETC, limit case]] �

7.3. Conditional convergence.

Definition 7.9. A homological right half-plane spectral sequence is a spectral sequence such that Ers,t = 0
for all s < 0. More generally, a spectral sequence with exiting differentials is a spectral sequence such
that in each bidegree (s, t) only finitely many of the differentials starting in that bidegree map to nonzero
groups.

0 |

− Er0,0 − −

| Ers,t

dr

ee

A homological left half-plane spectral sequence is a spectral sequence such that Ers,t = 0 for all s > 0.
More generally, a spectral sequence with entering differentials is a spectral sequence such that in each

35



bidegree (s, t) only finitely many of the differentials ending in that bidegree map from nonzero groups.

Ers,t |

− − Er0,0 −

| 0

dr

ee

Let (Er, dr)r be the homological spectral sequence associated to an unrolled exact couple, as in
Definition 7.1 and Proposition 7.3. In the right half-plane case, the following classical theorem suffices.

Theorem 7.10 (Cartan–Eilenberg(?)). Suppose that Es = 0 for all s < 0, so that A−∞ ∼= As for all
s < 0 and (Er, dr)r is a spectral sequence with exiting differentials.

(1) If A−∞ = 0 then the spectral sequence converges strongly to the colimit A∞.
(2) If A∞ = 0 then the spectral sequence converges strongly to the limit A−∞ ∼= A−1.

In the homological left half-plane case, as well as in the case of whole-plane spectral sequences, the
utility of the following definition was explained by Boardman (1981 preprint, 1999). [[Check what Adams
writes in the Chicago lecture notes, or his 1971 survey of 1960s algebraic topology.]]

Definition 7.11. The spectral sequence (Er, dr)r associated to an unrolled exact couple converges
conditionally to the colimit A∞ if A−∞ = 0 and RA−∞ = 0. It converges conditionally to the limit A−∞
if A∞ = 0.

Theorem 7.12 (Adams(?), Boardman). Suppose that Es = 0 for all s > 0, so that As ∼= A∞ for all
s ≥ 0 and (Er, dr)r is a spectral sequence with entering differentials.

(1) If the spectral sequence converges conditionally to the colimit A∞, and if RE∞ = 0, then the
spectral sequence converges strongly to that colimit.

(2) If the spectral sequence converges conditionally to the limit A−∞, and if RE∞ = 0, then the
spectral sequence converges strongly to that limit.

Conditional convergence is a property of the unrolled exact couple, which can often be verified in terms
of its construction. The additional assumption that RE∞ = 0 can often be verified in concrete cases, e.g.,
in the presence of finiteness assumptions. The theorem asserts that it combination, these two properties
suffice to ensure strong convergence. We shall only discuss a minimal path towards this result. The
reader should consult Boardman (1999) for a much more complete story, including comparison theorems
and results about when the sufficient conditions are also necessary.

Proof. In view of equation (3) and Proposition 7.8, in order to prove that FsA∞/Fs−1A∞ ∼= E∞
s it

suffices to prove that Z∞
s / ker(k) = 0. To establish strong convergence, we also need to prove that the

filtration {FsA∞}s is complete and Hausdorff.

Definition 7.13. Let Qs = limr im(ir : As−r → As) and RQs = Rlimr im(ir : As−r → As) be the limit
and the derived limit, respectively, of the image filtration

· · · ⊂ im(ir : As−r → As) ⊂ · · · ⊂ im(i : As−1 → As) ⊂ As .

Lemma 7.14. There is a six term exact sequence

0→ Z∞
s

ker(k)

k−→ Qs−1
i−→ Qs −→ RE∞

s
k−→ RQs−1

i−→ RQs → 0 .

Proof. For each r and s, there is a short exact sequence

0→ Zrs
ker(k)

k−→ im(ir−1 : As−r → As−1)
i−→ im(ir : As−r → As)→ 0 .

Passing to limits over r, we get the asserted six term exact sequence. �

Corollary 7.15. If RE∞ = 0, then each i : Qs−1 → Qs is surjective and each i : RQs−1 → RQs is an
isomorphism. Hence limsQs → Qm is surjective and limsRQs → RQm is an isomorphism, for each m.
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By assumption A0 = A∞, so we have

Q0 = lim
r

im(A−r → A0) = lim
s
FsA∞

and
RQ0 = Rlim

r
im(A−r → A0) = Rlim

s
FsA∞ .

Hence proving that Q0 = 0 and RQ0 = 0 is equivalent to proving that {FsA∞}s is complete Hausdorff.
By the corollary, when RE∞ = 0 it will suffice to prove that limsQs = 0 and limsRQs = 0. This will
then also imply that each Qs−1 = 0, so Z∞

s / ker(k) = 0, as desired. By the following lemma, these
properties follow from the assumptions A−∞ = 0 and RA−∞ = 0. �

Lemma 7.16. If A−∞ = 0 and RA−∞ = 0 then limsQs = 0 and limsRQs = 0.

Proof. Consider the double limit system

...

��

...

��

. . .
i // im(ir : As−1−r → As−1)

i //

��

im(ir : As−r → As)
i //

��

. . .

...

��

...

��

. . .
i // As−1

i // As
i // . . .

where the vertical maps are inclusions. The limit of the s-th column is by definition Qs. The limit of
the r-th row maps identically to the limit of the bottom row, i.e., to A−∞. Hence

lim
s
Qs = lim

s
lim
r

im(ir : As−r → As) ∼= lim
r

lim
s

im(ir : As−r → As) ∼= lim
r
A−∞ ∼= A−∞ .

For each s let

Âs = lim
r

As
im(ir : As−r → As)

be the completion of As with respect to the image filtration. The lim-Rlim sequence of the r-indexed
system of short exact sequences

0→ im(ir : As−r → As) −→ As −→
As

im(ir : As−r → As)
→ 0

contains the exact sequence

0→ Qs −→ As −→ Âs −→ RQs → 0 ,

which breaks into the two s-indexed systems of short exact sequences

0→ Qs −→ As −→ As/Qs → 0

and
0→ As/Qs −→ Âs −→ RQs → 0 .

These in turn give rise to the exact lim-Rlim sequences

0→ lim
s
Qs −→ A−∞ −→ lim

s
As/Qs −→ Rlim

s
Qs −→ RA−∞ −→ Rlim

s
As/Qs → 0

and

0→ lim
s
As/Qs −→ lim

s
Âs −→ lim

s
RQs −→ Rlim

s
As/Qs −→ Rlim

s
Âs −→ Rlim

s
RQs → 0 .

Here

lim
s
Âs = lim

s
lim
r

As
im(ir : As−r → As)

∼= lim
r

lim
s

As
im(ir : As−r → As)

= lim
r

0 = 0 ,

since for each fixed r, the r-fold composite

ir :
As−r

im(ir : As−2r → As−r)
−→ As

im(ir : As−r → As)

is zero.
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The assumptions A−∞ = 0 and RA−∞ = 0 now yield limsQs = 0, limsAs/Qs ∼= RlimsQs and

RlimsAs/Qs = 0. Combined with the vanishing of lims Âs, this implies limsAs/Qs = 0, limsRQs = 0

and Rlims Âs ∼= RlimsRQs. In fact RlimsRQs = 0, since i : RQs−1 → RQs is surjective for each s. �

Boardman in fact proves the following more precise result, the middle part of which he refers to as
the Mittag–Leffler exact sequence. This is a special case of the Grothendieck spectral sequence for the
composite of two limit functors, which was first (?) analyzed by Roos.

Proposition 7.17. limsQs ∼= A−∞, there is a short exact sequence

0→ Rlim
s

Qs −→ RA−∞ −→ lim
s
RQs → 0 ,

and RlimsRQs = 0.

8. Examples of exact couples

8.1. Homology of sequences of cofibrations. Generalizing the examples from Section 1 and Sec-
tion 3, consider a sequence of spaces

∅ = X−1 ⊂ X0 ⊂ · · · ⊂ Xs−1 ⊂ Xs ⊂ · · · ⊂ X

where each inclusion i : Xs−1 → Xs is a cofibration and X = colimsXs ' hocolimsXs has the weak
(colimit) topology. For instance, X might be a CW complex and Xs its s-skeleton. Applying homology,
we obtain an unrolled exact couple

. . . // H∗(Xs−2)
i∗ // H∗(Xs−1)

i∗ //

j∗

��

H∗(Xs)
i∗ //

j∗

��

H∗(Xs+1)
i∗ //

j∗

��

. . .

. . . H∗(Xs−1, Xs−2)

∂

hh

H∗(Xs, Xs−1)

∂

hh

H∗(Xs+1, Xs)

∂

hh

. . .

with As = H∗(Xs) and Es = H∗(Xs, Xs−1). Each triangle is the long exact sequence of a pair, hence is
exact. The homomorphisms i = i∗ and j = j∗ preserve the internal grading, while k = ∂ has degree −1.
The E1-term is

E1
s,t = Hs+t(Xs, Xs−1)

and the d1-differential is

d1s,t = j∗ ◦ ∂ : Hs+t(Xs, Xs−1) −→ Hs+t−1(Xs−1, Xs−2) ,

i.e., the connecting homomorphism in the long exact sequence in homology for the triple (Xs, Xs−1, Xs−2).
Here As = 0 for s < 0, so we have a homological right half-plane spectral sequence, with exiting differ-
entials. By Theorem 7.10, it converges strongly to

A∞ = colim
s

H∗(Xs) ∼= H∗(X) .

In the special case when Xs = X(s) is the s-skeleton of a CW complex X, E1
s,0 = Hs(X

(s), X(s−1)) =

Cs(X) and E1
s,t = 0 for t 6= 0, so (E1, d1) equals the cellular chain complex of X, concentrated on the

horizontal axis. The E2-term equals the cellular homology, and the spectral sequence collapses at this
stage. These observations give a spectral sequence proof of the fact that cellular homology is isomorphic
to singular homology for CW complexes.

8.2. Cohomology of sequences of cofibrations. Applying cohomology to the same sequence of
spaces, we get another unrolled exact couple

. . . // H∗(Xs+1)
i∗ // H∗(Xs)

i∗ //

δ

��

H∗(Xs−1)
i∗ //

δ

��

H∗(Xs−2)
i∗ //

δ

��

. . .

. . . H∗(Xs+1, Xs)

j∗

gg

H∗(Xs, Xs−1)

j∗

hh

H∗(Xs−1, Xs−2)

j∗

hh

. . . ,

now with As = A−s = H∗(Xs−1) and Es = E−s = H∗(Xs, Xs−1). In this case i = i∗ and k = j∗

preserve degrees, and j = δ has degree +1. The associated spectral sequence is a left half-plane spectral
sequence with entering differentials, and converges conditionally to the limit

A−∞ = lim
s
H∗(Xs)
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since A∞ = colimsH
∗(Xs) = 0. By Theorem 7.12, the spectral sequence converges strongly to this

limit if RE∞ = 0. In general, the homomorphism H∗(X)→ limsH
∗(Xs) is not an isomorphism, so this

spectral sequence is not always useful for the computation of H∗(X).
Instead, one can consider the sequence of pairs of spaces

(X, ∅) = (X,X−1) ⊂ (X,X0) ⊂ · · · ⊂ (X,Xs−1) ⊂ (X,Xs) ⊂ · · · ⊂ (X,X)

and apply relative cohomology. The result is an unrolled exact couple

. . . // H∗(X,Xs+1)
j∗
// H∗(X,Xs)

j∗
//

i∗

��

H∗(X,Xs−1)
j∗

//

i∗

��

H∗(X,Xs−2)
j∗

//

i∗

��

. . .

. . . H∗(Xs+1, Xs)

δ

hh

H∗(Xs, Xs−1)

δ

hh

H∗(Xs−1, Xs−2)

δ

hh

. . . ,

where As = A−s = H∗(X,Xs−1) and E
s = E−s = H∗(Xs, Xs−1). In this case i = j∗ and j = i∗ preserve

degrees, and k = δ has degree +1. The associated spectral sequence has

Es,t1 = E1
−s,−t = Hs+t(Xs, Xs−1)

and d1 = i∗ ◦ δ. In homological indexing it is concentrated in the left half-plane, hence has entering
differentials, and converges conditionally to the colimit

A∞ = colim
s

H∗(X,Xs) ∼= H∗(X)

whenever A−∞ = limsH
∗(X,Xs) = 0 and RA−∞ = RlimsH

∗(X,Xs) = 0. In view of the Milnor
lim-Rlim short exact sequence

0→ Rlim
s

H∗−1(X,Xs) −→ H∗(X, hocolim
s

Xs) −→ lim
s
H∗(X,Xs)→ 0 ,

where we use the equivalence X ' hocolimsXs, these conditions are always satisfied. By Theorem 7.12,
the spectral sequence therefore converges strongly to H∗(X) whenever RE∞ = 0, e.g., if the spectral
sequence collapses at a finite stage.

8.3. The Atiyah–Hirzebruch spectral sequence. Replacing singular homology with a generalized
homology theory E∗, such as stable homotopy, topological K-homology or complex bordism, we instead
obtain an unrolled exact couple

. . . // E∗(Xs−2)
i // E∗(Xs−1)

i //

j

��

E∗(Xs)
i //

j

��

E∗(Xs+1)
i //

j

��

. . .

. . . E∗(Xs−1, Xs−2)

∂

hh

E∗(Xs, Xs−1)

∂

hh

E∗(Xs+1, Xs)

∂

hh

. . .

with associated spectral sequence having As = E∗(Xs) and Es = E∗(Xs, Xs−1). The E
1-term is

E1
s,t = Es+t(Xs, Xs−1)

and the d1-differential is j∂, as before. This is now the connecting homomorphism in the long exact
sequence in E∗-theory, for the triple (Xs, Xs−1, Xs−2). Again this is a right half-plane spectral sequence,
converging strongly to the colimit

A∞ = colim
s

E∗(Xs) ∼= E∗(X) .

In this generality the special case Xs = X(s) is interesting, since

E1
s,t = Es+t(X

(s), X(s−1)) = Cs(X;Et)

is the group of cellular s-chains of X with coefficients in the coefficient group Et = Et(∗) = πt(E) of
the generalized homology theory E∗. The d

1-differential is the boundary homomorphism in the cellular
chain complex C∗(X;Et), so the E2-term

E2
s,t = Hs(X;Et)

is the s-th cellular homology group of X with coefficients in Et. This example is the E∗-theory Atiyah–
Hirzebruch spectral sequence

E2
s,t = Hs(X;Et) =⇒s Es+t(X)

converging strongly to E∗(X). The target group is filtered by the images

FsE∗(X) = im(E∗(Xs) −→ E∗(X))
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and there are isomorphisms FsE∗(X)/Fs−1E∗(X) ∼= (E∞
s )∗, for all integers s. If H∗(X) and E∗ = E∗(∗)

are concentrated in even degrees (meaning that Hs(X) = 0 for s odd and Et = 0 for t odd), and at least
one of these graded groups are torsion-free, then

E2
∗,∗ = H∗(X;E∗) ∼= H∗(X)⊗Z E∗

is concentrated in bidegrees (s, t) with both s and t even. It follows that each differential

drs,t : E
r
s,t −→ Ers−r,t+r−1

must be zero for bidegree reasons, so that the spectral sequence collapses at the E2-term, with E2 = E∞.
This happens frequently enough to be worthy of note, for instance if E = KU orMU represents complex
K-theory or complex (co-)bordism.

The Atiyah–Hirzebruch spectral sequence for stable homotopy theory

E2
s,t = Hs(X;πSt ) =⇒s π

S
s+t(X)

is sometimes useful in conjunction with the Adams spectral sequence.
The cohomological version of the Atiyah–Hirzebruch spectral sequence is the spectral sequence

Es,t2 = Hs(X;Et) =⇒s E
s+t(X)

with entering differentials, where Et = Et(∗) = π−t(E), associated to the unrolled exact couple with

As,t = Es+t(X,X(s−1))

and

Es,t = Es+t(X(s), X(s−1)) = Cs(X;Et) .

It converges conditionally to the colimit, and converges strongly if RE∞ = 0.
The original paper of Atiyah and Hirzebruch (1961) concerned the generalized cohomology theory

given by topological K-theory, with Kt = K−t = Z for t even and Kt = K−t = 0 for t odd, so the
K-cohomology Atiyah–Hirzebruch spectral sequence

Es,t2 = Hs(X;Kt) =⇒ Ks+t(X)

collapses at the E2-term for each space X whose cohomology H∗(X) is concentrated in even degrees.
[[Describe d3-differential in terms of cohomology operations.]]

8.4. The Serre spectral sequence. Consider a Serre fibration p : E → B, with B path-connected.
Suppose that the base space B is a CW complex, with skeleton filtration {B(s)}s. Define a filtration

∅ = E−1 ⊂ E0 ⊂ · · · ⊂ Es−1 ⊂ Es ⊂ · · · ⊂ E

of the total space E by taking the preimages of this skeleton filtration:

Es = p−1(B(s)) .

We get an unrolled exact couple with As,t = Hs+t(Es) and Es,t = Hs+t(Es, Es−1), and an associated
spectral sequence

E1
s,t = Hs+t(Es, Es−1)

converging strongly to Hs+t(E). We use the hypothesis that p : E → B is a Serre fibration to rewrite
the E1-term in terms of the cellular chains on B. Let

Φ =
∐
α

Φα :
∐
α

Ds −→ B(s)

be the combined characteristic maps of the s-cells of B, and let φα : ∂D
s → B(s−1) be the attaching map

of the α-indexed s-cell, i.e., the restriction of Φα to ∂Ds ⊂ Ds, viewed as a map into B(s−1) ⊂ B(s).
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Let Φ∗
αE = Ds ×B E be the pullback of E along Φα, and let φ∗αE = ∂Ds ×B E be its restriction to

∂Ds.

φ∗αE //

##

��

Φ∗
αE

""

��

Es−1
//

��

Es //

��

E

p

��

∂Ds

φα $$

// Ds

Φα

##

B(s−1) // B(s) // B

By excision, the sum of homomorphisms⊕
α

H∗(Φ
∗
αE, φ

∗
αE)

∼=−→ H∗(Es, Es−1)

is an isomorphism. For each α, the map

(Φ∗
αE, φ

∗
αE) −→ (Ds × Φ∗

αE, ∂D
s × Φ∗

αE)

is a homotopy equivalence of pairs, since Ds is contractible. For any fixed choice of base point d0 ∈ Ds,
mapping to bα = Φα(d0) ∈ B, the inclusion

Fbα = p−1(bα) = {bα} ×B E ∼= {d0} ×Ds Φ∗
αE ⊂ Φ∗

αE

is a (weak) homotopy equivalence, in view of the long exact sequence in homotopy for the Serre fibration
Φ∗
αE → Ds, again using that Ds is contractible. Hence there are preferred isomorphisms

H∗(Φ
∗
αE, φ

∗
αE) ∼= H∗(D

s × Φ∗
αE, ∂D

s × Φ∗
αE) ∼= H∗(D

s, ∂Ds)⊗H∗(Φ
∗
αE) ∼= H∗(D

s, ∂Ds)⊗H∗(Fbα) .

Thus

E1
s,t
∼=

⊕
α

Ht(Fbα)

with bα = Φα(d0), varying with α. By definition this is the group of cellular s-chains Cs(B;Ht(F )) of
B with local coefficients in the system Ht(F ), taking b ∈ B to Ht(Fb).

A local coefficient system on B can be defined as a functor from the fundamental groupoid Π1(B)
of B to the category of abelian groups. The objects of Π1(B) are the points of B, and a morphism
from b0 to b1 is a homotopy class [f ], relative to the endpoints, of paths f : I → B from b1 to b0. With
this convention, the composite of [f ] and the class [g] of a path g : I → B from b2 to b1 is the class
[g] ◦ [f ] = [g ∗ f ] of the path g ∗ f from b2 to b0. When B is path connected, all objects of Π1(B) are
isomorphic, and for any choice of base point b0 ∈ B, the inclusion π1(B, b0) ⊂ Π1(B) of the fundamental
group of B based at b0, viewed as a groupoid with one object, is an equivalence of categories.

The local coefficient system Ht(F ) takes b ∈ B to Ht(Fb), where Fb = p−1(b) is the fiber of p : E → B
over b. To the homotopy class [f ] of a path f from b1 to b0, as above, we associate the composite
isomorphism

[f ]∗ : Ht(Fb1)
∼=−→ Ht(I ×B E)

∼=←− Ht(Fb0) .

Here each inclusion Fbt → I ×B E is a (weak) homotopy equivalence, since I ×B E → I is a Serre
fibration, and the interval I is contractible. Exercise: Prove that if H : I×I → B is a homotopy, relative
to the endpoints, from f to f ′ : I → B, then [f ]∗ = [f ′]∗.

A boundary homomorphism

∂ : Cs(B;Ht(F )) −→ Cs−1(B;Ht(F ))

can be defined so as to agree with d1s,t under the identifications above. [[ETC]]
In particular, (C∗(B;Ht(F ), ∂) is a chain complex, and its homology H∗(B;Ht(F )) is the cellular

homology of B with local coefficients in Ht(F ). This then computes the E2-term of the homological
Serre spectral sequence

E2
s,t = Hs(B;Ht(F )) =⇒s Hs+t(E) .

If B is simply-connected, then Ht(F ) is isomorphic (as a coefficient system) to the constant system
at Ht(Fb0), for any fixed choice of base point b0 ∈ B, so in this case we can write the E2-term as
Hs(B;Ht(F )), with ordinary coefficients.
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[[Relate to π-equivariant homology for the universal covering space B̃, with π = π1(B, b0).]]
The cohomological version of the Serre spectral sequence is associated to the unrolled exact couple

with

As,t = Hs+t(E,Es−1)

and

Es,t = Hs+t(Es, Es−1) .

It has

Es,t1 = Cs(B;H t(F ))

and

Es,t2 = Hs(B;H t(F )) =⇒s H
s+t(E) .

It is concentrated in the first quadrant, in the cohomological indexing, and converges strongly to the
colimit H∗(E).

[[There are many examples of calculations with Serre spectral sequences in the literature, e.g., for
loop-path fibrations ΩX → PX → X, or for homogeneous spaces H → G → G/H or G/H → BH →
BG.]]

8.5. Homotopy of towers of fibrations. Turning in a different direction, consider a tower of spaces

Y → · · · → Y s → Y s−1 → · · · → Y 0 → Y −1 = ∗

where each map p : Y s → Y s−1 is a Serre fibration, and Y = lims Y
s ' holims Y

s.
We assume that Y is not empty, so that we can choose a base point y0 ∈ Y , and take its image ys

under Y → Y s as the base point for Y s, for each integer s. Let

F s = p−1(ys−1) = {ys−1} ×Y s−1 Y s

be the fiber of p : Y s → Y s−1 at ys−1, based at ys, so that there is a long exact sequence of homotopy
groups

· · · → πn(F
s, ys) −→ πn(Y

s, ys) −→ πn(Y
s−1, ys−1)

∂−→ πn−1(F
s, ys)→ . . . .

We would like to link these together to an unrolled exact couple, but note that in general the end

· · · → π1(F
s, ys) −→ π1(Y

s, ys) −→ π1(Y
s−1, ys−1)

∂−→ π0(F
s, ys) −→ π0(Y

s, ys) −→ π0(Y
s−1, ys−1)

of this sequence is not a diagram of abelian groups, and we might not be able to extend the sequence to
the right with trivial groups.

Bousfield–Kan (1972, Section IX.4) address this problem by considering “extended” spectral sequences,
which consist of possibly non-abelian groups and pointed sets near the edge.

Another solution is to assume that each Y s is a homotopy commutative H-space, with ys as neutral
element, and that each map p : Y s → Y s−1 is strictly compatible with this H-space structure. Then
each fiber F s is also a homotopy commutative H-space, and the diagram above is one of abelian groups
and group homomorphisms. It is still not necessarily exact at π0(Y

s−1, ys−1), since π0(p) does not need
to be surjective. We must therefore make this additional assumption. It is satisfied, for instance, if each
space Y s is path-connected.

Under these additional hypotheses, we get an unrolled exact couple

. . . // π∗(Y
s+1, ys+1)

p∗ // π∗(Y
s, ys)

p∗ //

∂

��

π∗(Y
s−1, ys−1)

p∗ //

∂

��

π∗(Y
s−2, ys−2) //

∂

��

. . .

. . . π∗(F
s+1, ys+1)

hh

π∗(F
s, ys)

hh

π∗(F
s−1, ys−1)

hh

with i = p∗ of degree 0, j = ∂ of degree −1, and k of degree 0. The associated spectral sequence

Es,∗1 = π∗(F
s, ys) =⇒s π∗(Y, y0)

has entering differentials and converges conditionally to the limit lims π∗(Y
s, ys). [[Claim: If RE∞ = 0,

then Rlims π∗(Y
s, ys) = 0 and the spectral sequence converges strongly to π∗(Y, y0).]]
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8.6. Homotopy of towers of spectra. The difficulty with the lack of abelian group structures, and
lack of surjectivity at π0, is not present when we consider towers of spectra. Consider a diagram of
spectra

· · · → Y s
i−→ Y s−1 → · · · → Y 0 = Y

and let Y∞ = holims Y
s, so that there is a Milnor lim-Rlim short exact sequence

0→ Rlim
s

πn+1(Y
s) −→ πn(Y

∞) −→ lim
s
πn(Y

s)→ 0 .

Let Ks be the homotopy cofiber of the map i : Y s+1 → Y s, so that there is a Puppe cofiber sequence

Y s+1 i−→ Y s
j−→ Ks ∂−→ ΣY s+1 .

We let Y s = Y and Ks = ∗ for all s < 0. Applying homotopy to these spectra, we get an unrolled exact
couple of graded abelian groups

. . . // π∗(Y
s+2)

i // π∗(Y
s+1)

i //

j

��

π∗(Y
s)

i //

j

��

π∗(Y
s−1) //

j

��

. . .

. . . π∗(K
s+1)

k

ff

π∗(K
s)

k

ee

π∗(K
s−1)

k

ee

with i = i∗ and j = j∗ of degree 0, and k = ∂∗ of degree −1.
In homological indexing, we would write As,t = πs+t(Y

−s) and Es,t = πs+t(K
−s), for s ≤ 0, but we

switch to Adams indexing As,t = A−s,t and E
s,t = E−s,t so that

As,t = πt−s(Y
s)

Es,t = πt−s(K
s) .

The associated spectral sequence

Es,t1 = πt−s(K
s) =⇒s πt−s(Y )

has entering differentials. By definition, it converges conditionally to the colimit A∞(= A−∞) = π∗(Y )
if the two groups

A−∞(= A∞) = lim
s
π∗(Y

s) and RA−∞(= RA∞) = Rlim
s

π∗(Y
s)

both vanish. By the lim-Rlim exact sequence recalled above, this is equivalent to the condition that
π∗(Y

∞) = 0, i.e., that holims Y
s ' ∗.

Proposition 8.1. The spectral sequence

Es,t1 = πt−s(K
s) =⇒s πt−s(Y )

associated to the tower · · · → Y s → Y s−1 → · · · → Y 0 = Y converges conditionally to the colimit π∗(Y )
if (and only if) holims Y

s ' ∗. If RE∞ = 0 then the spectral sequence converges strongly to that colimit,
equipped with the descending filtration by the image subgroups F s = im(π∗(Y

s)→ π∗(Y )).

The mod p Adams spectral sequence converging to π∗(Y )∧p will be constructed as a special case of
this spectral sequence, where we make special assumptions about the Puppe cofiber sequence displayed
above, so as to be able to express the E2-term of the spectral sequence in purely algebraic terms.

9. The Steenrod algebra

9.1. Steenrod’s reduced squares and powers.

Theorem 9.1. There are natural transformations

Sqi : H̃n(X;F2) −→ H̃n+i(X;F2)

for i ≥ 0, of contravariant functors from based spaces to abelian groups, called Steenrod’s reduced squares.
These satisfy Sq0(x) = x, Sq1(x) = β(x) (the Bockstein homomorphism associated to the extension
F2 → Z/4 → F2), Sq

i(x) = x2 for i = |x|, and Sqi(x) = 0 for i > |x|. They also satisfy the internal
Cartan formula

Sqk(xy) =
∑
i+j=k

Sqi(x)Sqj(y)
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Sq1Sq1 = 0 Sq1Sq2 = Sq3

Sq1Sq3 = 0 Sq2Sq2 = Sq3Sq1

Sq1Sq4 = Sq5 Sq2Sq3 = Sq5 + Sq4Sq1

Sq3Sq2 = 0 Sq1Sq5 = 0

Sq2Sq4 = Sq6 + Sq5Sq1 Sq3Sq3 = Sq5Sq1

Sq1Sq6 = Sq7 Sq2Sq5 = Sq6Sq1

Sq3Sq4 = Sq7 Sq4Sq3 = Sq5Sq2

Sq1Sq7 = 0 Sq2Sq6 = Sq7Sq1

Sq3Sq5 = Sq7Sq1 Sq4Sq4 = Sq7Sq1 + Sq6Sq2

Sq5Sq3 = 0 Sq1Sq8 = Sq9

Sq2Sq7 = Sq9 + Sq8Sq1 Sq3Sq6 = 0

Sq4Sq5 = Sq9 + Sq8Sq1 + Sq7Sq2 Sq5Sq4 = Sq7Sq2

Sq1Sq9 = 0 Sq2Sq8 = Sq10 + Sq9Sq1

Sq3Sq7 = Sq9Sq1 Sq4Sq6 = Sq10 + Sq8Sq2

Sq5Sq5 = Sq9Sq1 Sq6Sq4 = Sq7Sq3

Sq1Sq10 = Sq11 Sq2Sq9 = Sq10Sq1

Sq3Sq8 = Sq11 Sq4Sq7 = Sq11 + Sq9Sq2

Sq5Sq6 = Sq11 + Sq9Sq2 Sq6Sq5 = Sq9Sq2 + Sq8Sq3

Sq7Sq4 = 0

Figure 9. The Adem relations at p = 2 in degrees ≤ 11

and the Adem relations

SqaSqb =

[a/2]∑
j=0

(
b− 1− j
a− 2j

)
Sqa+b−jSqj

for 0 < a < 2b.

Proofs can be found in Steenrod and Epstein (1962).
By naturality, the internal Cartan formula for the cup product xy = x∪ y is equivalent to an external

Cartan formula for the smash product x ∧ y. See Figure 9 for the Adem relations in degrees ≤ 11.

Example 9.2. The squaring operations for X = RP∞
+ can be calculated as follows: Consider the total

squaring operation Sq(x) =
∑
i≥0 Sq

i(x). Then Sq(xy) = Sq(x)Sq(y). In H̃∗(X;F2) = H∗(RP∞;F2) =

F2[u] with |u| = 1 we have Sq(u) = u + u2, so Sq(un) = (u + u2)n =
∑n
i=0

(
n
i

)
un+i. Hence Sqi(un) =(

n
i

)
un+i.

We outline one possible construction of the squaring operations. Let Hn = K(F2, n) be an Eilenberg–
MacLane complex of type (F2, n), i.e., a space with πi(Hn) = F2 for i = n and 0 otherwise. For n = 0
we may take H0 = F2. For n ≥ 1 we may construct Hn from the Moore space Sn ∪2 en+1 by the method
of killing homotopy groups. Note that H1 ' RP∞.

There is a universal class ιn ∈ H̃n(Hn;F2) that corresponds to the identity homomorphism under

the isomorphisms H̃n(Hn;F2) ∼= Hom(Hn(F2),F2) ∼= Hom(F2,F2). By a theorem of Eilenberg and
MacLane, there is a natural isomorphism

[X,Hn] ' Hn(X;F2)

that maps the homotopy class of f : X → Hn to f∗(ιn). See Hatcher (2002, Theorem 4.57).

The smash product ιn ∧ ιn ∈ H̃2n(Hn ∧Hn;F2) is represented by a map

φ : Hn ∧Hn −→ H2n .
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The composite φγ, where γ : Hn∧Hn → Hn∧Hn denotes the twist map, represents the same cohomology
class, hence there is a homotopy I+∧Hn∧Hn −→ H2n from φ to φγ. We identify the interval I with the
upper semicircle in S1, and reinterpret this homotopy as a C2-equivariant map S1

+ ∧Hn ∧Hn −→ H2n

where the generator of C2 takes (s, x, y) to (−s, y, x), and acts trivially on the target. Equivalently, it
provides a map

φ1 : S
1
+ ∧C2

Hn ∧Hn −→ H2n ,

which expresses the homotopy commutativity of the cup product φ. There exists unique extensions, up
to homotopy, φk : S

k
+ ∧C2

Hn ∧Hn −→ H2n of this map, for all k ≥ 2, where C2 acts antipodally on Sk.
In the limit, these define a homotopy class of maps

Φ: S∞
+ ∧C2 Hn ∧Hn −→ H2n ,

where S∞ is a contractible space with free C2-action. We call D2(Hn) = S∞
+ ∧C2 Hn ∧Hn the quadratic

construction on Hn. The structure map Φ: D2(Hn) → H2n is part of the E∞ ring spectrum structure
on the Eilenberg–MacLane spectrum H = {n 7→ Hn}. Let

∇ : RP∞
+ ∧Hn −→ S∞

+ ∧C2 Hn ∧Hn

be given by ([s], x) = [s, x, x], for s ∈ S∞ with image [s] ∈ RP∞ = S∞/C2. The composite map Φ∇
induces a homomorphism

(Φ∇)∗ : H̃∗(H2n F2) −→ H∗(RP∞;F2)⊗ H̃∗(Hn;F2) .

Here H∗(RP∞;F2) = F2[u] with |u| = 1, so we can write (Φ∇)∗(ι2n) in a unique way as a sum

(Φ∇)∗(ι2n) =
n∑
i=0

un−i ⊗ Sqi(ιn) ,

for some well-defined classes Sqi(ιn) ∈ H̃n+i(Hn;F2), with 0 ≤ i ≤ n. We define Sqi(ιn) = 0 for i < 0

and for i > n. For a general class x ∈ H̃n(X;F2), write x = f∗(ιn) for a map f : X → Hn, and define

Sqi(x) = f∗(Sqi(ιn)) ∈ H̃n+i(X;F2) .

This defines an operation

Sqi : H̃n(X;F2) −→ H̃n+i(X;F2)

which is obviously natural in X.
It is easy to see that Sqn(x) = φ∗(x ∧ x) = x2 for |x| = n, while checking that Sq0(x) = x and

Sq1(x) = β(x) requires more work. [[Relate Sqn−1(x) to x∪1 x derived from the commuting homotopy.]]
The situation at an odd prime p is similar.

Theorem 9.3. There are natural transformations

P i : H̃n(X;Fp) −→ H̃n+2i(p−1)(X;Fp)

for i ≥ 0, of contravariant functors from based spaces to abelian groups, called Steenrod’s reduced powers.
These satisfy P 0(x) = x, P i(x) = xp for 2i = |x|, and P i(x) = 0 for 2i > |x|. They also satisfy the
Cartan formula

P k(xy) =
∑
i+j=k

P i(x)P j(y)

and the Adem relations

P aP b =

[a/p]∑
j=0

(−1)a+j
(
(p− 1)(b− j)− 1

a− pj

)
P a+b−jP j

for 0 < a < pb, and

P aβP b =

[a/p]∑
j=0

(−1)a+j
(
(p− 1)(b− j)

a− pj

)
βP a+b−jP j −

[(a−1)/p]∑
j=0

(−1)a+j
(
(p− 1)(b− j)− 1

a− pj − 1

)
P a+b−jβP j

for 0 < a ≤ pb. Here β : H̃n(X;Fp) → H̃n+1(X;Fp) is the Bockstein homomorphism associated to the
extension Fp → Z/p2 → Fp, which satisfies β2 = 0.
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n admissible SqI of degree n

0 Sq()

1 Sq1

2 Sq2

3 Sq3, Sq2Sq1

4 Sq4, Sq3Sq1

5 Sq5, Sq4Sq1

6 Sq6, Sq5Sq1, Sq4Sq2

7 Sq7, Sq6Sq1, Sq5Sq2, Sq4Sq2Sq1

8 Sq8, Sq7Sq1, Sq6Sq2, Sq5Sq2Sq1

9 Sq9, Sq8Sq1, Sq7Sq2, Sq6Sq3, Sq6Sq2Sq1

10 Sq10, Sq9Sq1, Sq8Sq2, Sq7Sq3, Sq7Sq2Sq1, Sq6Sq3Sq1

11 Sq11, Sq10Sq1, Sq9Sq2, Sq8Sq3, Sq8Sq2Sq1, Sq7Sq3Sq1

Figure 10. The admissible monomials at p = 2 in degrees ≤ 11

The first few p-primary Adem relations (for 0 < a < p and b = 1) are

P aP 1 = (−1)a
(
p− 2

a

)
P a+1

and

P aβP 1 = (−1)a
(
p− 1

a

)
βP a+1 − (−1)a

(
p− 2

a− 1

)
P a+1β .

They imply that (P 1)a is a unit in Fp times P a, for all 0 < a < p, that (P 1)p = 0, and that P p−1βP 1 =
βP p − P pβ.

9.2. The Steenrod algebra.

Definition 9.4. Let the mod 2 Steenrod algebra A = A (2) be the graded (associative, unital) F2-algebra
generated by the symbols Sqi of degree i for i ≥ 0, subject to the relations Sq0 = 1 and SqaSqb =∑
j

(
b−1−j
a−2j

)
Sqa+b−jSqj for 0 < a < 2b.

For each finite sequence I = (i1, . . . , i`) of non-negative integers we write

SqI = Sqi1 · . . . · Sqi`

for the product in A . We say that I has length ` and degree i1 + · · ·+ i`.
For any based space X, the reduced mod 2 cohomology H̃∗(X;F2) is naturally a left A -module, with

the action given by

SqI(x) = Sqi1(. . . (Sqi`(x)) . . . ) .

We write

λ : A ⊗ H̃∗(X;F2) −→ H̃∗(X;F2)

for the left module action map.

If is < 2is+1 for some 1 ≤ s < `, then the product SqI can be rewritten in terms of other products SqJ

with lower moment
∑
s sjs <

∑
s sis. Likewise, if some is = 0, then the product SqI can be rewritten as

a SqJ of shorter length. Hence only the monomials SqI with I admissible, in the sense of the following
definition, are needed to generate A additively.

Definition 9.5. I = (i1, . . . , i`) is admissible if is ≥ 2is+1 for all 1 ≤ s < `, and if each is ≥ 1. The
empty sequence I = () is admissible of length 0, and Sq() = 1.

See Figure 10 for the admissible monomials in degrees ≤ 11.

Theorem 9.6. The admissible monomials SqI are linearly independent, hence form a vector space basis
for the Steenrod algebra:

A = F2{SqI | I admissible} .

This can be proved by evaluating the action of the SqI on the cohomology of products X = (RP∞)n

of many copies of RP∞, see Steenrod and Epstein (1972, Theorem I.3.1).
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n admissible P I of degree n

0 P ()

1 β
4 P 1

5 βP 1, P 1β
6 βP 1β
8 P 2

9 βP 2, P 2β
10 βP 2β
12 P p

13 βP p, P pβ
14 βP pβ
16 P p+1, P pP 1

17 βP p+1, P p+1β, βP pP 1, P pP 1β
18 βP p+1β, βP pP 1β

Figure 11. The admissible monomials at p = 3 in degrees ≤ 19

Definition 9.7. For each odd prime p, let the mod p Steenrod algebra A = A (p) be the graded
Fp-algebra generated by the symbols P i of degree 2i(p − 1) for i ≥ 0 and β of degree 1, subject to the
relations P 0 = 1, the Adem relation for P aP b when 0 < a < pb, the Adem relation for P aβP b when
0 < a ≤ pb, and β2 = 0.

For each finite sequence I = (ε0, i1, ε1, . . . , i`, ε`), with is ≥ 0 and εs ∈ {0, 1} for each s, we write

P I = βε0P i1βε1 · . . . · P i`βε`

for the product in A . Here β0 = 1. The degree of I is ε0 + 2i1(p− 1) + ε1 + · · ·+ 2i`(p− 1) + ε`.

For any based space X, the reduced mod p cohomology H̃∗(X;Fp) is naturally a left A -module, with
the action given by

P I(x) = βε0(P i1(βε1(. . . (P i`(βε`(x))) . . . ))) .

We write

λ : A ⊗ H̃∗(X;Fp) −→ H̃∗(X;Fp)
for the left module action map.

Definition 9.8. I = (ε0, i1, ε1 . . . , i`, ε`) is admissible if is ≥ εs + pis+1 for all 1 ≤ s < `, and if each
is ≥ 1. The empty sequence I = () is admissible of length 0, and P () = 1.

See Figure 11 for the admissible monomials for p = 3 in degrees ≤ 19.

Theorem 9.9. The admissible monomials P I are linearly independent, hence form a vector space basis
for the Steenrod algebra:

A = Fp{P I | I admissible} .

See Steenrod and Epstein (1972, Theorem VI.2.5).

9.3. Indecomposables and subalgebras.

Definition 9.10. For each prime p, let φ : A ⊗A → A be the algebra multiplication map, let η : Fp → A
be the unit map, and let ε : A → Fp be the counit map, so that εη = 1. Let I(A ) = ker(ε) be the
augmentation ideal. It equals the ideal of elements of positive degree in A . The decomposable part of
A is the image

I(A )2 = im(φ : I(A )⊗ I(A ) −→ I(A ))

and the indecomposable part of A is the Fp-vector space

Q(A ) = I(A )/I(A )2 .

Theorem 9.11. The squaring operation Sqk is decomposable if and only if k = 2i for some i ≥ 0, so

Q(A ) = F2{Sq2
i

| i ≥ 0} .

Hence the elements Sq2
i

for i ≥ 0 form a minimal set of algebra generators for A = A (2).
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Proof. To prove that Sq2
i

is indecomposable, consider its action on u2
i

in H∗(RP∞;F2). We have

Sqj(u2
i

) =
(
2i

j

)
u2

i+j , which is 0 for 0 < j < 2i and equals 2i+1 for j = 2i. It follows that Sq2
i

cannot

be written as a sum of products of positive-degree operations.
The Adem relation for SqaSqb with 0 < a < 2b shows that Sqa+b is decomposable if

(
b−1
a

)
6≡ 0 mod 2.

If k is not a power of 2, then k = a + b with 0 < a < b and b = 2i, for some i. Then
(
b−1
a

)
≡ 1 mod 2

by the case p = 2 of the following lemma, since b− 1 = 1 + 2 + · · ·+ 2i−1 and
(
1
0

)
=

(
1
1

)
= 1. �

Lemma 9.12. Let n = n0 + n1p+ · · ·+ n`p
` and k = k0 + k1p+ · · ·+ k`p

`, with 0 ≤ ns, ks < p for all
s. Then (

n

k

)
≡

∏̀
s=0

(
ns
ks

)
mod p .

Proof. The coefficient of xk =
∏
s x

ksp
s

in

(1 + x)n =
∏
s

(1 + x)nsp
s

≡
∏
s

(1 + xp
s

)ns mod p

is the product over s of the coefficient of xksp
s

in (1 + xp
s

)ns . �

Theorem 9.13. The power operation P k is decomposable if and only if k = pi for some i ≥ 0, so

Q(A ) = Fp{β, P p
i

| i ≥ 0} .

Hence the elements β and P p
i

for i ≥ 0 form a minimal set of algebra generators for A = A (p).

Example 9.14. For p = 2, the subalgebra of A generated by Sq1 is the exterior algebra

A(0) = E(0) = F2{1, Sq1} .
The subalgebra of A generated by Sq1 and Sq2 is the 8-dimensional algebra

A(1) = F2{1, Sq1, Sq2, Sq3, Sq2Sq1, Sq3Sq1, Sq5 + Sq4Sq1, Sq5Sq1} .
It can be displayed as follows, where for typographical reasons we write Sq2Sq3 for Sq5 + Sq4Sq1.

Sq3

$$

1 //
&&

Sq1

--

Sq2

99

// Sq3Sq1
88

Sq2Sq3 // Sq5Sq1

Sq2Sq1

99

The arrows of length 1 connect θ to Sq1θ, and the arrows of length 2 connect θ to Sq2θ, for θ ∈ A(1) ⊂ A .

[[Define A(n) for general n?]]

Example 9.15. For p odd, the subalgebra of A generated by β is the exterior algebra

A(0) = E(0) = Fp{1, β} .
The subalgebra of A generated by β and P 1 is the 4p-dimensional algebra

A(1) = Fp{1, β, P 1, βP 1, P 1β, βP 1β, . . . , P p−1, βP p−1, P p−1β, βP p−1β, P pβ − βP p, βP pβ} .
For p = 3 it can be displayed as follows, where we use the notation [P p, β] = P pβ − βP p.

βP 1

##

βP 2

##

1 //
$$

β

..

P 1

BB

2

&&

βP 1β
88

P 2

BB

+ βP 2β

2
88

[P p, β] // βP pβ

P 1β

??

2 // P 2β

??

The arrows of length 1 connect θ to βθ, and the arrows of length 4 connect θ to P 1θ, except the arrows
labeled ‘2’, which connect θ to 2P 1θ = −P 1θ. The arrow from βP 1 to the symbol ‘+’ is meant to express
that P 1 applied to βP 1 is the sum βP 2 + P 2β.
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[[Define A(n) for general n?]]

9.4. Eilenberg–MacLane spectra.

Definition 9.16. Let H = HFp denote the mod p Eilenberg–MacLane spectrum, with n-th space Hn

an Eilenberg–MacLane complex of type (Fp, n), for each n ≥ 0. The structure map σ : ΣHn → Hn+1 is

left adjoint to a homotopy equivalence σ̃ : Hn
'−→ ΩHn+1, for each n ≥ 0.

There are maps ηn : S
n → Hn and pairings φm,n : Hm ∧Hn → Hm+n, suitably compatible with the

spectrum structure maps, which define a unit map η : S → H and a pairing φ : H ∧H → H that make H
a homotopy commutative ring spectrum. In particular, φ(η ∧ 1) ' 1 ' φ(1∧ η) and φ(φ∧ 1) ' φ(1∧ φ).

[[This multiplication can be refined to that of an E∞ ring spectrum, or a commutative structured ring
spectrum.]]

Proposition 9.17 (Whitehead). There are natural isomorphisms

Hn(Y ;Fp) ∼= πn(H ∧ Y ) = [Sn,H ∧ Y ]

and

Hn(Y ;Fp) ∼= π−nF (Y,H) = [Y,ΣnH]

for all spectra Y and integers n.
The unit map η induces the mod p Hurewicz homomorphism

h1 = η∗ : πn(Y ) −→ Hn(Y ;Fp) .

The multiplication φ induces the smash product pairing

∧ = φ∗ : H
m(X;Fp)⊗Hn(Y ;Fp) −→ Hm+n(X ∧ Y ;Fp) .

Using the Serre spectral sequence for the loop-path fibration over Hn, Serre and Cartan were able to
calculateH∗(Hn;Fp) for p = 2 and for p odd, respectively. Recall the fundamental class ιn ∈ H̃n(Hn;Fp).

Proposition 9.18 (Serre (1953), Cartan (1954)). The homomorphism

ΣnA −→ H̃∗(Hn;Fp) ,

mapping Σnθ to θ(ιn) for each θ ∈ A , induces an isomorphism in degrees ∗ ≤ 2n. Hence there is an
isomorphism

A
∼=−→ H∗(H;Fp) = [H,H]−∗

of graded algebras, taking each class θ ∈ A to its representing homotopy class of maps H → ΣiH, where
i = |θ|.

The second claim follows from the first, because of the exact sequence

0→ Rlim
n

Hn+i−1(Hn;Fp) −→ Hi(H;Fp) −→ lim
n
Hn+i(Hn;Fp)→ 0 .

The limit system stabilizes for n ≥ i, so the derived limit is zero.
We collect a few lemmas relating maps of spectra to homomorphisms of cohomology groups.

Lemma 9.19. Let

K =
∨
u

ΣnuH

be a wedge sum of suspensions of H, and suppose that K is bounded below and of finite type. Then the
canonical map

K
'−→

∏
u

ΣnuH

is an equivalence, and the d-invariant

d : [X,K]
∼=−→ HomA (H∗(K;Fp),H∗(X;Fp)

is an isomorphism, for any spectrum X. In particular,

d : πt(K)
∼=−→ Homt

A (H∗(K;Fp),Fp) .

We discussed this earlier, in subsection 6.3.
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Lemma 9.20. Let π∗(Y ) be bounded below, with H∗(Y ;Fp) = Fp{αu}u of finite type. Let {au}u be the
dual basis for H∗(Y ;Fp), with |au| = |αu| = nu. Let αu : S

nu → H ∧ Y and au : Y → ΣnuH also denote
the representing homotopy classes of maps. Then the sum of the composites

ΣnuH = H ∧ Snu
1∧αu−→ H ∧H ∧ Y φ∧1−→ H ∧ Y

is an equivalence ∨
u

ΣnuH
'−→ H ∧ Y

and the product of the composites

H ∧ Y 1∧au−→ H ∧ ΣnuH
φ∧1−→ H ∧ Snu = ΣnuH

is an equivalence

H ∧ Y '−→
∏
n

ΣnuH .

Proof. The two maps induce the isomorphisms⊕
u

ΣnuFp
∼=−→ H∗(Y ;Fp)

∼=−→
∏
u

ΣnuFp

at the level of homotopy groups. �

Lemma 9.21. Let j : Y → K be a map of spectra, with K '
∨
u Σ

nuH bounded below and of finite type,
and suppose that j∗ : H∗(K;Fp) → H∗(Y ;Fp) is surjective. Then a map f : X → Y induces the zero
homomorphism f∗ : H∗(Y ;Fp)→ H∗(X;Fp) if and only if the composite jf : X → K is null-homotopic.

Proof. By Lemma 9.19,

[X,K] ∼= HomA (H∗(K;Fp),H∗(X;Fp))
is an isomorphism. Hence jf is null-homotopic if and only if f∗j∗ is zero. By assumption j∗ is surjective,
so this holds if and only if f∗ is zero. �

Corollary 9.22. Let Y be bounded below, with H∗(Y ;Fp) of finite type. Then a map f : X → Y induces
the zero homomorphism f∗ : H∗(Y ;Fp)→ H∗(X;Fp) if and only if the composite

X
f−→ Y

j−→ H ∧ Y

is null-homotopic, where

j = η ∧ 1: Y ∼= S ∧ Y −→ H ∧ Y
induces the mod p Hurewicz homomorphism.

Proof. We only need to verify that j∗ is surjective. It is dual to the homomorphism j∗ : H∗(Y ;Fp) −→
H∗(H ∧ Y ;Fp) induced by the map

1 ∧ η ∧ 1: H ∧ Y ∼= H ∧ S ∧ Y −→ H ∧H ∧ Y .

The ring spectrum multiplication

φ ∧ 1: H ∧H ∧ Y −→ H ∧ Y

induces a right inverse H∗(H ∧ Y ;Fp) → H∗(Y ;Fp) to j∗, showing that j∗ is (split) injective and j∗ is
(split) surjective. �

10. The Adams spectral sequence

10.1. Adams resolutions.

Definition 10.1. A spectrum Y is bounded below if there exists an integer N such that π∗(Y ) = 0 for
all ∗ < N . It is of finite type if π∗(Y ) is finitely generated in each degree. If Y is bounded below, then
it is of finite type if and only if H∗(Y ;Z) is finitely generated in each degree [[explain this?]], and we
say that it is of finite type mod p if H∗(Y ;Fp) is finitely generated in each degree. This is equivalent to
asking that H∗(Y ;Fp) is finite in each degree.

Hereafter we fix a prime p, and briefly write H∗Y = H∗(Y ;Fp) and H∗Y = H∗(Y ;Fp) for mod p
homology and cohomology.
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Definition 10.2. An mod p Adams resolution of a spectrum Y is a diagram of spectra

. . . // Y 2 i //

j

��

Y 1 i //

j

��

Y 0

j

��

Y

K2

aa

K1

∂

aa

K0

∂

aa

where ∂ : Ks → ΣY s+1 for each s ≥ 0, such that (a) each diagram

Y s+1 i−→ Y s
j−→ Ks ∂−→ ΣY s+1

is a homotopy cofiber sequence, (b) each spectrum Ks is a wedge sum of suspension of mod p Eilenberg–
MacLane spectra, that is bounded below and of finite type, and (c) each map j : Y s → Ks induces a
surjection j∗ : H∗Ks → H∗Y s in mod p cohomology.

Writing Ks =
∨
u Σ

nuH, the finiteness condition in (b) is equivalent to asking that {u | nu ≤ N} is
finite for each integer N . By induction on s it implies that each Y s is bounded below and of finite type
mod p. In view of the long exact sequence

· · · → H∗(ΣY s+1)
∂∗

−→ H∗Ks j∗−→ H∗Y s
i∗−→ H∗Y s+1 → . . . ,

condition (c) is equivalent to asking that i∗ : H∗Y s → H∗Y s+1 is zero, or equivalently, that ∂∗ : H∗(ΣY s+1)→
H∗Ks is injective, for each s ≥ 0. By the universal coefficient theorem, these conditions are also
equivalent to asking that i∗ : H∗Y

s+1 → H∗Y
s is zero, that j∗ : H∗Y

s → H∗K
s is injective, or that

∂∗ : H∗Ks → H∗(ΣY
s+1) is surjective, for each s ≥ 0.

Lemma 10.3. If Y is bounded below and of finite type mod p, then it admits an Adams resolution.

Proof. Starting with Y 0 = Y , suppose that Y s has been constructed, for some s ≥ 0, as a bounded
below spectrum of finite type mod p. Let Ks = H ∧ Y s, and let j = η ∧ 1 be the map

Y s = S ∧ Y s η∧1−→ H ∧ Y s = Ks .

By Lemma 9.20, Ks '
∨
u Σ

nuH is a wedge sum of suspensions of H. Here

π∗K
s = H∗Y

s =
⊕
u

ΣnuFp

is bounded below, and

H∗K
s ∼= H∗H ⊗H∗Y

s

is a tensor product of bounded below Fp-vector spaces of finite type, hence is again bounded below and of
finite type. The map j induces a surjection j∗ : H∗Ks → H∗Y s by the proof of Corollary 9.22: It suffices
to prove that j∗ : H∗Y

s → H∗K
s is injective, but this is the homomorphism induced on homotopy by

the map

1 ∧ j = 1 ∧ η ∧ 1: H ∧ Y s = H ∧ S ∧ Y s −→ H ∧H ∧ Y s = H ∧Ks

which is split by the map

φ ∧ 1: H ∧H ∧ Y s −→ H ∧ Y s .
Let Y s+1 be the homotopy fiber of j : Y s → Ks, and let i : Y s+1 → Y s be the canonical map from the
homotopy fiber. Then there is a homotopy (co)fiber sequence

Y s+1 i−→ Y s
j−→ Ks ∂−→ ΣKs+1 ,

which identifies the homotopy cofiber of j with the suspension of the homotopy fiber of j. By the long
exact sequences in homotopy and mod p homology, it follows that Y s+1 is bounded below and of finite
type mod p. Now continue the construction by induction. �

Let H̄ be the homotopy cofiber of the unit map η : S → H, so that there is a homotopy cofiber
sequence

(4) Σ−1H̄ −→ S
η−→ H −→ H̄ .

The homotopy cofiber constructed in the proof above can then be written as

Σ−1H̄ ∧ Y s −→ S ∧ Y s η∧1−→ H ∧ Y s −→ H̄ ∧ Y s .
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By induction, we therefore have

Y s = (Σ−1H̄)∧s ∧ Y
Ks = H ∧ (Σ−1H̄)∧s ∧ Y

for all s ≥ 0, with j = η ∧ 1.

Definition 10.4. The canonical Adams resolution of Y is the diagram

. . . // (Σ−1H̄)∧2 ∧ Y i //

j

��

Σ−1H̄ ∧ Y i //

j

��

Y

j

��

Y

H ∧ (Σ−1H̄)∧2 ∧ Y

gg

H ∧ Σ−1H̄ ∧ Y
∂

ii

H ∧ Y
∂

gg

constructed in the proof above.
By the Künneth theorem,

H∗Y s ∼= H∗(Σ−1H̄)⊗s ⊗H∗Y = (Σ−1I(A ))⊗s ⊗H∗Y

H∗Ks ∼= H∗H ⊗H∗(Σ−1H̄)⊗s ⊗H∗Y = A ⊗ (Σ−1I(A ))⊗s ⊗H∗Y

for each s ≥ 0, with

j∗ : H∗Ks ∼= A ⊗H∗Y s
ε⊗1−→ Fp ⊗H∗Y s ∼= H∗Y s

induced by the augmentation ε : A → Fp of the Steenrod algebra, and

∂∗ : H∗ΣY s+1 = I(A )⊗H∗Y s −→ A ⊗H∗Y s = H∗Ks

is induced by the inclusion I(A ) ⊂ A . Note also that the canonical Adams resolution in natural in the
spectrum Y .

The added generality of arbitrary Adams resolutions, as opposed to the canonical ones, will be useful
when we consider convergence questions and multiplicative structure.

Lemma 10.5. For any Adams resolution of Y , let

Ps = H∗(ΣsKs)

∂s = ∂∗j∗ : H∗(ΣsKs)→ H∗(Σs−1Ks−1)

and ε = j∗ : H∗K0 → H∗Y . Then

· · · → Ps
∂s−→ Ps−1 → · · · → P1

∂1−→ P0
ε−→ H∗Y → 0

is a resolution of H∗Y by free A -modules, each of which is bounded below and of finite type.

With this indexing, the homomorphisms ∂s and ε all preserve the cohomological grading of Ps and
H∗Y , which we call the internal degree and usually denote by t.

Proof. By assumption (b), Ks '
∨
u Σ

nuH with {u | nu ≤ N} finite for each N , so

H∗(Ks) ∼=
∏
u

ΣnuH∗(H) =
∏
u

ΣnuA =
⊕
u

ΣnuA

is a bounded below free A -module of finite type, for each s ≥ 0. Hence each Ps = H∗(ΣsKs) is a
bounded below free A -module of finite type.

By assumption (c), the long exact sequence in cohomology of each cofiber sequence

Y s+1 i−→ Y s
j−→ Ks ∂−→ ΣY s+1

breaks up into short exact sequences of A -modules

0→ H∗(ΣY s+1)
∂∗

−→ H∗(Ks)
j∗−→ H∗(Y s)→ 0 .

These splice together to a long exact sequence

H∗(Σ3Y 3)
&&

∂∗

&&

H∗(Σ2Y 2)
&&

∂∗

&&

H∗(ΣY 1)
%%

∂∗

%%

H∗Y

. . .

OOOO

// H∗(Σ2K2)

j∗

OOOO

∂2

// H∗(ΣK1)

j∗

OOOO

∂1

// H∗K0

j∗

OOOO

52



along the lower edge of this commutative diagram of graded A -modules and degree-preserving homo-
morphisms. Alternatively, this diagram may be displayed as follows:

. . .

$$

H∗(Σ2Y 2)
&&

∂∗

&&

H∗(ΣY 1)
%%

∂∗

%%

H∗Y

. . . // H∗(Σ2K2)

j∗
88 88

∂2

// H∗(ΣK1)

j∗
88 88

∂1

// H∗K0

j∗

;; ;;

Here im(∂s+1) = im(∂∗) = ker(j∗) = ker(∂s) as subgroups of H
∗(ΣsKs), for s ≥ 1, since j∗ is surjective

and ∂∗ is injective, im(∂1) = im(∂∗) = ker(j∗) as subgroups of H∗K0, since j∗ is surjective, and
j∗ : H∗K0 −→ H∗Y is already known to be surjective. Hence ε : P∗ → H∗Y is a free A -module
resolution of H∗Y . �

We say that the Adams resolution {Y s+1 → Y s → Ks → ΣY s+1}s of Y is a realization of the free
A -module resolution P∗ = (Ps, ∂s) of H

∗Y . It is induced by passage to cohomology from the diagram

· · · ← Σ2K2 j∂←− ΣK1 j∂←− K0 j←− Y ,

where each composite of two maps is null-homotopic. In the case of the canonical resolution, this diagram
appears as follows:

· · · ← H ∧ (H̄)∧2 ∧ Y j∂←− H ∧ H̄ ∧ Y j∂←− H ∧ Y j←− Y .
The associated free resolution has the form

· · · → A ⊗ I(A )⊗2 ⊗H∗Y
∂2−→ A ⊗ I(A )⊗H∗Y

∂1−→ A ⊗H∗Y
ε−→ H∗Y → 0 .

Here

ε(θ0 ⊗ y) = ε(θ0)y

∂1(θ0 ⊗ θ1 ⊗ y) = ε(θ0)θ1 ⊗ y
∂2(θ0 ⊗ θ1 ⊗ θ2 ⊗ y) = ε(θ0)θ1 ⊗ θ2 ⊗ y

and so on, where θ0 ∈ A , θ1, . . . , θs ∈ I(A ), y ∈ H∗Y , and ε(θ0)θ1 is viewed as an element of A .
We shall return to this complex later, in the context of the bar resolution of the A -module H∗Y .

The complex above is isomorphic to the bar resolution, but not equal to it. Note that each term
A ⊗ I(A )⊗⊗H∗Y has the “diagonal” A -module structure, prescribed by the Künneth theorem, which
is not the same as the “induced” A -module structure where A only acts on the leftmost tensor factor.
Nonetheless, each term is free as an A -module, by the argument given in Lemma 9.20 for the existence
of a wedge sum decomposition of Ks = H ∧ Y s.

10.2. The Adams E2-term. We follows Adams (1958), using the spectrum level reformulation that
appears in Moss (1968).

Let Y be a spectrum such that π∗(Y ) is bounded below and H∗Y is of finite type. Consider any
Adams resolution

. . . // Y 2 i //

j

��

Y 1 i //

j

��

Y 0

j

��

Y

K2

aa

K1

∂

aa

K0

∂

aa

of Y . Applying homotopy groups, we get an unrolled exact couple of Adams type

. . . // π∗(Y
2)

i∗ //

j∗

��

π∗(Y
1)

i∗ //

j∗

��

π∗(Y
0)

j∗

��

π∗(Y )

π∗(K
2)

bb

π∗(K
1)

∂∗

dd

π∗(K
0)

∂∗

dd

where

As = π∗(Y
s)

Es = π∗(K
s)
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are graded abelian groups, for each filtration degree s ≥ 0, with components

As,t = πt−s(Y
s)

Es,t = πt−s(K
s)

in each internal degree t. By convention, As = A0 and Es = 0 for s < 0. The homomorphisms
i = i∗ and j = j∗ have degree 0, and k = ∂∗ has degree −1. There is an associated spectral sequence
(Er, dr)r = (E∗,∗

r , d∗,∗r )r of Adams type, with

Es,t1 = πt−s(K
s)

and

ds,t1 = (j∂)∗ : πt−s(K
s) −→ πt−s(ΣK

s+1) = πt−s−1(K
s+1)

for s ≥ 0. The dr-differentials have bidegree (r, r−1): If x ∈ πt−s(Ks) = Es,t1 is such that ∂∗(x) = ir−1
∗ (y)

for some y ∈ πt−s−1(Y
s+r), then dr([x]) = [j∗(y)] is the class of j∗(y) ∈ πt−s−1(K

s+r) = Es+r,t+r−1
1 .

This is the Adams spectral sequence for Y , sometimes denoted Er(Y ) = E∗,∗
r (Y ). We shall be inter-

ested in the possible convergence of this spectral sequence to the achieved colimit

G = π∗(Y ) = colim
s

π∗(Y
s) ,

filtered by the image groups

F s = F sπ∗(Y ) = im(is∗ : π∗(Y
s)→ π∗(Y )) .

This is an exhaustive and descending filtration:

· · · ⊂ F s+1 ⊂ F s ⊂ · · · ⊂ F 1 ⊂ F 0 = π∗(Y ) .

We recall that, by definition, the spectral sequence is conditionally convergent to π∗(Y ) if lims π∗(Y
s) = 0

and Rlims π∗(Y
s) = 0.

Definition 10.6. An element in Es,tr is said to be of filtration s, total degree t− s and internal degree t.
An element in F s ⊂ π∗(Y ) is said to be of Adams filtration ≥ s.

[[EDIT FROM HERE]]
A class in π∗(Y ) has Adams filtration 0 if it is detected by the d-invariant in π∗(K

0), i.e., if it has
non-zero mod 2 Hurewicz image. If the Hurewicz image is zero, then the class lifts to π∗(Y

1). Then
it has Adams filtration 1 if the lift is detected in π∗(K

1), i.e., if the lift has non-zero mod 2 Hurewicz
image. If also that Hurewicz image is zero, then the class lifts to π∗(Y

2). And so on.

Theorem 10.7. The E2-term of the Adams spectral sequence of Y is

Es,t2 = Exts,tA (H∗(Y ),F2) .

In particular, it is independent of the choice of Adams resolution.

Proof. The Adams E1-term and d1-differential is the complex

. . . π∗(Σ
2K2)oo π∗(ΣK

1)
(j∂)∗
oo π∗(K

0)
(j∂)∗
oo 0oo

of graded abelian groups. It maps isomorphically, under the d-invariant π∗(K) → HomA (H∗(K),F2),
to the complex

. . . HomA (H∗(Σ2K2),F2)oo HomA (H∗(ΣK1),F2)
((j∂)∗)∗
oo HomA (H∗(K0),F2)

((j∂)∗)∗
oo 0oo

where ((j∂)∗)∗ = HomA ((j∂)∗, 1). With the notation of the previous subsection, this complex can be
rewritten as

. . . HomA (P2,F2)oo HomA (P1,F2)
∂∗
2oo HomA (P0,F2)

∂∗
1oo 0 .oo

This is the complex HomA (P∗,F2) obtained by applying the functor HomA (−,F2) to the resolution
ε : P∗ → H∗(Y ) of H∗(Y ) by free A -modules. Its cohomology groups are by definition, the Ext-groups

ExtsA (H∗(Y ),F2) = Hs(HomA (P∗,F2)) .

At the same time, the cohomology of the E1-term of a spectral sequence is the E2-term. Hence

Es2
∼= ExtsA (H∗(Y ),F2) .
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As regards the internal grading, Es,t1 = πt−s(K
s) ∼= πt(Σ

sKs) corresponds to the A -module homo-
morphisms H∗(ΣsKs) → ΣtF2. This is the same as the A -module homomorphisms H∗(ΣsKs) →
F2 that lower the cohomological degrees by t. We denote the group of these homomorphisms by
Homt

A (H∗(ΣsKs),F2) = Homt
A (Ps,F2), and similarly for the derived functors. With these conven-

tions, Es,t2
∼= Exts,tA (H∗(Y ),F2), as asserted. �

We are particularly interested in the special case Y = S, with H∗(S) = F2 and π∗(S) = πS∗ equal to
the stable homotopy groups of spheres.

Theorem 10.8. The Adams spectral sequence for S has E2-term

Es,t2 = Exts,tA (F2,F2) .

On the other hand, we can also generalize (following Brinkmann (1968)). Let X be any spectrum and
apply the functor [X,−]∗ to an Adams resolution of Y . This yields an unrolled exact couple

. . . // [X,Y 2]∗
i∗ //

j∗

��

[X,Y 1]∗
i∗ //

j∗

��

[X,Y 0]∗

j∗

��

[X,Y ]∗

[X,K2]∗

∂∗

cc

[X,K1]∗

∂∗

ee

[X,K0]∗

∂∗

ee

where As = [X,Y s]∗, E
s = [X,Ks]∗ are graded abelian groups, i∗ and j∗ have degree 0, and ∂∗ has

degree −1. There is an associated spectral sequence with

Es,t1 = [X,Ks]t−s

and

ds,t1 = (j∂)∗ : [X,K
s]t−s → [X,Ks+1]t−s−1 .

The dr-differentials have bidegree (r, r − 1). The expected abutment is the graded abelian group G =
[X,Y ]∗, filtered by the image groups F s = im(is∗ : [X,Y

s]∗ → [X,Y ]∗).

Theorem 10.9. The Adams spectral sequence {Er(X,Y ) = E∗,∗
r (X,Y )}r of maps X → Y , with expected

abutment [X,Y ]∗, has E2-term

Es,t2 = Exts,tA (H∗(Y ),H∗(X)) .

The proof is the same as for X = S, replacing F2 by H∗(X) in the right hand argument of all HomA -
and ExtsA -groups. [[ETC]]

[[EDIT TO HERE]]

10.3. A minimal resolution at p = 2. To compute the Adams E2-term for the sphere spectrum, at
p = 2, we need to compute

Ext∗,∗A (F2,F2) = H∗,∗(HomA (P∗,F2), δ)

for any free A -module resolution

. . . −→ Ps
∂s−→ Ps−1 → · · · → P1

∂1−→ P0
ε−→ F2 → 0

of F2, where δ = HomA (∂, 1). We now construct such a free resolution P∗ by hand, in a small range of
degrees. We start in filtration degree s = 0, and calculate up to some internal degree t. Then we proceed
with filtration degree s = 1, calculate up to the same internal degree t, and then repeat for larger s.

We need a surjection ε : P0 → F2, so we let

P0 = A {g0,0} = A

be the free A -module on a generator g0,0 = 1 in internal degree 0.
In this filtration a single generator suffices, but in higher filtrations, infinitely many generators will be

needed. We will denote the generators in filtration s by gs,0, gs,1, gs,2 and so on, in order of increasing
(or more precisely, non-decreasing) internal degrees.
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10.3.1. Filtration s = 1. Next, we need a surjection ∂1 : P1 → ker(ε), where ker(ε) = I(A ). An additive
basis for ker(ε) is given by the classes SqI for I admissible of length ≥ 1. We listed these monomials in
internal degree t ≤ 11 in Figure 10.

Starting in the lowest degree, we first need a generator g1,0 = [Sq1] in internal degree 1 that is mapped
by ∂1 to Sq1. The free summand A {g1,0} of P1 will then map by ∂1 to all sums of classes of the form
SqI ◦ Sq1 with I admissible. In view of the Adem relation Sq1 ◦ Sq1 = 0, this image consists of all sums
of classes of the form SqJ , where J = (j1, . . . , j`) is admissible and j` = 1. See the left hand column of
Figure 12.

The lowest-degree class in ker(ε) that is not in the image from A {g1,0} is Sq2, in internal degree 2, so
we must add a second generator g1,1 = [Sq2] to P1, mapping under ∂1 to Sq2. Using the Adem relations,
we can compute the image SqI ◦Sq2 of each basis element SqIg1,1 of A {g1,1}. See the right hand column
of Figure 12.

The images of Sq2g1,0 and Sq1g1,1, namely Sq2Sq1 and Sq3, generate ker(ε) in internal degree 3, but
Sq4 is not in the image from A {g1,0, g1,1}, so we must add a third generator g1,2 = [Sq4] to P1, mapping
to Sq4g0,0 under ∂1. See the left hand column of Figure 13.

All classes in degree t ≤ 7 of ker(ε) are then hit by ∂1 on A {g1,0, g1,1, g1,2}, but Sq8g0,0 is not in that
image. We must therefore add a fourth generator g1,3 = [Sq8] to P1, mapping to Sq8. See the right hand
column of Figure 13.

In general, we must add enough A -module generators g1,i to P1 so that their images ∂1(g1,i) generate
the F2-vector space Q(A ) = I(A )/I(A )2 of algebra indecomposables in the augmented algebra A .
This is necessary, since if ∂1 : P1 → ker(ε) is surjective, then so is its composite with the canonical map
ker(ε) = I(A ) → Q(A ). It is also a sufficient condition, because of ∂1 : P1 → ker(ε) is surjective below
degree t and P1 → Q(A ) is surjective in degree t, then any chosen class in I(A ) of degree t is congruent
modulo I(A )2 to a class in the image of ∂1. Any class in I(A )2 is a sum of products of classes of degree
less than t, hence is also in the image of ∂1, by the assumption that ∂1 is surjective below degree t. Thus
the chosen class in I(A ) is also in the image of ∂1. [[State this as a lemma?]]

By Theorem 9.11, the Sq2
i

for i ≥ 0 give a basis for Q(A ), hence the minimal choice of a free
A -module mapping onto ker(ε) is

P1 = A {g1,0, g1,1, g1,2, g1,3, . . . }

with g1,i = [Sq2
i

] in internal degree 2i, for each i ≥ 0. Here g1,4 is in degree 16, hence the first four
generators suffice in our smaller range of degrees.

[[Comment on how ∂1([θ]) = θ, and how P∗ relates to the bar resolution.]]

10.3.2. Filtration s = 2. To continue, we need a surjection ∂2 : P2 → ker(∂1). First we go through the
linear algebra exercise of computing an additive basis for ker(∂1). The result is shown in Figure 14.

The class in lowest degree in ker(∂1) is Sq
1[Sq1], which corresponds to the Adem relation Sq1Sq1 = 0.

We put a first generator g2,0 of degree 2 in P2, with ∂2(g2,0) = Sq1[Sq1]. See the left hand column of
Figure 15.

The first class in ker(∂1) that is not in the image of ∂2 on A {g2,0} is Sq3[Sq1] + Sq2[Sq2], which
corresponds to the Adem relation Sq2Sq2 = Sq3Sq1. We add a second generator g2,1 to P2, in degree 4,
with ∂2(g2,1) = Sq3[Sq1] + Sq2[Sq2], and compute the value of ∂2(Sq

Ig2,1) = SqI(Sq3[Sq1] + Sq2[Sq2])
in ker(∂1) ⊂ P1 for each admissible I, using the Adem relations. See the right hand column of Figure 15.

The lowest degree class not in the image of ∂2 on A {g2,0, g2,1} ⊂ P2 is Sq4[Sq1] + Sq2Sq1[Sq2] +
Sq1[Sq4], in degree 5. It corresponds to the Adem relation Sq2Sq3 = Sq5 + Sq4Sq1, in view of the
identities Sq1Sq2 = Sq3 and Sq1Sq4 = Sq5. We add a third generator g2,2 to P2, with ∂2(g2,2) =
Sq4[Sq1] + Sq2Sq1[Sq2] + Sq1[Sq4], and compute ∂2(Sq

Ig2,2), as before. See Figure 16. [[At this point

we deviate from the minimal resolution chosen by ext, which replaces Sq2Sq1[Sq2] with Sq(0,1)[Sq2] =
(Sq3 + Sq2Sq1)[Sq2].]]

The first class in ker(∂1) not in the image of ∂2 on A {g2,0, g2,1, g2,2} is Sq7[Sq1]+Sq6[Sq2]+Sq4[Sq4].
We add a fourth generator g2,3 to P2 in degree 8, corresponding to the Adem relation Sq4Sq4 = Sq7Sq1+
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g1,0 = [Sq1]
∂17−→ Sq1

Sq1[Sq1] 7−→ 0 g1,1 = [Sq2]
∂17−→ Sq2

Sq2[Sq1] 7−→ Sq2Sq1 Sq1[Sq2] 7−→ Sq3

Sq3[Sq1] 7−→ Sq3Sq1 Sq2[Sq2] 7−→ Sq3Sq1

Sq2Sq1[Sq1] 7−→ 0

Sq4[Sq1] 7−→ Sq4Sq1 Sq3[Sq2] 7−→ 0

Sq3Sq1[Sq1] 7−→ 0 Sq2Sq1[Sq2] 7−→ Sq5 + Sq4Sq1

Sq5[Sq1] 7−→ Sq5Sq1 Sq4[Sq2] 7−→ Sq4Sq2

Sq4Sq1[Sq1] 7−→ 0 Sq3Sq1[Sq2] 7−→ Sq5Sq1

Sq6[Sq1] 7−→ Sq6Sq1 Sq5[Sq2] 7−→ Sq5Sq2

Sq5Sq1[Sq1] 7−→ 0 Sq4Sq1[Sq2] 7−→ Sq5Sq2

Sq4Sq2[Sq1] 7−→ Sq4Sq2Sq1

Sq7[Sq1] 7−→ Sq7Sq1 Sq6[Sq2] 7−→ Sq6Sq2

Sq6Sq1[Sq1] 7−→ 0 Sq5Sq1[Sq2] 7−→ 0

Sq5Sq2[Sq1] 7−→ Sq5Sq2Sq1 Sq4Sq2[Sq2] 7−→ Sq5Sq2Sq1

Sq4Sq2Sq1[Sq1] 7−→ 0

Sq8[Sq1] 7−→ Sq8Sq1 Sq7[Sq2] 7−→ Sq7Sq2

Sq7Sq1[Sq1] 7−→ 0 Sq6Sq1[Sq2] 7−→ Sq6Sq3

Sq6Sq2[Sq1] 7−→ Sq6Sq2Sq1 Sq5Sq2[Sq2] 7−→ 0

Sq5Sq2Sq1[Sq1] 7−→ 0 Sq4Sq2Sq1[Sq2] 7−→ Sq9 + Sq8Sq1 + Sq7Sq2 + Sq6Sq2Sq1

Sq9[Sq1] 7−→ Sq9Sq1 Sq8[Sq2] 7−→ Sq8Sq2

Sq8Sq1[Sq1] 7−→ 0 Sq7Sq1[Sq2] 7−→ Sq7Sq3

Sq7Sq2[Sq1] 7−→ Sq7Sq2Sq1 Sq6Sq2[Sq2] 7−→ Sq6Sq3Sq1

Sq6Sq3[Sq1] 7−→ Sq6Sq3Sq1 Sq5Sq2Sq1[Sq2] 7−→ Sq9Sq1 + Sq7Sq2Sq1

Sq6Sq2Sq1[Sq1] 7−→ 0

Sq10[Sq1] 7−→ Sq10Sq1 Sq9[Sq2] 7−→ Sq9Sq2

Sq9Sq1[Sq1] 7−→ 0 Sq8Sq1[Sq2] 7−→ Sq8Sq3

Sq8Sq2[Sq1] 7−→ Sq8Sq2Sq1 Sq7Sq2[Sq2] 7−→ Sq7Sq3Sq1

Sq7Sq3[Sq1] 7−→ Sq7Sq3Sq1 Sq6Sq3[Sq2] 7−→ 0

Sq7Sq2Sq1[Sq1] 7−→ 0 Sq6Sq2Sq1[Sq2] 7−→ Sq9Sq2 + Sq8Sq3 + Sq7Sq3Sq1

Figure 12. ∂1 on A {g1,0, g1,1} ⊂ P1

Sq6Sq2, and let ∂2(g2,3) = Sq7[Sq1] + Sq6[Sq2] + Sq4[Sq4].

g2,3
∂27−→ Sq7[Sq1] + Sq6[Sq2] + Sq4[Sq4]

Sq1g2,3 7−→ Sq7[Sq2] + Sq5[Sq4]

Sq2g2,3 7−→ (Sq9 + Sq8Sq1)[Sq1] + Sq7Sq1[Sq2] + (Sq6 + Sq5Sq1)[Sq4]

Sq3g2,3 7−→ Sq9Sq1[Sq1] + Sq7[Sq4]

Sq2Sq1g2,3 7−→ (Sq9 + Sq8Sq1)[Sq2] + Sq6Sq1[Sq4]

This still leaves Sq8[Sq1] + Sq7[Sq2] + Sq4Sq1[Sq4] + Sq1[Sq8] not in the image of ∂2, so we add a
fifth generator g2,4 in degree 9, corresponding to the Adem relation Sq4Sq5 = Sq9 + Sq8Sq1 + Sq7Sq2,
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g1,2 = [Sq4]
∂17−→ Sq4

Sq1[Sq4] 7−→ Sq5

Sq2[Sq4] 7−→ Sq6 + Sq5Sq1

Sq3[Sq4] 7−→ Sq7

Sq2Sq1[Sq4] 7−→ Sq6Sq1

Sq4[Sq4] 7−→ Sq7Sq1 + Sq6Sq2 g1,3 = [Sq8]
∂17−→ Sq8

Sq3Sq1[Sq4] 7−→ Sq7Sq1

Sq5[Sq4] 7−→ Sq7Sq2 Sq1[Sq8] 7−→ Sq9

Sq4Sq1[Sq4] 7−→ Sq9 + Sq8Sq1 + Sq7Sq2

Sq6[Sq4] 7−→ Sq7Sq3 Sq2[Sq8] 7−→ Sq10 + Sq9Sq1

Sq5Sq1[Sq4] 7−→ Sq9Sq1

Sq4Sq2[Sq4] 7−→ Sq10 + Sq9Sq1 + Sq8Sq2 + Sq7Sq2Sq1

Sq7[Sq4] 7−→ 0 Sq3[Sq8] 7−→ Sq11

Sq6Sq1[Sq4] 7−→ Sq9Sq2 + Sq8Sq3 Sq2Sq1[Sq8] 7−→ Sq10Sq1

Sq5Sq2[Sq4] 7−→ Sq11 + Sq9Sq2

Sq4Sq2Sq1[Sq4] 7−→ Sq10Sq1 + Sq8Sq2Sq1

Figure 13. ∂1 on A {g1,2, g1,3} ⊂ P1

and let ∂2(g2,4) = Sq8[Sq1] + Sq7[Sq2] + Sq4Sq1[Sq4] + Sq1[Sq8].

g2,4
∂27−→ Sq8[Sq1] + Sq7[Sq2] + Sq4Sq1[Sq4] + Sq1[Sq8]

Sq1g2,4 7−→ Sq9[Sq1] + Sq5Sq1[Sq4]

Sq2g2,4 7−→ (Sq10 + Sq9Sq1)[Sq1] + (Sq9 + Sq8Sq1)[Sq2] + Sq6Sq1[Sq4] + Sq2Sq1[Sq8]

Finally we need a sixth generator, g2,5 in degree 10, mapping to Sq7Sq2[Sq1]+Sq8[Sq2]+Sq4Sq2[Sq4]+
Sq2[Sq8]. It derives from the Adem relations for Sq2Sq8 and for Sq4Sq6, using the Adem relation for
Sq2Sq4. [[Can we pick a different generator that corresponds to just a single Adem relation?]]

g2,5
∂27−→ Sq7Sq2[Sq1] + Sq8[Sq2] + Sq4Sq2[Sq4] + Sq2[Sq8]

Sq1g2,5 7−→ Sq9[Sq2] + Sq5Sq2[Sq4] + Sq3[Sq8]

Now ∂2 : A {g2,0, . . . , g2,5} → ker(∂1) is surjective in degrees t ≤ 11. In fact, it is surjective for t ≤ 15.

10.3.3. Filtration s = 3. We carry on to filtration degree s = 3, looking for a surjection ∂3 : P3 → ker(∂2).
First we must compute a basis for ker(∂2) ⊂ P2, in our range of degrees. The result is displayed in
Figure 17.

As usual, the lowest degree class is Sq1g2,0, so we first put a generator g3,0 of degree 3 in P3 with
∂3(g3,0) = Sq1g2,0. The extension to A {g3,0} is given in the left hand column of Figure 18.

The lowest class not in the image of this extension is ∂3(g3,1) = Sq4g2,0+Sq
2g2,1+Sq

1g2,2 in degree 6.
See the right hand column of Figure 18.

After this, the next class not in the image of ∂3 on A {g3,0, g3,1} is ∂3(g3,2) = Sq8g2,0 + (Sq5 +
Sq4Sq1)g2,2 + Sq1g2,4 in degree 10:

g3,2
∂37−→ Sq8g2,0 + (Sq5 + Sq4Sq1)g2,2 + Sq1g2,4

Sq1g3,2 7−→ Sq9g2,0 + Sq5Sq1g2,2

Finally, we need a fourth generator, g3,3 in degree 11, with

g3,3
∂37−→ Sq4Sq2Sq1g2,0 + Sq6g2,2 + Sq2Sq1g2,3 .
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Sq1[Sq1] Sq8Sq1[Sq1]

Sq2Sq1[Sq1] Sq6Sq2Sq1[Sq1]

Sq3[Sq1] + Sq2[Sq2] Sq6Sq3[Sq1] + Sq6Sq2[Sq2]

Sq3Sq1[Sq1] (Sq9 + Sq7Sq2)[Sq1] + Sq5Sq2Sq1[Sq2]

Sq3[Sq2] Sq7Sq1[Sq2] + Sq6[Sq4]

Sq4[Sq1] + Sq2Sq1[Sq2] + Sq1[Sq4] Sq9[Sq1] + Sq5Sq1[Sq4]

Sq4Sq1[Sq1] Sq7Sq2[Sq1] + Sq8[Sq2] + Sq4Sq2[Sq4] + Sq2[Sq8]

Sq5[Sq1] + Sq3Sq1[Sq2] Sq7Sq2[Sq1] + Sq8[Sq2] + Sq4Sq2[Sq4] + Sq2[Sq8]

Sq5Sq1[Sq1] Sq9Sq1[Sq1]

(Sq5 + Sq4Sq1)[Sq2] Sq7Sq2Sq1[Sq1]

Sq6[Sq1] + Sq2Sq1[Sq4] Sq6Sq3Sq1[Sq1]

Sq6Sq1[Sq1] Sq7Sq3[Sq1] + Sq7Sq2[Sq2]

Sq4Sq2Sq1[Sq1] Sq6Sq3[Sq2]

Sq5Sq1[Sq2] Sq7Sq3[Sq1] + (Sq9 + Sq8Sq1 + Sq6Sq2Sq1)[Sq2]

Sq5Sq2[Sq1] + Sq4Sq2[Sq2] Sq7[Sq4]

Sq7[Sq1] + Sq6[Sq2] + Sq4[Sq4] (Sq9 + Sq8Sq1)[Sq2] + Sq6Sq1[Sq4]

Sq7[Sq1] + Sq3Sq1[Sq4] (Sq10 + Sq8Sq2)[Sq1] + Sq4Sq2Sq1[Sq4]

Sq7Sq1[Sq1] Sq9[Sq2] + Sq5Sq2[Sq4] + Sq3[Sq8]

Sq5Sq2Sq1[Sq1] Sq10[Sq1] + Sq2Sq1[Sq8]

Sq5Sq2[Sq2]

Sq7[Sq2] + Sq5[Sq4]

Sq6Sq2[Sq1] + Sq4Sq2Sq1[Sq2] + Sq4Sq1[Sq4]

Sq8[Sq1] + Sq7[Sq2] + Sq4Sq1[Sq4] + Sq1[Sq8]

Figure 14. A basis for ker(∂1) in degrees ≤ 11

(This generator will be particularly interesting when we get to the multiplicative structure in the Adams

E2-term, since it is dual to the indecomposable class c0 in Ext3,11A (F2,F2).) Then ∂3 : A {g3,0, . . . , g3,3} →
ker(∂2) is surjective in degrees t ≤ 11.

10.3.4. Filtration s = 4. In degrees ≤ 11 we have an additive basis

Sq1g3,0 Sq6Sq1g3,0

Sq2Sq1g3,0 Sq4Sq2Sq1g3,0

Sq3Sq1g3,0 Sq7Sq1g3,0

Sq4Sq1g3,0 Sq5Sq2Sq1g3,0

Sq5Sq1g3,0 Sq8g3,0 + (Sq5 + Sq4Sq1)g3,1 + Sq1g3,2

for ker(∂3), and a surjection ∂4 : P4 = A {g4,0, g4,1} → ker(∂3) where

∂4(g4,0) = Sq1g3,0

in degree 4, and

∂4(g4,1) = Sq8g3,0 + (Sq5 + Sq4Sq1)g3,1 + Sq1g3,2

in degree 11.
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g2,0
∂27−→ Sq1[Sq1]

Sq1g2,0 7−→ 0

Sq2g2,0 7−→ Sq2Sq1[Sq1] g2,1
∂27−→ Sq3[Sq1] + Sq2[Sq2]

Sq3g2,0 7−→ Sq3Sq1[Sq1] Sq1g2,1 7−→ Sq3[Sq2]

Sq2Sq1g2,0 7−→ 0

Sq4g2,0 7−→ Sq4Sq1[Sq1] Sq2g2,1 7−→ (Sq5 + Sq4Sq1)[Sq1] + Sq3Sq1[Sq2]

Sq3Sq1g2,0 7−→ 0

Sq5g2,0 7−→ Sq5Sq1[Sq1] Sq3g2,1 7−→ Sq5Sq1[Sq1]

Sq4Sq1g2,0 7−→ 0 Sq2Sq1g2,1 7−→ (Sq5 + Sq4Sq1)[Sq2]

Sq6g2,0 7−→ Sq6Sq1[Sq1] Sq4g2,1 7−→ Sq5Sq2[Sq1] + Sq4Sq2[Sq2]

Sq5Sq1g2,0 7−→ 0 Sq3Sq1g2,1 7−→ Sq5Sq1[Sq2]

Sq4Sq2g2,0 7−→ Sq4Sq2Sq1[Sq1]

Sq7g2,0 7−→ Sq7Sq1[Sq1] Sq5g2,1 7−→ Sq5Sq2[Sq2]

Sq6Sq1g2,0 7−→ 0 Sq4Sq1g2,1 7−→ Sq5Sq2[Sq2]

Sq5Sq2g2,0 7−→ Sq5Sq2Sq1[Sq1]

Sq4Sq2Sq1g2,0 7−→ 0

Sq8g2,0 7−→ Sq8Sq1[Sq1] Sq6g2,1 7−→ Sq6Sq3[Sq1] + Sq6Sq2[Sq2]

Sq7Sq1g2,0 7−→ 0 Sq5Sq1g2,1 7−→ 0

Sq6Sq2g2,0 7−→ Sq6Sq2Sq1[Sq1] Sq4Sq2g2,1 7−→ (Sq9 + Sq8Sq1 + Sq7Sq2 + Sq6Sq2Sq1)[Sq1]+

Sq5Sq2Sq1g2,0 7−→ 0 + Sq5Sq2Sq1[Sq2]

Sq9g2,0 7−→ Sq9Sq1[Sq1] Sq7g2,1 7−→ Sq7Sq3[Sq1] + Sq7Sq2[Sq2]

Sq8Sq1g2,0 7−→ 0 Sq6Sq1g2,1 7−→ Sq6Sq3[Sq2]

Sq7Sq2g2,0 7−→ Sq7Sq2Sq1[Sq1] Sq5Sq2g2,1 7−→ (Sq9Sq1 + Sq7Sq2Sq1)[Sq1]

Sq6Sq3g2,0 7−→ Sq6Sq3Sq1[Sq1] Sq4Sq2Sq1g2,1 7−→ (Sq9 + Sq8Sq1 + Sq7Sq2 + Sq6Sq2Sq1)[Sq2]

Sq6Sq2Sq1g2,0 7−→ 0

Figure 15. ∂2 on A {g2,0, g2,1} ⊂ P2

10.3.5. Filtration s ≥ 5. Things become quite simple from filtration degree s = 5 and onwards. In
degrees ≤ 11 we have an additive basis

Sq1g4,0 Sq5Sq1g4,0

Sq2Sq1g4,0 Sq6Sq1g4,0

Sq3Sq1g4,0 Sq4Sq2Sq1g4,0

Sq4Sq1g4,0

for ker(∂4), and a surjection ∂5 : P5 = A {g5,0} → ker(∂4) where ∂5(g5,0) = Sq1g4,0 in degree 5. Contin-
uing, we have a surjection ∂s : Ps = A {gs,0} → ker(∂s−1) in degrees ≤ 11, where ∂s(gs,0) = Sq1gs−1,0 in
degree s, for all 5 ≤ s ≤ 11.

Definition 10.10. We say that P∗ is a minimal resolution when im(∂s+1) ⊂ I(A ) · Ps for all s ≥ 0.
Then 1⊗ ∂s+1 : F2 ⊗A Ps+1 → F2 ⊗A Ps and Hom(∂s+1, 1) : HomA (Ps,F2)→ HomA (Ps+1,F2) are the
zero homomorphisms, so that

TorAs (F2,F2) = F2 ⊗A Ps = F2{gs,i}i
and

ExtsA (F2,F2) = HomA (Ps,F2) = F2{gs,i}∗i
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g2,2
∂27−→ Sq4[Sq1] + Sq2Sq1[Sq2] + Sq1[Sq4]

Sq1g2,2 7−→ Sq5[Sq1] + Sq3Sq1[Sq2]

Sq2g2,2 7−→ (Sq6 + Sq5Sq1)[Sq1] + Sq2Sq1[Sq4]

Sq3g2,2 7−→ Sq7[Sq1] + Sq3Sq1[Sq4]

Sq2Sq1g2,2 7−→ Sq6Sq1[Sq1] + Sq5Sq1[Sq2]

Sq4g2,2 7−→ (Sq7Sq1 + Sq6Sq2)[Sq1] + Sq4Sq2Sq1[Sq2] + Sq4Sq1[Sq4]

Sq3Sq1g2,2 7−→ Sq7Sq1[Sq1]

Sq5g2,2 7−→ Sq7Sq2[Sq1] + Sq5Sq2Sq1[Sq2] + Sq5Sq1[Sq4]

Sq4Sq1g2,2 7−→ (Sq9 + Sq8Sq1 + Sq7Sq2)[Sq1] + Sq5Sq2Sq1[Sq2]

Sq6g2,2 7−→ Sq7Sq3[Sq1] + Sq6Sq2Sq1[Sq2] + Sq6Sq1[Sq4]

Sq5Sq1g2,2 7−→ Sq9Sq1[Sq1]

Sq4Sq2g2,2 7−→ (Sq10 + Sq9Sq1 + Sq8Sq2 + Sq7Sq2Sq1)[Sq1] + Sq4Sq2Sq1[Sq4]

Figure 16. ∂2 on A {g2,2} ⊂ P2

Sq1g2,0 Sq7Sq1g2,0

Sq2Sq1g2,0 Sq5Sq2Sq1g2,0

Sq3Sq1g2,0 Sq5Sq1g2,1

Sq4g2,0 + Sq2g2,1 + Sq1g2,2 Sq6Sq2g2,0 + Sq4Sq2g2,1 + Sq4Sq1g2,2

Sq4Sq1g2,0 Sq8g2,0 + (Sq5 + Sq4Sq1)g2,2 + Sq1g2,4

Sq5g2,0 + Sq3g2,1 Sq8Sq1g2,0

Sq5Sq1g2,0 Sq6Sq2Sq1g2,0

Sq6g2,0 + Sq3Sq1g2,1 + Sq2Sq1g2,2 (Sq9 + Sq7Sq2)g2,0 + Sq5Sq2g2,1

Sq6Sq1g2,0 Sq9g2,0 + Sq5Sq1g2,2

Sq4Sq2Sq1g2,0 Sq4Sq2Sq1g2,0 + Sq6g2,2 + Sq2Sq1g2,3

(Sq5 + Sq4Sq1)g2,1

Sq7g2,0 + Sq3Sq1g2,2

Figure 17. A basis for ker(∂2) in degrees ≤ 11

for each s ≥ 0, where Ps = A {gs,i}i. Equivalently, the number of generators of Ps is minimal in each
internal degree. (This number is finite, since A is of finite type.)
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g3,0
∂37−→ Sq1g2,0

Sq1g3,0 7−→ 0

Sq2g3,0 7−→ Sq2Sq1g2,0

Sq3g3,0 7−→ Sq3Sq1g2,0 g3,1
∂37−→ Sq4g2,0 + Sq2g2,1 + Sq1g2,2

Sq2Sq1g3,0 7−→ 0

Sq4g3,0 7−→ Sq4Sq1g2,0 Sq1g3,1 7−→ Sq5g2,0 + Sq3g2,1

Sq3Sq1g3,0 7−→ 0

Sq5g3,0 7−→ Sq5Sq1g2,0 Sq2g3,1 7−→ (Sq6 + Sq5Sq1)g2,0 + Sq3Sq1g2,1 + Sq2Sq1g2,2

Sq4Sq1g3,0 7−→ 0

Sq6g3,0 7−→ Sq6Sq1g2,0 Sq3g3,1 7−→ Sq7g2,0 + Sq3Sq1g2,2

Sq5Sq1g3,0 7−→ 0 Sq2Sq1g3,1 7−→ Sq6Sq1g2,0 + (Sq5 + Sq4Sq1)g2,1

Sq4Sq2g3,0 7−→ Sq4Sq2Sq1g2,0

Sq7g3,0 7−→ Sq7Sq1g2,0 Sq4g3,1 7−→ (Sq7Sq1 + Sq6Sq2)g2,0 + Sq4Sq2g2,1 + Sq4Sq1g2,2

Sq6Sq1g3,0 7−→ 0 Sq3Sq1g3,1 7−→ Sq7Sq1g2,0 + Sq5Sq1g2,1

Sq5Sq2g3,0 7−→ Sq5Sq2Sq1g2,0

Sq4Sq2Sq1g3,0 7−→ 0

Sq8g3,0 7−→ Sq8Sq1g2,0 Sq5g3,1 7−→ Sq7Sq2g2,0 + Sq5Sq2g2,1 + Sq5Sq1g2,2

Sq7Sq1g3,0 7−→ 0 Sq4Sq1g3,1 7−→ (Sq9 + Sq8Sq1 + Sq7Sq2)g2,0 + Sq5Sq2g2,1

Sq6Sq2g3,0 7−→ Sq6Sq2Sq1g2,0

Sq5Sq2Sq1g3,0 7−→ 0

Figure 18. ∂3 on A {g3,0, g3,1} ⊂ P3

Theorem 10.11. There is a minimal resolution ε : P∗ → F2 with P0 = A {g0,0} and Ps = A {gs,i | i ≥
0}, where ∂s : Ps → Ps−1 is given in internal degrees t ≤ 11 by

∂1(g1,0) = Sq1g0,0

∂1(g1,1) = Sq2g0,0

∂1(g1,2) = Sq4g0,0

∂1(g1,3) = Sq8g0,0

∂2(g2,0) = Sq1g1,0

∂2(g2,1) = Sq3g1,0 + Sq2g1,1

∂2(g2,2) = Sq4g1,0 + Sq2Sq1g1,1 + Sq1g1,2

∂2(g2,3) = Sq7g1,0 + Sq6g1,1 + Sq4g1,2

∂2(g2,4) = Sq8g1,0 + Sq7g1,1 + Sq4Sq1g1,2 + Sq1g1,3

∂2(g2,5) = Sq7Sq2g1,0 + Sq8g1,1 + Sq4Sq2g1,2 + Sq2g1,3

∂3(g3,0) = Sq1g2,0

∂3(g3,1) = Sq4g2,0 + Sq2g2,1 + Sq1g2,2

∂3(g3,2) = Sq8g2,0 + (Sq5 + Sq4Sq1)g2,2 + Sq1g2,4

∂3(g3,3) = (Sq7 + Sq4Sq2Sq1)g2,1 + Sq6g2,2 + Sq2Sq1g2,3

∂4(g4,0) = Sq1g3,0

∂4(g4,1) = Sq8g3,0 + (Sq5 + Sq4Sq1)g3,1 + Sq1g3,2

∂5(g5,0) = Sq1g4,0

. . .

∂11(g11,0) = Sq1g10,0 .
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Proof. This summarizes the calculations above. The resolution is minimal, since we only added generators
gs,i with ∂s(gs,i) ∈ I(A ) ·Ps−1 = I(A ){gs−1,j}j . It should be clear that we can continue that way, since
A is connected. If any sum involving 1 · gs,i occurs in ker(∂s), then gs,i could be omitted from the basis
for Ps and ∂s : Ps → ker(∂s−1) would still be surjective. �

Theorem 10.12. Exts,∗A (F2,F2) ∼= F2{γs,i}i where γs,i : Ps → F2 is the A -module homomorphism dual
to gs,i, for each s ≥ 0. The bidegrees of the generators in internal degrees t ≤ 11 are as displayed in the
following chart. The horizontal coordinate is the topological degree t − s, the vertical coordinate is the
cohomological degree s, and the sum of these coordinates is the internal degree t.
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We have not yet computed the groups labeled · or ?, but we will prove below that the groups labeled ·
are 0. (This is the Adams (1966) vanishing theorem.) In fact, many of the groups labeled ? are also zero.

Proof. For each s ≥ 0 we have HomA (Ps,F2) ∼= HomA (A {gs,i}i,F2) ∼=
∏
i F2{γs,i}, where γs,i(gs,j) =

δi,j is 1 if i = j and 0 otherwise. It will be clear later that there are at most finitely many gs,i in a given
bidegree, so this product is finite in each degree. Then γs,i ◦ ∂s+1 = 0, so the cocomplex HomA (P∗,F2)
has trivial coboundary. Hence ExtsA (F2,F2) ∼= HomA (Ps,F2) ∼= F2{γs,i}i, as claimed. �

Lemma 10.13. Let ε : P∗ → F2 be a free A -module resolution. Then HomA (Ps,F2) ∼= Hom(F2 ⊗A

Ps,F2), so there is an isomorphism Exts,tA (F2,F2) ∼= Hom(TorAs,t(F2,F2),F2).

10.4. A minimal resolution at p = 3. Now consider the case of an odd prime p. The mod p Adams
E2-term for the sphere spectrum is

E∗,∗
2 = Ext∗,∗A (Fp,Fp) = H∗,∗(HomA (P∗,Fp), δ) ,

where

. . . −→ Ps
∂s−→ Ps−1 → · · · → P1

∂1−→ P0
ε−→ Fp → 0

is any free A -module resolution of Fp and δ = HomA (∂, 1).
We calculate a minimal such resolution for p = 3 in internal degrees t < 2p2 − 2 = 16. To begin, let

P0 = A {g0,0} ∼= A , with g0,0 in degree 0 and ε(g0,0) = 1. The admissible monomials

β, P 1, βP 1, P 1β, βP 1β, P 2, βP 2, P 2β, βP 2β, P p, βP p, P pβ, βP pβ

form a basis for ker(ε) = I(A ) in degrees t < 16.
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g1,0
∂17−→ βg0,0

βg1,0 7−→ 0

g1,1 7−→ P 1g0,0

P 1g1,0 7−→ P 1βg0,0

βg1,1 7−→ βP 1g0,0

βP 1g1,0 7−→ βP 1βg0,0

P 1βg1,0 7−→ 0

βP 1βg1,0 7−→ 0

P 1g1,1 7−→ P 1P 1g0,0 = 2P 2g0,0

P 2g1,0 7−→ P 2βg0,0

βP 1g1,1 7−→ 2βP 2g0,0

P 1βg1,1 7−→ P 1βP 1g0,0 = (βP 2 + P 2β)g0,0

βP 2g1,0 7−→ βP 2βg0,0

P 2βg1,0 7−→ 0

βP 1βg1,1 7−→ βP 2βg0,0

βP 2βg1,0 7−→ 0

P 2g1,1 7−→ 0

g1,2 7−→ P pg0,0

P pg1,0 7−→ P pβg0,0

βP 2g1,1 7−→ 0

P 2βg1,1 7−→ P 2βP 1g0,0 = (βP p − P pβ)g0,0
βg1,2 7−→ βP pg0,0

βP pg1,0 7−→ βP pβg0,0

P pβg1,0 7−→ 0

βP 2βg1,1 7−→ −βP pβg0,0
βP pβg1,0 7−→ 0

Figure 19. ∂1 : P1 → P0 for p = 3

10.4.1. Filtration s = 1. To define a surjection ∂1 : P1 → ker(ε), it suffices to add generators to P1 that
map to a basis for the algebra indecomposables

Q(A ) = I(A )/I(A )2 = Fp{β, P 1, P p, . . . } .
Let

P1 = A {g1,0, g1,1, g1,2, . . . }
be generated by g1,0 in degree t = 1 with ∂1(g1,0) = βg0,0, g1,1 in degree t = 2p− 2 = 4 with ∂1(g1,1) =
P 1g0,0, g1,2 in degree t = 2p2 − 2p = 12 with ∂1(g1,2) = P pg0,0, and so on. In general, g1,i+1 in degree

t = 2pi(p− 1) maps to P p
i

g0,0 for each i ≥ 0. The boundary ∂1 is given in Figure 19, in internal degrees
t ≤ 15. A basis for its kernel is shown in Figure 20, in the same range of degrees.

10.4.2. Filtration s = 2. Next we define a surjection ∂2 : P2 → ker(∂1). Let

P2 = A {g2,0, g2,1, g2,2, g2,3, . . . }
be generated by g2,0 in degree t = 2 with ∂2(g2,0) = βg1,0, by g2,1 in degree t = 4p − 3 = 9 with
∂2(g2,1) = 2P 2g1,0+(βP 1−2P 1β)g1,1, by g2,2 in degree 2p2−2p = 12 with ∂2(g2,2) = P p−1g1,1 = P 2g1,1,
by g2,3 in degree 2p2 − 2p+ 1 = 13 with ∂2(g2,3) = P pg1,0 + P 2βg1,1 − βg1,2, and so on. Note how g2,0
corresponds to the relation β2 = 0, g2,1 corresponds to the Adem relation P 1βP 1 = βP 2 + P 2β (and
P 1P 1 = 2P 2), and g2,2 corresponds to the Adem relation P p−1P 1 = 0. [[Continue with g2,3.]] The
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βg1,0

P 1βg1,0

βP 1βg1,0

2P 2g1,0 + (βP 1 − 2P 1β)g1,1

P 2βg1,0

βP 2g1,0 − βP 1βg1,1

βP 2βg1,0

P 2g1,1

P pg1,0 + P 2βg1,1 − βg1,2
βP 2g1,1

βP pg1,0 + βP 2βg1,1

P pβg1,0

βP pβg1,0

Figure 20. A basis for ker(∂1) at p = 3

boundary ∂2 is given in Figure 21, in degrees t ≤ 15. A basis for its kernel is shown in Figure 22, in the
same degrees.

10.4.3. Filtration s = 3. We continue by defining a surjection ∂3 : P3 → ker(∂2). Let

P3 = A {g3,0, g3,1, g3,2, . . . }

be generated by g3,0 in degree t = 3 with ∂3(g3,0) = βg2,0, by g3,1 in degree t = (?) = 13 with
∂3(g3,1) = P 1g2,1−βg2,2, by g3,2 in degree t = (?) = 14 with ∂3(g3,2) = P pg2,0 +P 1βg2,1−βg2,3, and so
on. The boundary ∂3 is given in Figure 23, in degrees t ≤ 15. A basis for its kernel is shown in Figure 24,
in the same range.

10.4.4. Filtrations s ≥ 4. From here on we get surjections ∂s : Ps → ker(∂s−1) for s ≥ 4 by letting

Ps = A {gs,0, . . . }

with gs,0 in degree s, where ∂s(gs,0) = βgs−1,0, and so on.

Theorem 10.14. There is a minimal resolution ε : P∗ → F3, with P0 = A {g0,0} and Ps = A {gs,i | i ≥
0}, where ∂s : Ps → Ps−1 is given in internal degree t ≤ 15 by

∂1(g1,0) = βg0,0

∂1(g1,1) = P 1g0,0

∂1(g1,2) = P pg0,0

∂2(g2,0) = βg1,0

∂2(g2,1) = 2P 2g1,0 + (βP 1 − 2P 1β)g1,1

∂2(g2,2) = P p−1g1,1

∂2(g2,3) = P pg1,0 + P 2βg1,1 − βg1,2
∂3(g3,0) = βg2,0

∂3(g3,1) = P 1g2,1 − βg2,2
∂3(g3,2) = P pg2,0 + P 1βg2,1 − βg2,3
∂4(g4,0) = βg3,0

. . .

∂15(g15,0) = βg14,0 .
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g2,0
∂27−→ βg1,0

βg2,0 7−→ 0

P 1g2,0 7−→ P 1βg1,0

βP 1g2,0 7−→ βP 1βg1,0

P 1βg2,0 7−→ 0

βP 1βg2,0 7−→ 0

g2,1 7−→ 2P 2g1,0 + (βP 1 − 2P 1β)g1,1

P 2g2,0 7−→ P 2βg1,0

βg2,1 7−→ 2βP 2g1,0 − 2βP 1βg1,1

βP 2g2,0 7−→ βP 2βg1,0

P 2βg2,0 7−→ 0

βP 2βg2,0 7−→ 0

g2,2 7−→ P 2g1,1

P 1g2,1 7−→ (βP 2 − 3P 2β)g1,1 = βP 2g1,1

βg2,2 7−→ βP 2g1,1

g2,3 7−→ P pg1,0 + P 2βg1,1 − βg1,2
P pg2,0 7−→ P pβg1,0

βP 1g2,1 7−→ 0

P 1βg2,1 7−→ (βP p − P pβ)g1,0 − 2βP pβg1,1

βg2,3 7−→ βP pg1,0 + βP 2βg1,1

βP pg2,0 7−→ βP pβg1,0

P pβg2,0 7−→ 0

βP 1βg2,1 7−→ −βP pβg1,0

Figure 21. ∂2 : P2 → P1 for p = 3

βg2,0

P 1βg2,0

βP 1βg2,0

P 2βg2,0

βP 2βg2,0

P 1g2,1 − βg2,2
P pg2,0 + P 1βg2,1 − βg2,3
βP 1g2,1

βP pg2,0 + βP 1βg2,1

P pβg2,0

Figure 22. A basis for ker(∂2) at p = 3
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g3,0
∂37−→ βg2,0

βg3,0 7−→ 0

P 1g3,0 7−→ P 1βg2,0

βP 1g3,0 7−→ βP 1βg2,0

P 1βg3,0 7−→ 0

βP 1βg3,0 7−→ 0

P 2g3,0 7−→ P 2βg2,0

βP 2g3,0 7−→ βP 2βg2,0

P 2βg3,0 7−→ 0

βP 2βg3,0 7−→ 0

g3,1 7−→ P 1g2,1 − βg2,2
βg3,1 7−→ βP 1g2,1

g3,2 7−→ P pg2,0 + P 1βg2,1 − βg2,3
P pg3,0 7−→ P pβg2,0

βg3,2 7−→ βP pg2,0 + βP 1βg2,1

Figure 23. ∂3 : P3 → P2 for p = 3

βg3,0

P 1βg3,0

βP 1βg3,0

P 2βg3,0

βP 2βg3,0

Figure 24. A basis for ker(∂3) at p = 3

Theorem 10.15. Exts,∗A (F3,F3) ∼= F3{γs,i}i, where γs,i : Ps → F3 is the A -module homomorphism dual
to gs,i. The generators in internal degree t ≤ 15 are displayed in the following figure.
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We have not yet computed the groups labeled · or ?, but by the May vanishing theorem, see Ravenel
(1986, Theorem 3.4.5(b)), the groups labeled · are 0. In fact, many of the groups labeled ? are also zero.
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The first possible differential is d1,122 on γ1,2), which indeed equals γ3,1. Once we have proved conver-
gence and the visible vanishing line, it follows that π∗(S)

∧
3 begins as follows.

n πn(S)
∧
3 gen. rep.

0 Z3 ι γ0,0
1 0
2 0
3 Z/3 α1 γ1,1
4 0
5 0
6 0
7 Z/3 α2 γ2,1
8 0
9 0
10 Z/3 β1 γ2,2
11 Z/9 α3/1 γ2,3
12 0

The cyclic groups in degrees 2i(p−1)−1 = 4i−1, generated by the α-classes, equal the image im(J)∗
of the J-homomorphism J∗ : π4i−1(O) → π4i−1(S). As becomes visible in degree 2p(p − 1) − 1 = 11,
the order of this cyclic group im(J)2i(p−1)−1 varies with i. It is pj+1 = 3j+1 where j = vp(i) is the
p-valuation of i, or equivalently, the p-component of pi. The element of order p in this image is denoted
αi, for i ≥ 1, and αi = pjαi/j , where αi/j is a generator of this cyclic group. This pattern persists for
all odd primes p, but the case p = 2 is more complicated.

The first element of π∗(S)
∧
p that is not in the image of J , hence is in the cokernel of J , is β1 in

π2p(p−1)−2(S)
∧
p , represented in Adams filtration 2 by γ2,2.

11. Bruner’s ext-program

11.1. Overview. Robert R. Bruner (1993) has developed a package of C-programs and shell scripts,

usually called ext, which can calculate Exts,tA (M,F2) over the mod 2 Steenrod algebra A for many
modules M , in a finite range of filtration degrees s and internal degrees t.

The strategy is to compute a minimal free resolution ε : P∗ → M of the A -module M , one internal
degree t at a time, starting from filtration degree s = 0 and moving upwards. The A -module basis
{gs,i}i for Ps then also gives an F2-vector space basis for F2 ⊗A Ps = TorAs (F2,M). The dual basis
{γs,i}i, with γs,i(gs,j) = δi,j , is then an F2-vector space basis for ExtsA (M,F2).

The program can compute induced homomorphisms, Yoneda products and some Massey products,
and produces output in text, TEX, Postscript and PDF formats. It can also make similar calculations
over the subalgebra A(2) = 〈Sq1, Sq2, Sq4〉 of A , but is not prepared to calculate at odd primes p.

See subsection 11.2 for a guide to how to install the current version of ext. Thereafter, see sub-
section 11.3 to see how to encode an A -module M in a format that the ext program can use, and
subsection 11.4 for where to store and process such module definition files. To resolve a module, first
see subsection 11.5 for how to create the subdirectory where that calculation takes place, and then see
subsection 11.6 for how to run the script that calculates the minimal resolution. [[ETC]]

11.2. Installation. At the time of writing, the most recent version of ext is ext.1.8.7 from April 14th
2014. It can be downloaded via Bruner’s home page at http://www.math.wayne.edu/~rrb/papers/,
or directly from http://www.math.wayne.edu/~rrb/papers/ext.1.8.7.tar.gz, using a web browser.
Save the file ext.1.8.7.tar.gz in a directory. In this guide we will assume that this directory is called
ext. You may be offered to create such a directory when saving the file, or you can create one using
mkdir ext.

Open a terminal window and move to the ext directory, using a command like cd ext. The file is a
compressed (gzip’ed) tape archive (tar-file). First uncompress it using gunzip ext.1.8.7.tar.gz. This
enlarges the file from about 2 MB to about 5 MB, and gives it the new name ext.1.8.7.tar. Then
unpack the archive using tar -xvf ext.1.8.7.tar. To list the resulting files use ls, giving output
like A A2 copyright doc ext.1.8.7.tar NEW README START HERE TODO. The files START HERE (up to
date for version 1.8) and README (dating from versions 1.6, 1.65 and 1.66) explain the basic usage of the
ext program. There is further documentation in the doc subdirectory, and an account of the changes
made since version 1.66 is given in NEW. The subdirectory A will contain the code and data for making
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calculations over the mod 2 Steenrod algebra A . The subdirectory A2 will contain the corresponding
code and date for calculations over the subalgebra A(2).

To complete the installation, follow the instructions in section I of START HERE, namely do cd A fol-
lowed by ./Install. This runs the shell script Install in ext/A. The script compiles several programs,
and assumes that the GNU C-compiler gcc is already installed on the system. If not, you will need to
install gcc first. There will be some warning messages regarding storage.c and splitname.c. Appar-
ently it is difficult to avoid these on all different systems. It may be possible to write Install in place of
./Install, but this depends on the settings of your system, i.e., whether the current directory (.) is in
the search path variable $PATH. We will not assume that it is, and therefore use the explicit ./-commands.
Finally, move up to ext and down to the A2 directory using cd ../A2, and then do ./Install in that
directory to compile the remaining programs. Again there will be some warning messages. Do cd .. to
return to the main directory (the one we are assuming is called ext). This completes the installation.

11.3. The module definition format. In order to calculate Ext∗,∗A (M,F2), we must first specify the
A -moduleM . Before version 1.5, the user was expected to provide a program (called module.c) that con-
tained functions keeping track of a F2-vector space basis forM , and the action of elements in the Steenrod
algebra on those basis elements. This is documented in ext/doc/readme.1.0 and ext/doc/module.doc,
but is now largely irrelevant, due to the new interface for module definitions introduced in version 1.5,
partly written by Jeff Igo. It is documented in ext/doc/modfmt.ascii and ext/doc/modfmt.html, in
addition to the following explanation.

The A -module M , which may eventually have a completely different name, must be presented to the
ext program as a finite dimensional F2-vector space with a chosen ordered basis (v0, v1, . . . , vn−1). If
there are n basis vectors, they will be numbered from 0 to n− 1, inclusive. The A -module action must
be specified by listing the value Sqr(vi) of each Steenrod squaring operation Sqr on each basis vector vi,
for r ≥ 1 and 0 ≤ i < n, except that operations that take the value 0 can be omitted. This ensured that
only finitely many values need to be specified.

If one is really interested in an infinite-dimensional module M , such as H∗RP∞ = F2[x], one must
choose to truncate this module at some finite internal degree b, discarding all generators in internal
degrees t > b. This will not affect Exts,tA (M,F2) for t ≤ b, so a partial calculation in a finite range of
internal degrees is possible, if M is bounded below and of finite type. If M is not bounded below, or has
infinitely many generators in a single degree, then the ext-program will not be able to calculate with it.

The module definition file will be a text file with two parts. The first part specifies the internal grading
of the vector space basis. The second part specifies the action by the Steenrod operations.

The first part has the format

n

t0 t1 . . . t(n-1)

where n is the F2-vector space dimension of M , i.e., the number of basis vectors v0, v1, . . . , vn−1, and
t0t1 . . . tn−1 are the internal degrees of those basis vectors. Beware that these basis vectors are assumed
to be ordered so that the sequence of internal degrees is non-decreasing. In other words, a basis vector
cannot be followed by a basis element in strictly lower internal degree. (If your module definition file
does not satisfy this condition, the program ext/A/samples/sortDef can reorder the basis as needed.)

For example, if M = H∗(S) = F2 has a single generator in internal degree 0, the module definition
file would begin:

1

0

If M = H̃∗(RP 4) has four generators x, x2, x3 and x4 in degrees 1, 2, 3 and 4, the module definition file
would begin:

4

1 2 3 4

Note that the names of the generators are irrelevant for the program; it simply considers the basis as an
ordered list of n elements, and keeps track of the individual basis elements by their index in that list,
which is a number between 0 and n − 1. (This index is typically different from the internal degree of
that generator.) However, the ordering of the basis elements (within a given internal degree) will be of
importance when the Steenrod operations are to be specified.

The second part consists of a list of lines, one for each nonzero operation Sqr(vi) with r ≥ 1. If
Sqr(vi) = vj1 + vj2 + · · ·+ vjk is a sum of k different terms, then that line will appear as follows:
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i r k j1 j2 . . . jk

The first entry, i, tells us which basis vector, vi, is being acted upon. The second entry, r, tells us
which Steenrod operation, Sqr, is acting nontrivially on that basis vector. The value of Sqr(vi) is a
homogeneous element in M , hence is a sum of one or more of the basis vectors in that internal degree.
The third entry (k) tells us how many different terms there are in that sum. The remainder of the
line contains k entries, and these are the indices j1, j2, . . . , jk of the basis vectors that occur in the sum
Sqr(vi) = vj1 + vj2 + · · · + vjk . [[Usually j1 < j2 < · · · < jk. Is this necessary? Duplications are not
allowed, I believe.]]

For example, if M = H∗(S) = F2, there are no nonzero operations Sqr, so the second part is empty;
it consists of zero lines.

If M = H̃∗(RP 4), the Steenrod operations satisfy Sqr(xi) =
(
i
r

)
xr+i. The nonzero operations are

Sq1(x) = x2, Sq1(x3) = x4 and Sq2(x2) = x4. The operation Sq1(x) = x2 is specified by the line

0 1 1 1

where the first 1 means that we are acting on the generator numbered 0, i.e., x, the second 1 means that
we are specifying the value of Sq1 on that generator, the third 1 means that Sq1(x) = x2 is a sum of one
term only, and the last 1 means that that one term is the generator numbered 1, i.e., x2. The operation
Sq1(x3) = x4 is specified by the line

2 1 1 3

where the first 2 means that we are acting on the generator numbered 2, i.e., x3, the second 1 means
that we are specifying the value of Sq1 on that generator, the third 1 means that Sq1(x3) = x4 is a sum
of one term only, and the last 3 means that that one term is the generator numbered 3, i.e., x4. The
operation Sq2(x2) = x4 is specified by the line

1 2 1 3

where the first 1 means that we are acting on the generator numbered 1, i.e., x2, the second 2 means
that we are specifying the value of Sq2 on that generator, the third 1 means that Sq2(x2) = x4 is a sum
of one term only, and the last 3 means that that one term is the generator numbered 3, i.e., x4. The
combined second part of the module definition file for this M is therefore:

0 1 1 1

2 1 1 3

1 2 1 3

The ordering of the lines does not matter. If preferred, we could also have used the following specification

0 1 1 1

1 2 1 3

2 1 1 3

in order of the basis elements vi, followed by the order of the squaring operations Sqr(vi) on those basis

elements. With this ordering, the whole module definition file for H̃∗(RP 4) would appear as follows.

4

1 2 3 4

0 1 1 1

1 2 1 3

2 1 1 3

This file can be created in a text editor.

11.4. The samples directory. Module definitions for A -modules can conveniently be stored in the
directory ext/A/samples. The file name can be freely chosen, but it is convenient to let it specify the
A -module, or perhaps a spectrum whose cohomology realizes that A -module. The module definition for
F2 can thus be saved under one of the names F2, F2.def, S or S.def in ext/A/samples. That directory
also contains some tools for working with module definitions. See the file ext/A/samples/README for
some documentation. The programs tensorDef, dualizeDef, collapse and truncate let you build new
module definition files from old ones.

For example, if M.def and N.def contain the definitions of two A -modules M and N , then the com-
mand ./tensorDef M.def N.def MN.def will produce a new module definition file MN.def, presenting
the tensor productM⊗N (with the diagonal A -action, more on that later). IfM = H∗X and N = H∗Y ,
then M ⊗ N = H∗(X ∧ Y ). If the ordered basis for M is (vi)i and the ordered basis for N is (wj)j ,

70



the basis chosen for M ⊗N will consist of the set of tensors {vi ⊗wj}i,j , but the ordering of these basis
vectors may not be obvious. The program tensorDef therefore outputs a list of the pairs (i, j), in the
order that is chosen for M ⊗N . A copy of this output may be saved, since it can become useful later.

For another example, if M.def contains the definition of an A -module M , then ./dualizeDef

M.def DM.def will produce a new module definition file DM.def, presenting the dual A -module M∗ =
HomF2(M,F2) (with the conjugated A -action, more on that later). IfM = H∗X, thenM∗ = H∗(DX) =
H−∗(X), where DX = F (X,S) is the functional dual of X. For finite CW spectra X, this is the same
as the Spanier–Whitehead dual of X. [[Is the basis {v∗i }i for M∗ ordered by reversing the order of the
basis (vi)i for M?]]

Calling these commands without an argument, as in ./collapse or ./truncate, gives short messages
explaining their usage.

The consistency command, in its improved version called newconsistency, checks whether the
Steenrod operations listed in a module definition file actually define an A -module, i.e., if the operations
satisfy the Adem relations. If all Adem relations are satisfied, it exits quietly. If they are not, it lists the
Adem relations that are not satisfied, and the generator on which this failure takes place.

[[Can use newconsistency to complete a partial definition of an A -module, where only the action of

the algebra indecomposables Sq2
i

are given, to one where the action of all Sqr are given. To do this, start
by adding operations to correct the lowest degree error message from newconsistency, and continue.]]

11.5. Creating a new module. To make ExtA -calculations with an A -moduleM , defined by a module
definition file M.def in ext/A/samples, use cd .. or something similar to go to ext/A. Then use the
command ./newmodule M samples/M.def to create a subdirectory ext/A/M that contains the data and
code relevant for the calculations for M . In general, replace M with a more memorable name for the
module in question. newmodule calls on newconsistency to check that the module definition file M.def
actually defines an A -module. If it does not, go back and correct it before calling newmodule again.

A copy of the module definition file will be stored as Def in ext/A/M.
The ExtA -calculations for M will be carried out by finding a finite part of a minimal resolution

P∗ → M , in a range of filtration degrees 0 ≤ s ≤ smax, where smax is the number stored in the file
ext/A/M/MAXFILT.

Psmax
−→ . . . −→ Ps

∂s−→ Ps−1 −→ . . . −→ P0
ε−→M → 0 .

Usually a common smax-value for all A -modules is set in the file ext/A/MAXFILT, and newmodule will
copy this value into ext/A/M/MAXFILT when creating the directory for M . [[It should not be changed
after newmodule has completed creating the module.]]

The data specifying the minimal resolution will be stored in the files Diff.0, Diff.1, . . . . Here
Diff.s will specify the internal degrees of the A -module generators gs,i for Ps, and the values ∂s(gs,i)
in Ps−1 of the boundary homomorphism ∂s on these generators. These values will be expressed as sums
of elements in the free A -module on the generators gs−1,j of Ps−1. [[What happens for s = 0?]]

The computation will be done one internal degree t at a time, assuming that the calculations for
lower internal degrees have already been done. The first line of each Diff.s contains two numbers. The
second is the internal degree t up to which the calculation of Ps and ∂s has been completed, so far. The
first is the number of generators that have been added to Ps, in internal degrees less than or equal to
t. Both of these numbers are set to 0 at the outset, when the module is created with newmodule. [[Can
this confuse the program if M starts in negative degrees, and dims is started at t = 0?]]

[[Explain format of Diff-files.]]

11.6. Resolving a module. To resolve a module M , created from a module definition file M.def in
ext/A/samples using ./newmodule M samples/M.def in ext/A, move into ext/A/M using cd M. (In gen-
eral, replace M by the directory name chosen for the module.) Suppose that the moduleM is concentrated
in internal degrees t ≥ 0, and that we want to make the calculation up to internal degree t = 60. Then
we use the script dims, which automatically starts a series of scripts nextt, each handling one t at a
time. To calculate in the range just mentioned, use ./dims 0 60.

In general, the command ./dims a b in the directory ext/A/M will calculate the resolution P∗ for
0 ≤ s ≤ smax in the range of internal degrees a ≤ t ≤ b, under the assumption that the calculation is
already finished for t < a, starting with t = a and working its way up.

For each t, the calculation proceeds on s at a time, calculating the kernel of ∂s−1 : Ps−1 → Ps−2 in
degree t, identifying the image of ∂s : Ps → Ps−1 when restricted to the generators of Ps in internal
degrees less than t, and choosing an F2-basis for a complementary subspace. For each basis vector vi,
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an A -module generator gs,i is added to Ps in internal degree t, and ∂s(gs,i) is set equal to vi. [[Is this a
fair representation of how the program actually works?]]

The subdirectory ext/A/M/logs will contain log files, recording the progress made. Use ls logs in
ext/A/M to get a quick look at the progress, or try ls -lrt logs for more detailed timing information.

After dims is finished, the calculation can be continued with another call to the same script, for
instance by ./dims 61 100.

[[Explain report and display.]]
[[ETC]]

12. Convergence of the Adams spectral sequence

12.1. The Hopf–Steenrod invariant. For p = 2, the standard notation for the class γ1,i, dual to the

indecomposable Sq2
i

, is hi. See Adams (1958). The h is for Hopf, since these classes detect the stable
maps of spheres with Hopf invariant one.

Lemma 12.1. TorA1 (F2,F2) ∼= I(A )/I(A )2 = Q(A ) ∼= F2{Sq2
i | i ≥ 0} and Ext1A (F2,F2) ∼=

Hom(TorA1 (F2,F2),F2) ∼= F2{hi | i ≥ 0} where hi has bidegree (s, t) = (1, 2i) and is dual to Sq2
i

,
for each i ≥ 0.

Proof. There exists a free resolution · · · → P1 → P0 → F2 → 0 where P0 = A and P1 = A {g1,i}i
with ∂1 : g1,i 7→ Sq2

i

for all i ≥ 0. The resolution is exact at P0 since the Sq2
i

generate the left ideal
I(A ) ⊂ A , and it is minimal there since ∂1(P1) ⊂ I(A )P0. It is also minimal at P1, since the surjection
P1 → I(A ) induces an isomorphism F2{g1,i}i = F2 ⊗A P1 = P1/I(A )P1 → I(A )/I(A )2 = Q(A ),

so that ∂2(P2) = ker(∂1) ⊂ I(A )P1. Hence TorA1 (F2,F2) ∼= F2 ⊗A P1
∼= Q(A ) and Ext1A (F2,F2) ∼=

HomA (P1,F2) ∼= F2{hi}i, as claimed. ((Proof using bar complex?)) �

Lemma 12.2. For p odd, TorA1 (Fp,Fp) ∼= Fp{β, P p
i | i ≥ 0} and Ext1A (Fp,Fp) ∼= Fp{a0, hi | i ≥ 0},

where a0 has bidegree (s, t) = (1, 1) and is dual to β, and hi has bidegree (s, t) = (1, 2pi(p − 1)) and is

dual to P p
i

, for each i ≥ 0.

Proof. The proof is similar to the case p = 2, using a free resolution ε : P∗ → Fp, with P0 = A and

P1 = A {g1,0, g1,i+1 | i ≥ 0}, where ∂1(g1,0) = β and ∂1(g1,i+1) = P p
i

for each i ≥ 0. �

We shall soon prove that the Adams spectral sequence

Es,t2 = Exts,tA (F2,F2) =⇒ πt−s(S)
∧
2

converges to the 2-adic completion of the stable homotopy groups of spheres. The chart in Theorem 10.12
above displays the E2-term in the range t ≤ 11. [[EDIT FROMHERE TO TAKE INTO ACCOUNT THE
ADAMS VANISHING LINE.]] We will see later that the pattern above the diagonal line, where s > t−s,
continues. There is an isomorphism Exts,sA (F2,F2) ∼= F2{γs,0} for all s ≥ 0, while Exts,tA (F2,F2) = 0 for
t − s < 0 and for 0 < t − s < s. Thus the groups labeled · in the chart are 0. Granting this, the only
possible dr-differentials starting in total degree t − s ≤ 6, for r ≥ 2, are the ones starting on γ1,1 = h1
and landing in the group generated by γr+1,0.

However, these differentials are all 0, as can be seen either by proving that γs,0 detected 2s ∈ π0(S),
or that γ1,1 detects η ∈ π1(S), or by appealing to multiplicative structure in the spectral sequence.
Granting this, we can conclude that E2 = E∞ in this range of degrees, so that the groups F2{γs,i} in
one topological degree n = t− s, for s ≥ 0 and n ≤ 5 are the filtration quotients of a complete Hausdorff
filtration {F s}s that exhausts πn(S)

∧
2 .

For n = 0, we already know that π0(S) = Z so π0(S)
∧
2 = Z2. The only possible filtration is the 2-adic

one, with F s = 2sZ2 ⊂ Z2 and F s/F s+1 ∼= 2sZ2/2
s+1Z2

∼= F2{γs,0} for all s ≥ 0. For n = 1 we deduce
that π1(S)

∧
2
∼= Z/2{γ1,1} = Z/2{h1}. In fact π1(S) = Z/2{η} is generated by the complex Hopf map

η : S1 → S. For n = 2 we deduce that π2(S)
∧
2
∼= Z/2{γ2,1}. We shall see later that π2(S) = Z/2{η2}

is generated by the composite η2 = η ◦ Ση : S2 → S. For n = 3 we deduce that π3(S)
∧
2 is an abelian

group of order 8. We shall see later that π3(S)
∧
2
∼= Z/(8) is the 2-Sylow subgroup of π3(S) ∼= Z/24,

generated by the quaternionic Hopf map ν : S3 → S. Finally, for now, we conclude that π4(S)
∧
2 = 0 and

π5(S)
∧
2 = 0, and in fact π4(S) = π5(S) = 0. [[EDIT TO HERE.]]

Lemma 12.3. (Hopf, Steenrod) For p = 2, let f : Sn → S be a map with 0 = f∗ : H∗(S) → H∗(Sn),
and let Cf = hocofib(f) = S ∪f en+1 be its mapping cone. Suppose that Sqn+1 : H0(Cf )→ Hn+1(Cf ) is
nonzero. Then n+ 1 = 2i for some i ≥ 0 and [f ] ∈ πn(S) is detected in the Adams spectral sequence by

hi ∈ E1,2i

2 .
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Proof. Consider the canonical Adams tower for Y = S, with Y 0 = S, K0 = H, Y 1 = Σ−1H̄ and
K1 = H ∧ Σ−1H̄. The composite j ◦ f is null-homotopic, since d(f) = f∗ = 0, so we have a map of
cofiber sequences:

Sn
f

//

e

��

S // Cf //

d

��

Sn+1

Σe
��

Σ−1H̄
i //

j

��

S
j
// H

∂ // H̄

H ∧ Σ−1H̄

Here d : Cf → H and e : Sn → Σ−1H̄ are determined by a null-homotopy of f . Applying cohomology to
the right hand part of the diagram, we get a map of A -module extensions:

F2 H∗(Cf )oooo Σn+1F2
oooo

F2 A
j∗

oooo

d∗

OO

I(A )oo∂∗
oo

Σe∗

OO

Here d∗(1) = 1, so by assumption d∗(Sqn+1) 6= 0. Hence Σe∗(Sqn+1) 6= 0. This is impossible if
Sqn+1 is decomposable, so we must have n + 1 = 2i for some i ≥ 0. Then e∗ 6= 0, which implies that
j ◦ e : Sn → H ∧ Σ−1H̄ is essential (= not null-homotopic).

This proves that [f ] ∈ πn(S) lifts to πn(Y 1) but not to πn(Y
2), hence corresponds under the isomor-

phism F 1/F 2 ∼= E1,∗
∞ to a nonzero class in E1,2i

∞ ⊂ E1,2i

2 = F2{hi}. The only possibility is that [f ] is
detected by hi. �

Lemma 12.4. (Hopf, Steenrod) For p odd, let f : Sn → S be a map with 0 = f∗ : H∗(S) → H∗(Sn),
and let Cf = hocofib(f) = S ∪f en+1 be its mapping cone. Suppose that P k : H0(Cf ) → Hn+1(Cf ) is
nonzero, with n+ 1 = 2k(p− 1). Then k = pi for some i ≥ 0 and [f ] ∈ πn(S) is detected in the Adams

spectral sequence by hi ∈ E1,2pi(p−1)
2 . Alternatively, suppose that β : H0(Cf )→ H1(Cf ) is nonzero. Then

n = 0 and [f ] ∈ π0(S) is detected by a0 ∈ E1,1
2 .

Proof. The proof is similar to the 2-primary case. �

The class of Σe∗◦∂1 : P1 → Σn+1Fp in Ext1,n+1
A (Fp,Fp) = Fp{hi} is called the Hopf–Steenrod invariant,

or the cohomology e-invariant, of [f ]. It is only defined for the [f ] with vanishing d-invariant. More
generally, we have a diagram

F 2 // // F 1 // //

e

��

F 0 = [X,Y ]n

d

��

Ext1,n+1
A (H∗(X),H∗(Y )) Homn

A (H∗(X),H∗(Y ))

for each pair of spectra X and Y .

Theorem 12.5. The Hopf maps 2: S → S, η : S1 → S, ν : S3 → S and σ : S7 → S are detected in the
Adams spectral sequence by the classes h0, h1, h2 and h3, respectively. These are infinite cycles in the
spectral sequence.

Proof. In each case, f : Sn → S is the stable form of a fibration Σn+1f : S2n+1 → Sn+1, with mapping
cone a projective plane P 2. Here H∗(P 2) = P (x)/(x3) = F2{1, x, x2}, where |x| = n + 1, by Poincaré
duality Hence Sqn+1(x) = x2 6= 0, and the previous lemma applies. Quite explicitly, ΣC2 = RP 2 has a
nonzero Sq1, Σ2Cη = CP 2 has a nonzero Sq2, Σ4Cν = HP 2 has a nonzero Sq4 and Σ8Cσ = OP 2 has a
nonzero Sq8. �

The names η, ν and σ for the Hopf maps detected by h1, h2 and h3 are supposedly unrelated to the
correspondence between the initial phonemes in the Greek letters “eta”, “nu” and “sigma” and in the
first three Japanese numerals “ichi”, “ni” and “san”. We shall see later that none of the classes hi for
i ≥ 4 survive to the E∞-term, so there are no maps Sn → S with nonzero Hopf–Steenrod invariant for
n ≥ 8.
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Theorem 12.6. Let p be odd. There are maps p : S → S and α1 : S
2p−3 → S that are detected in the

Adams spectral sequence by the classes a0 and h0, respectively. These are infinite cycles in the spectral
sequence.

Proof. The Bockstein homomorphism β acts nontrivially in the cohomology H∗(Cp) of the mapping cone
Cp = S ∪p e1 of the degree p map p : S → S, so [p] ∈ π0(S) is detected in the Adams spectral sequence
by a0.

The map α1 ∈ π2p−3(S) is the stable image of the generator of π2p(S
3)∧p
∼= Z/p that we discussed

in Theorem 5.3. It can be constructed as the stable attaching map of the 2p-cell to the 2-cell in CP p,
after p-completion, but this requires proving that the attaching map φ : S2p−1 → CP p−1 compresses into
i : S2 = CP 1 ⊂ CP p−1. For each 2 ≤ k ≤ p − 1 the obstruction to compressing a map S2p−1 → CP k
into CP k−1 lies in π2p−1(S

2k) ∼= π2(p−k)−1(S), so if we assume that we know that this group is trivial,

after p-completion, then φ compresses as i ◦ α for a map α : S2p−1 → S2. [[Another proof of this fact
can be given using the action of roots of unity in Zp on (CP p)∧p .]] Then i induces a map j : Cα =

S2 ∪α e2p → CP p, and j∗ : H∗(CP p) = Fp[y]/(yp+1)→ H∗(Cα) maps 1 and yp to generators of H∗(Cα).
Since P 1(y) = yp in H∗(CP p), it follows that P 1 acts nontrivially in H∗(Cα), so the stable class α1 of
α is detected by h0, as claimed. �

12.2. Naturality. The essential uniqueness of free resolutions lifts to the level of spectral realizations.
Consider diagrams

· · · → Y s+1 i−→ Y s → · · · → Y 0 = Y

and

· · · → Zs+1 i−→ Zs → · · · → Z0 = Z

with cofibers Ks = hocofib(Y s+1 → Y s) and Ls = hocofib(Zs+1 → Zs) for all s ≥ 0. There are
associated chain complexes

· · · → P2
∂2−→ P1

∂1−→ P0
ε−→ H∗(Y )→ 0

and

· · · → Q2
∂2−→ Q1

∂1−→ Q0
ε−→ H∗(Z)→ 0

of A -modules, where Ps = H∗(ΣsKs), Qs = H∗(ΣsLs), ∂s = ∂∗j∗ and ε = j∗.

Theorem 12.7. Suppose that (a) each cofiber Ls is a wedge sum of Eilenberg–MacLane spectra that is
bounded below and of finite type, and (b) each map i : Y s+1 → Y s induces the zero map on cohomology.
(For instance, the diagrams {Y s}s and {Zs}s might be Adams resolutions.) Let f : Y → Z be any map.

(1) Each Qs is a free A -module, and the augmented chain complex ε : P∗ → H∗(Y )→ 0 is exact.
(2) There exists a chain map g∗ : Q∗ → P∗ lifting f∗, in the sense that the diagram

. . . // P2
∂2 // P1

∂1 // P0
ε // H∗(Y ) // 0

. . . // Q2
∂2 //

g2

OO

Q1
∂1 //

g1

OO

Q0
ε //

g0

OO

H∗(Z)

f∗

OO

// 0

commutes. Furthermore, there is a map of diagrams {fs : Y s → Zs}s lifting f and realizing g∗,
in the sense that there is a homotopy commutative diagram

. . . // Y 2 i //

f2

��

Y 1 i //

f1

��

Y

f

��

. . . // Z2 i // Z1 i // Z ,

and given any choice of commuting homotopies, the induced map of homotopy cofibers gs : Ks →
Ls induces gs = (Σsgs)∗ : Qs → Ps, for each s ≥ 0.

(3) If ḡ∗ : Q∗ → P∗ is a second chain map lifting f∗, and {f̄s}s is a map of diagrams lifting f and
realizing ḡ∗, then g∗ and ḡ∗ are chain homotopic, and {fs}s and {f̄s}s are homotopic in the
weak sense that the composites fs ◦ i and f̄s ◦ i : Y s+1 → Zs are homotopic for all s ≥ 0.
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Proof. Freeness of each Qs is clear from the wedge sum decomposition of Ls. Exactness of ε : P∗ →
H∗(Y )→ 0 is clear from the vanishing of i∗. The existence of a chain map g∗ lifting f∗ is then standard
homological algebra. We need to construct the maps fs and gs in a diagram

. . .
i // Y 2 i //

j

~~
f2

��

Y 1 i //

j}}

f1

��

Y

j~~

f

��

. . . K1

∂

aa

g1

��

K0

∂

aa

g0

��

. . . // Z2 i //

j

~~

Z1 i //

j
}}

Z

j~~

. . . L1

∂

aa

L0

∂

aa

of spectra, inducing a commutative diagram

H∗(Σ2Y 2)
&&

∂∗

&&

H∗(ΣY 1)
%%

∂∗

%%

H∗(Y )

. . .

j∗
:: ::

// H∗(ΣK1)

j∗
88 88

// H∗(K0)

j∗
99 99

H∗(Σ2Z2)

∂∗

&&

(Σ2f2)∗

OO

H∗(ΣZ1)

∂∗

%%

(Σf1)∗

OO

H∗(Z)

f∗

OO

. . .

j∗
::

// H∗(ΣL1)

j∗
88

//

(Σg1)∗

OO

H∗(L0)

j∗
99

(g0)∗

OO

of A -modules, with gs = (Σsgs)∗.
Inductively, suppose the maps f = f0, . . . , fs and g0, . . . , gs−1 are given, for some s ≥ 0, making the

diagram to the right of fs commute up to homotopy. Then j∗ ◦ gs = (Σsfs)∗ ◦ j∗, by the assumption
that g0 lifts f∗ for s = 0, and by the assumption that ∂∗j∗ ◦ gs = gs−1 ◦ ∂∗j∗ = ∂∗(Σsfs)∗ ◦ j∗ and the
injectivity of ∂∗ for s ≥ 1.

We have an isomorphism [Ks, Ls] ∼= HomA (H∗(Ls),H∗(Ks)), so there is a unique homotopy class of
maps gs : Ks → Ls with (Σsgs)∗ = gs. Note that gs ◦ j : Y s → Ls is homotopic to j ◦ fs : Y s → Ls,
because of the isomorphism [Y s, Ls] ∼= HomA (H∗(Ls),H∗(Y s)) and the fact that (gs ◦ j)∗ = (j ◦ fs)∗.
(Both isomorphisms follow from hypothesis (a)).

Choosing a commuting homotopy and passing to mapping cones, or appealing to the triangulated
structure on the stable category of spectra, we can find a map of homotopy fibers fs+1 : Y s+1 → Zs+1

making the diagram

Y s+1 i //

fs+1

��

Y s
j
//

fs

��

Ks ∂ //

gs

��

ΣY s+1

Σfs+1

��

Zs+1 i // Zs
j
// Ls

∂ // ΣZs+1

commute up to homotopy. This completes the inductive step.
The uniqueness of g∗ up to chain homotopy, meaning that any other lift ḡ∗ is chain homotopic to g∗, is

standard homological algebra. We prove that fs ◦ i is homotopic to f̄s ◦ i by induction on s. This is clear
for s = 0, since f0 = f̄0 = f . Suppose that i◦fs ' fs−1 ◦ i is homotopic to i◦ f̄s ' f̄s−1 ◦ i : Y s → Zs−1,
for some s ≥ 1.

Y s+1 i // Y s
i //

fs

��

f̄s

��

Y s−1

fs−1

��
f̄s−1

��

Zs
i // Zs−1

Σ−1Ls−1

∂

dd
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Then i ◦ (f̄s − fs) is null-homotopic, so that f̄s − fs factors through a map h : Y s → Σ−1Ls−1.
Then f̄s ◦ i − fs ◦ i = (f̄s − fs) ◦ i factors through h ◦ i : Y s+1 → Σ−1Ls−1. This map induces
i∗ ◦ h∗ = 0 in cohomology, hence is null-homotopic because of the isomorphism [Y s+1,Σ−1Ls−1] ∼=
HomA (H∗(Σ−1Ls−1),H∗(Y s+1)). In other words, fs ◦ i ' f̄s ◦ i. �

Corollary 12.8. Let f : Y → Z be a map of bounded below spectra with H∗(Y ) and H∗(Z) of finite type.
Then there is a well-defined map

f∗ : {Er(Y ), dr}r −→ {Er(Z), dr}r
of Adams spectral sequences for r ≥ 2, given at the E2-level by the homomorphism

(f∗)∗ : Exts,tA (H∗(Y ),F2) −→ Exts,tA (H∗(Z),F2)

induced by the A -module homomorphism f∗ : H∗(Z) → H∗(Y ), with expected abutment the homomor-
phism

f∗ : π∗(Y )→ π∗(Z) .

(Similarly for the Adams spectral sequences converging to [X,Y ]∗ and [X,Z]∗, for any spectrum X.)

[[The well-defined map of E2-terms uniquely determines the maps of the following Er-terms.]]

Lemma 12.9. Let {Y s}s and {Zs}s be Adams resolutions of a bounded below spectrum Y with H∗(Y )
of finite type. Then there is a homotopy equivalence holims Y

s ' holims Z
s.

Proof. There are maps {fs : Y s → Zs}s and {f̃s : Zs → Y s}s of resolutions covering the identity map

of Y = Y 0 = Z0, and homotopies f̃s ◦ fs ◦ i ' i : Y s+1 → Y s and fs ◦ f̃s ◦ i ' i : Zs+1 → Zs, for all
s ≥ 0. Hence holims f

s and holims f̃
s are homotopy inverses. �

Theorem 12.10. Let {Y s}s be an Adams resolution of Y , and let X be any spectrum. (The case
X = S is of particular interest.) A class [f ] ∈ [X,Y ]n has Adams filtration ≥ s, i.e., is in the image
F s of is : [X,Y s]n → [X,Y ]n, if and only if the representing map f : ΣnX → Y can be factored as the
composite of s maps

ΣnX = Xs
zs−→ Xs−1

zs−1−→ . . .
z2−→ X1

z1−→ X0 = Y

where 0 = z∗u : H
∗(Xu−1) → H∗(Xu) for each 1 ≤ u ≤ s. In particular, F s ⊂ [X,Y ]∗ is independent of

the choice of Adams resolution.

Proof. If [f ] has Adams filtration ≥ s, let g : ΣnX → Y s be a lift, with is ◦ g ' f . Let Xu = Y u and
zu = i for 0 ≤ u ≤ s− 1, and let zs = ig:

ΣnX
ig−→ Y s−1 i−→ . . .

i−→ Y 1 i−→ Y

Conversely, given a factorization f = z1 ◦ · · · ◦ zs as above, let f0 : Y → Y be the identity map. We
can inductively find lifts fu : Xu → Y u making the diagram

Xs
zs //

fs

��

Xs−1

zs−1
//

fs−1

��

. . .
z2 // X1

z1 //

f1

��

Y

��

Y s
i // Y s−1 i // . . .

i // Y 1 i // Y

commute, since the obstruction to lifting fu−1 ◦ zu : Xu → Y u−1 over i : Y u → Y u−1 is the homotopy
class of the composite j ◦ fu−1 ◦ zu : Xu → Ku−1, which is zero because z∗u = 0. Let g = fs : ΣnX → Y s.
Then is ◦ g ' f , and [f ] has Adams filtration ≥ s. �

12.3. Convergence.

Definition 12.11. For each natural number m let the mod m Moore spectrum S/m = S ∪m e1 be
defined by the homotopy cofiber sequence

S
m−→ S −→ S/m −→ S1

where the map m induces multiplication by m in integral (co-)homology. Note that H∗(S/m;Z) ∼= Z/m
is concentrated in degree 0. For any spectrum Y let Y/m = Y ∧S/m, so that there is a cofiber sequence

Y
m−→ Y −→ Y/m −→ ΣY .

Applying F (−, Y ) to the cofiber sequence

S−1 −→ S−1/m −→ S
m−→ S
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leads to the cofiber sequence

Y
m−→ Y −→ F (S−1/m, Y ) −→ ΣY

and an equivalence Y/m ' F (S−1/m, Y ).

Definition 12.12. For each prime p there is a horizontal tower of vertical cofiber sequences

. . .
p
// S

p
//

pe

��

. . .
p
// S

p
//

p2

��

S

p

��

. . .
= // S

= //

��

. . .
= // S

= //

��

S

��

. . . // S/pe //

��

. . . // S/p2 //

��

S/p

��

. . .
p
// S1 p

// . . .
p
// S1 p

// S1

We define the p-completion of Y as the homotopy limit Y ∧
p = holime Y/p

e of the tower

· · · → Y ∧ S/pe → · · · → Y ∧ S/p2 → Y ∧ S/p .
The maps S → S/pe induce the p-completion map Y → Y ∧

p .

Dually there is a horizontal sequence of vertical cofiber sequence

S−1 p
//

��

S−1 p
//

��

. . .
p
// S−1 p

//

��

. . .

S−1/p //

��

S−1/p2 //

��

. . . // S−1/pe //

��

. . .

S
= //

p

��

S
= //

p2

��

. . .
= // S

= //

pe

��

. . .

S
p

// S
p
// . . .

p
// S

p
// . . .

Let S−1/p∞ = hocolime S
−1/pe. Note that H∗(S

−1/p∞;Z) ∼= Z/p∞ ∼= Q/Z(p)
∼= Qp/Zp. Applying

F (−, Y ) we get the tower defining the p-completion, so

Y ∧
p ' F (S−1/p∞, Y ) .

The map S−1/p∞ → S induces the p-completion map Y → Y ∧
p .

((See Bousfield.))

Lemma 12.13. The p-completion map induces an equivalence Y/pe → (Y ∧
p )/pe for each e. Hence it

induces an isomorphism H∗(Y ) ∼= H∗(Y
∧
p ) in mod p homology (and cohomology). The p-completion map

Y/pe → (Y/pe)∧p for Y/pe is also an equivalence.

Proof. The map S−1/p∞ → S induces an equivalence S−1/pe ∧ S−1/p∞ → S−1/pe ∧ S = S−1/pe, for
each e, since p−1π∗(S/p

e) = 0. Apply F (−, Y ) to get the first conclusion. Apply integral homology
to the equivalence Y/p → (Y ∧

p )/p to get the second conclusion. Applying F (−, Y ) to the interchanged

equivalence S−1/p∞ ∧ S−1/pe → S ∧ S−1/pe leads to the third conclusion. �

Lemma 12.14. The p-completion of the p-completion map for Y , and the p-completion map for Y ∧
p ,

are equivalences Y ∧
p → (Y ∧

p )∧p . In either sense, p-completion is idempotent up to equivalence.

Proof. Use that the map S−1/p∞ → S induces equivalences S−1/p∞ ∧ S−1/p∞ → S−1/p∞ ∧ S and
S−1/p∞ ∧ S−1/p∞ → S ∧ S−1/p∞, and apply F (−, Y ), or pass to homotopy limits over e from the
previous lemma. �

Lemma 12.15. Let πn(Y )∧p = lime πn(Y ) ⊗ Z/pe be the algebraic p-completion of πn(Y ). There is a
short exact sequence

0→ πn(Y )∧p → lim
e
πn(Y/p

e)→ Hom(Z/p∞, πn−1(Y ))→ 0
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and an isomorphism Rlime πn+1(Y/p
e) ∼= RlimeHom(Z/pe, πn(Y )). If π∗(Y ) is of finite type, i.e., if

πn(Y ) is finitely generated for each n, then πn(Y )⊗ Zp ∼= πn(Y )∧p
∼= πn(Y

∧
p ) for all n.

Proof. We have a tower of short exact sequences

0→ πn(Y )⊗ Z/pe −→ πn(Y/p
e) −→ Hom(Z/pe, πn−1(Y ))→ 0

for e ≥ 1. Each homomorphism πn(Y )⊗Z/pe+1 → πn(Y )⊗Z/pe is surjective, so Rlime πn(Y )⊗Z/pe = 0.
Hence the associated lim-Rlim exact sequence breaks up into a short exact sequence

0→ lim
e
πn(Y )⊗ Z/pe −→ lim

e
πn(Y/p

e) −→ lim
e

Hom(Z/pe, πn−1(Y ))→ 0

and an isomorphism

Rlim
e

πn(Y/p
e) ∼= Rlim

e
Hom(Z/pe, πn−1(Y )) .

Here lime πn(Y )⊗ Z/pe = πn(Y )∧p and limeHom(Z/pe, πn−1(Y )) ∼= Hom(Z/p∞, πn−1(Y )).
If πn(Y ) is finitely generated, then clearly πn(Y )⊗Zp ∼= πn(Y )∧p . Furthermore, each Hom(Z/pe, πn(Y ))

is finite, so Rlime πn+1(Y/p
e) = RlimeHom(Z/pe, πn(Y )) = 0. If also πn−1(Y ) is finitely generated, then

its p-torsion subgroup is annihilated by pN for some fixed N . Hence Hom(Z/pe, πn−1(Y )) ⊂ πn−1(Y )
equals that p-torsion subgroup for all e ≥ N , and the homomorphisms in the limit system induce
multiplication by p, hence are nilpotent. Thus limeHom(Z/pe, πn−1(Y )) = 0. Thus the lim-Rlim exact
sequence

0→ Rlim
e

πn+1(Y/p
e) −→ πn(Y

∧
p ) −→ lim

e
πn(Y/p

e)→ 0

for Y ∧
p = holime Y/p

e simplifies to an isomorphism πn(Y
∧
p ) ∼= lime πn(Y/p

e), and the short exact sequence
above simplifies to another isomorphism πn(Y )∧p

∼= lime πn(Y/p
e). �

Example 12.16. (1) H ' H∧
p and (HZ)∧p ' (HZ(p))

∧
p ' HZp.

(2) For Y = HZ[1/p] or HQ we have Y/pe ' ∗ for all e, so (HZ[1/p])∧p ' (HQ)∧p ' ∗.
(3) For Y = H(Z[1/p]/Z) = HZ/p∞ orH(Q/Z) we have Y/pe ' ΣHZ/pe for all e, soH(Z[1/p]/Z)∧p =

H(Z/p∞)∧p ' H(Q/Z)∧p ' ΣHZp.

Lemma 12.17. Let 0 →
⊕

α Z →
⊕

β Z → Zp → 0 be a short free resolution of Zp. There is a

corresponding cofiber sequence
∨
α S →

∨
β S → SZp, where H∗(SZp;Z) ∼= Zp is concentrated in degree 0.

Then πn(Y ∧SZp) ' πn(Y )⊗Zp for all n. In particular, S∧
p ' (SZp)∧p ' SZp. If π∗(Y ) is of finite type

then the natural map Y ∧ SZp → Y ∧
p is an equivalence, and H∗(Y )→ H∗(Y

∧
p ) is an isomorphism.

Proof. ((Straightforward. TBW.)) �

Let HZ be the integral Eilenberg–MacLane spectrum, with π0(HZ) = Z and πi(HZ) = 0 for i 6= 0.
It is a ring spectrum, with multiplication φ : HZ∧HZ→ HZ and unit η : S → HZ. (Not to be confused
with the Hopf map η : S1 → S.) Let HZ = HZ/S be the cofiber.

Lemma 12.18. H∗(HZ) ∼= A /A {Sq1} for p = 2, and H∗(HZ) ∼= A /A {β} for p odd.

Proof. Since the unit map S → HZ induces an isomorphism on π0 and a surjection on π1, we find that
HZ is 1-connected. Hence H1(HZ) ∼= H1(HZ) = 0.

There is a short exact sequence of A -modules

0←− A /A {Sq1} ←− A ←− ΣA /A {Sq1} ←− 0

where the right hand arrow takes Σ1 to Sq1. It is clear that ΣSqI 7→ SqI ◦Sq1 maps to 0, for admissible
I, if and only if I = (i1, . . . , i`) with i` = 1. These SqI generate precisely the left ideal A {Sq1}.

There is also a cofiber sequence HZ 2−→ HZ −→ H −→ ΣHZ, where 2∗ = 0, so that there is an
associated short exact sequence

0←− H∗(HZ)←− H∗(H)←− ΣH∗(HZ)←− 0 .

in cohomology. Let A → H∗(H) be the isomorphism taking SqI to its value on the generator 1 ∈ H0(H).
The composite ΣA /A {Sq1} → A → H∗(H)→ H∗(HZ) is zero, since the source is generated by Σ1 in
degree 1, and H1(HZ) = 0. Hence there is a map from the first short exact sequence of A -modules to the
second one. By induction, we may assume that the left hand homomorphism f : A /A {Sq1} → H∗(HZ)
is an isomorphism in degrees ∗ < t. Then the right hand homomorphism Σf : ΣA /A {Sq1} → ΣH∗(HZ)
is an isomorphism in degrees ∗ ≤ t. Since the middle map is an isomorphism, it follows that the left
hand homomorphism is an isomorphism, also in degree t.
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The proof for odd p is similar, comparing the short exact sequence

0←− A /A {β} ←− A ←− ΣA /A {β} ←− 0

to the short exact sequence

0←− H∗(HZ)←− H∗(H)←− H∗(ΣHZ)←− 0 .

�

Recall Boardman’s notion of conditional convergence, meaning that limsA
s = 0 and RlimsA

s = 0,
and the result that strong convergence follows from conditional convergence and the vanishing of the
derived E∞-term RE∞. For the spectral sequence associated to an Adams resolution {Y s}s, conditional
convergence is equivalent to the contractibility of the homotopy limit Y∞ = holims Y

s, in view of Milnor’s
short exact sequence

0→ Rlim
s

πn+1(Y
s)→ πn(holim

s
Y s)→ lim

s
πn(Y

s)→ 0 .

As we have seen before, the condition holims Y
s ' ∗ is independent of the choice of Adams resolution.

Lemma 12.19. Let Y be bounded below with H∗(Y ) of finite type. Then there is an Adams resolution
{Zs}s of Z = Y/p with holims Z

s ' ∗.

((Enough that Y/p is bounded below with H∗(Y/p) of finite type?))

Proof. The “canonical HZ-based resolution”

. . . // (Σ−1HZ)∧p i //

j

��

Σ−1HZ i //

j

��

S

j

��

HZ ∧ (Σ−1HZ)∧p HZ ∧ Σ−1HZ HZ

is not an Adams resolution, since HZ is not a wedge sum of mod p Eilenberg–MacLane spectra, but the
ring spectrum structure ensures that j = η ∧ 1: X → HZ ∧X induces a split injection 1 ∧ j : H ∧X →
H ∧HZ ∧X, so that j∗ : H∗(HZ ∧X)→ H∗(X) is surjective, for each spectrum X.

Smashing this diagram with Z = Y/p, we get a diagram

. . . // (Σ−1HZ)∧p ∧ Y/p i //

j

��

Σ−1HZ ∧ Y/p i //

j

��

Y/p

j

��

H ∧ (Σ−1HZ)∧p ∧ Y H ∧ Σ−1HZ ∧ Y H ∧ Y

where we have identified HZ ∧ X ∧ Y/p with H ∧ X ∧ Y , for suitable X. This is the desired Adams
resolution, with Zs = (Σ−1HZ)∧s ∧ Y/p and cofibers Ls = H ∧ (Σ−1HZ)∧s ∧ Y . The maps j are split
injective, so each j∗ is surjective, as before. Since (HZ)∧s ∧ Y is bounded below and H∗((HZ)∧s ∧
Y ) ∼= H∗(HZ)⊗s ⊗H∗(Y ) is of finite type, it follows that each Ls is a wedge sum of suspended mod p
Eilenberg–MacLane spectra, satisfying the finiteness condition required for an Adams resolution.

It remains to show that holims Z
s ' ∗. This is true in the strong sense that in each topological

degree n, πn(Z
s) = 0 for all sufficiently large s. By assumption there is an integer N such that πn(Y ) = 0

for all n < N . We have seen that HZ is 1-connected, so that (Σ−1HZ)∧s is (s − 1)-connected. Then
Zs = (Σ−1HZ)∧s∧Y/p is (N+s−1)-connected. Hence πn(Z

s) = 0 for all n ≤ N+s−1, or equivalently,
for all s > n−N . �

Theorem 12.20. Let Y be bounded below with H∗(Y ) of finite type. Then the Adams spectral sequence

Es,t2 = Exts,tA (H∗(Y ),Fp) =⇒ πt−s(Y
∧
p )

is strongly convergent. In particular, there is a strongly convergent Adams spectral sequence

Es,t2 = Exts,tA (Fp,Fp) =⇒ πt−s(S)
∧
p .

More generally, the Adams spectral sequence

Es,t2 = Exts,tA (H∗(Y ),H∗(X)) =⇒ [X,Y ∧
p ]t−s

is conditionally convergent. It is strongly convergent when RE∞ = 0, which happens, for instance, if
H∗(X) is of finite type and bounded above, or if the spectral sequence collapses at a finite stage.
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Proof. Let {Y s}s be an Adams resolution of Y 0 = Y , with cofiber sequences

Y s+1 i−→ Y s
j−→ Ks ∂−→ ΣY s+1 .

Smashing with S/pe for each e ≥ 1, we get a tower of Adams resolutions {Y s/pe}s of Y 0/pe = Y/pe,
with cofiber sequences

Y s+1/pe
i−→ Y s/pe

j−→ Ks/pe
∂−→ ΣY s+1/pe .

(We check that these diagrams satisfy the conditions to be Adams resolutions: Each homomorphism
j∗ : H∗(Ks/pe) → H∗(Y s/pe) can be rewritten as j∗ ⊗ 1: H∗(Ks) ⊗H∗(S/pe) → H∗(Y s) ⊗H∗(S/pe),
hence remains surjective. Each cofiber Ks/pe sits in a cofiber sequence

Ks pe−→ Ks −→ Ks/pe −→ ΣKs

where pe is null-homotopic, so that Ks/pe ' Ks ∨ ΣKs is still a suitably finite wedge sum of mod p
Eilenberg–MacLane spectra.) Now pass to the homotopy limit over e of these Adams resolutions. The
result is a diagram {(Y s)∧p }s of spectra, with cofiber sequences

(Y s+1)∧p
i−→ (Y s)∧p

j−→ (Ks)∧p
∂−→ Σ(Y s+1)∧p .

(Cofiber sequences are fiber sequences, up to a sign, hence are preserved by passage to homotopy limits,
such as completions.) It is again an Adams resolution, since the completion map Ks → (Ks)∧p is
an equivalence (Ks '

∨
u Σ

nuH '
∏
u Σ

nuH and H → H∧
p is easily seen to be an equivalence, see

Lemma 12.13) and j : (Y s)∧p → (Ks)∧p induces the “same” map as j : Y s → Ks in mod p cohomology.
We get the following vertical maps of Adams resolutions:

holims Y
s

��

// Y 2 i //

j
zz

��

Y 1 i //

j
zz

��

Y

j
zz

��

K2

'

��

K1

'

��

K0

'

��

holims(Y
s)∧p //

��

(Y 2)∧p
i //

j
{{

��

(Y 1)∧p
i //

j
{{

��

Y ∧
p

j
{{

��

(K2)∧p

��

(K1)∧p

��

(K0)∧p

��

holims Y
s/pe // Y 2/pe

i //

j
zz

Y 1/pe
i //

j
zz

Y/pe

j
{{

K2/pe K1/pe K0/pe

(We omit the maps ∂ : Ks → ΣY s+1, etc.) By the previous lemma, there exists an Adams resolution
{Zs}s for Y/p with holims Z

s ' ∗. Since this homotopy limit is independent of the choice of resolution,
we must also have holims Y

s/p ' ∗.
There are cofiber sequences S/p → S/pe+1 → Se → ΣS/p, inducing cofiber sequences Y s/p →

Y s/pe+1 → Y s/pe → ΣY s/p for all s, hence also

holim
s

Y s/p −→ holim
s

Y s/pe+1 −→ holim
s

Y s/pe −→ Σholim
s

Y s/p .

We deduce that holims Y
s/pe ' ∗ for all e ≥ 1, by induction on e. Thus

holim
s

(Y s)∧p = holim
s

holim
e

Y s/pe ' holim
e

holim
s

Y s/pe ' ∗

by the standard exchange of homotopy limits equivalence.
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Applying homotopy, we get a map of unrolled exact couples from the one for Y to the one for Y ∧
p :

. . . // π∗(Y
2)

i //

j
xx

��

π∗(Y
1)

i //

j
xx

��

π∗(Y )

j
xx

��

π∗(K
2)

∂

dd

∼=

��

π∗(K
1)

∂

ff

∼=

��

π∗(K
0)

∂

ff

∼=

��

. . . // π∗((Y
2)∧p )

i //

j
xx

π∗((Y
1)∧p )

i //

j
xx

π∗(Y
∧
p )

j
yy

π∗((K
2)∧p )

∂

dd

π∗((K
1)∧p )

∂

ff

π∗((K
0)∧p )

∂

ff

This induces a map of spectral sequences, from the Adams spectral sequence for Y to the one associated
to the lower exact couple. The equivalences Ks → (Ks)∧p induce isomorphisms

Es,t1 = πt−s(K
s)

∼=−→ πt−s((K
s)∧p )

of E1-terms between these spectral sequences. By induction on r, it follows that it also induces an
isomorphism of Er-terms, for all r ≥ 1. Hence we have two different exact couples generating the same
spectral sequence. The upper one is the Adams spectral sequence for Y . The lower one is conditionally
convergent to π∗(Y

∧
p ), since holims(Y

s)∧p ' ∗. Hence the Adams spectral sequence for Y , with E∗,∗
2 =

Ext∗,∗A (H∗(Y ),Fp), is conditionally convergent to π∗(Y
∧
p ), as asserted. Replacing π∗(−) by [X,−]∗ we

get the same conclusion for the Adams spectral sequence for maps X → Y .
To get strong convergence to π∗(Y

∧
p ) or [X,Y ∧

p ]∗, we need to verify Boardman’s criterion RE∞ = 0. In

the first case, this follows since Es,t2 (Y ) is of finite type, i.e., is finite(-dimensional) in each bidegree (s, t).
In fact, this holds already at the E1-term if we use the canonical Adams resolution for Y , with ΣsKs =
H ∧ (H̄)∧s ∧ Y , since then

Es,t1 = πt−s(K
s) ∼= πt(Σ

sKs) ∼= Ht((H̄)∧s ∧ Y ) ∼= [H∗(H̄)⊗s ⊗H∗(Y )]t .

In the case of a general spectrum X, we have

Es,t1 = [X,Ks]t−s ∼= [X,ΣsKs]t ∼= Homt
A (H∗(ΣsKs),H∗(X))

∼= Homt
A (A ⊗ I(A )⊗s ⊗H∗(Y ),H∗(X)) ∼= Homt(I(A )⊗s ⊗H∗(Y ),H∗(X)) .

This group is finite if H∗(X) is of finite type and bounded above, in the sense that there exists an integer
N with Hn(X) = 0 for n > N . For instance, this is the case of X is a finite CW spectrum. �

Proposition 12.21. Let Y be bounded below with H∗(Y ) of finite type. There is a cofiber sequence

holim
s

Y s −→ Y −→ Y ∧
p

where {Y s}s is any Adams resolution of Y .

Proof. We use the notation of the proof above. In view of the equivalences Ks ' (Ks)∧p , we get a chain
of equivalences

holim
s

hofib(Y s → (Y s)∧p ) ' hofib(Y s → (Y s)∧p ) ' · · · ' hofib(Y → Y ∧
p )

for all s. Passing to homotopy limits, we find that

holim
s

Y s ' hofib(holim
s

Y s → holim
s

(Y s)∧p ) ' holim
s

hofib(Y s → (Y s)∧p ) ' hofib(Y → Y ∧
p ) .

In other words, the p-completion Y → Y ∧
p precisely annihilates the obstruction holims Y

s to conditional
convergence for the unrolled exact couple associated to the Adams resolution of Y . �

((Mention Bousfield’s E-nilpotent completion Y ∧
E = Y/holims Y

s
E where Y sE = (Σ−1Ē)∧s ∧ Y ?))
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13. Multiplicative structure

13.1. Composition and the Yoneda product. Let X, Y and Z be spectra. We have a composition
pairing

◦ : [Y, Z]∗ ⊗ [X,Y ]∗ −→ [X,Z]∗

that takes g : ΣvY → Z and f : ΣtX → Y to the composite g ◦ Σvf : Σt+vX → Z. More explicitly,
g : Y ∧Sv → Z and f : X∧St → Y , so Σvf = f ∧1: X∧St∧Sv → Y ∧Sv and g ◦Σvf : X∧St∧Sv → Z.
To simplify the notation we refer to f and g as maps f : X → Y and g : Y → Z of degree t and v,
respectively, and write gf = g ◦ f : X → Y for the composite of degree t+ v.

Suppose that Y and Z are bounded below, and thatH∗(Y ) andH∗(Z) are of finite type. Let {Y s}s and
{Zu}u be Adams resolutions of Y and Z, respectively, with cofibers Y s/Y s+1 = Ks and Zu/Zu+1 = Lu.

If f and g have Adams filtrations ≥ s and ≥ u, meaning that they factor as f = isf̃ and g = iug̃ with
f̃ : X → Y s and g̃ : Y → Zu of degree t and v, respectively, then we can lift g̃ to a map {gs}s of Adams
resolutions

X

f̃

��

Y s
i //

gs

��

. . .
i // Y

g̃

��

Zs+u
i // . . .

i // Zu .

Hence gf = iug̃isf̃ = is+ugsf factors through is+u : Zs+u → Z, and has Adams filtration ≥ (s+ u). We
thus get a restricted pairing

Fu[Y, Z]∗ ⊗ F s[X,Y ]∗ −→ F s+u[X,Z]∗

that induces a pairing
Fu/Fu+1 ⊗ F s/F s+1 −→ F s+u/F s+u+1

of filtration subquotients. When the respective spectral sequences converge, we can rewrite this as a
pairing

Eu,∗∞ ⊗ Es,∗∞ −→ Es+u,∗∞

of E∞-terms. Conversely, this pairing of E∞-terms will determine the restricted pairings Fu⊗F s → F s+u

modulo F s+u+1, i.e., modulo higher Adams filtrations. In this way the pairing of E∞-terms determines
the composition pairing [Y, Z]∗ ⊗ [X,Y ]∗ → [X,Z]∗ modulo the Adams filtration.

Example 13.1. ((Example of this phenomenon: h32 = h21h3 so ν3 ≡ η2σ modulo Adams filtration ≥ 4. In
fact, ν3 = η2σ + ηε.))

Let Ps = H∗(ΣsKs) and Qu = H∗(ΣuLu), so that there are free resolutions

· · · → Ps
∂s−→ Ps−1 → · · · → P1

∂1−→ P0
ε−→ H∗(Y )→ 0

and

· · · → Qu
∂u−→ Qu−1 → · · · → Q1

∂1−→ Q0
ε−→ H∗(Z)→ 0 .

By definition,

Extu,vA (H∗(Z),H∗(Y )) = Hu(Homv
A (Q∗,H

∗(Y )))

Exts,tA (H∗(Y ),H∗(X)) = Hs(Homt
A (P∗,H

∗(X)))

Extu+s,v+tA (H∗(Z),H∗(X)) = Hu+s(Homv+t
A (Q∗,H

∗(X))) .

The (opposite) Yoneda product is a pairing

Ext∗,∗A (H∗(Z),H∗(Y ))⊗ Ext∗,∗A (H∗(Y ),H∗(X)) −→ Ext∗,∗A (H∗(Z),H∗(X)) ,

and we shall see that the Adams spectral sequence relates the Yoneda product in E2 = ExtA (−,−) to
the composition product in homotopy. (This is the opposite of the usual Yoneda pairing, meaning that
the two factors in the source have been interchanged. This comes about due to the contravariance of
cohomology. Working at odd primes the interchange introduces a sign.)

Let f : Ps → ΣtH∗(X) and g : Qu → ΣvH∗(Y ) be A -module homomorphisms. To simplify the
notation, we will refer to these as homomorphisms f : Ps → H∗(X) and g : Qu → H∗(Y ) of degree t and v,
respectively. We also suppose that f and g are cocycles, meaning that 0 = f∂s+1 : Ps+1 → H∗(X) and 0 =
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g∂u+1 : Qu+1 → H∗(Y ). The cohomology classes [f ] and [g] are then elements in Exts,tA (H∗(Y ),H∗(X))
and Extu,vA (H∗(Z),H∗(Y )), respectively. Then g lifts to a chain map g∗ = {gn : Qu+n → Pn}n, where
each gn has degree v, making the diagram

H∗(X)

. . . // Ps
∂s //

f

OO

. . . // P1
∂1 // P0

ε // H∗(Y )

. . . // Qu+s

gs

OO

∂u+s
// . . . // Qu+1

g1

OO

∂u+1
// Qu

g0

OO

g

;;

commute. The composite fgs : Qu+s → H∗(X) is then an A -module homomorphism of degree (v + t),
and satisfies fgs∂u+s+1 = 0. It is therefore a cocycle in Homv+t

A (H∗(Z),H∗(X)), and its cohomology

class [fgs] in Extu+s,v+tA (H∗(Z),H∗(X)) is by definition the Yoneda product of [g] and [f ]. It is not hard
to check that a different choice of chain map lifting g only changes the cocycle fgs by a coboundary, i.e., a
homomorphism that factors through ∂u+s : Qu+s → Qu+s−1, so that its cohomology class is unchanged.
Likewise, changing f or g by a coboundary only changes fgs by a coboundary, so that the Yoneda
product is well defined. [[TODO: Rewrite this as a clear definition.]]

Example 13.2. Let X = Y = Z = S and let P∗ = Q∗ be the minimal resolution of F2 computed earlier.
We can compute the Yoneda product

Extu,vA (F2,F2)⊗ Exts,tA (F2,F2) −→ Extu+s,v+tA (F2,F2)

that makes Ext∗,∗A (F2,F2) into a bigraded algebra, by choosing cocycle representatives f : Ps → F2 and
g : Pu → F2, lifting g to a chain map g∗ : Pu+∗ → P∗, and computing the composite fgs.

Let f = γ1,0 = h0 : P1 → F2 be dual to g1,0 ∈ P1 and let g = γ1,2 = h2 : P1 → F2 be dual to g1,2 ∈ P1.
A lift g0 : P1 → P0 of g is given by g1,2 7→ g0,0 and g1,i 7→ 0 for i 6= 2.

F2

P1

f=h0

OO

∂1 // P0
ε // F2

P2

g1

OO

∂2 // P1

g0

OO

g=h2

>>

The composite g0∂2 : P2 → P0 is then given by g2,0 7→ 0, g2,1 7→ 0, g2,2 7→ Sq1g0,0, g2,3 7→ Sq4g0,0 etc. A
lift g1 : P2 → P1 is given by g2,0 7→ 0, g2,1 7→ 0, g2,2 7→ g1,0, g2,3 7→ g1,2 etc. Hence fg1 : P2 → F2 is given
by g2,2 7→ 1 and g2,i 7→ 0 for i 6= 2 (for degree reasons), so that [fg1] = γ2,2. Thus h0h2 = γ2,2 in bidegree
(s, t) = (2, 4) of Ext∗,∗A (F2,F2). In hindsight, this it the only possible nonzero value of the product, and
it is realized because of the summand Sq1g1,2 in ∂2(g2,2) and the summand Sq4g0,0 in ∂1(g1,2), with Sq

1

detecting h0 and Sq4 detecting h2.

Proposition 13.3. Let P∗ → F2 and Q∗ → H∗(Z) be minimal resolutions, with P0 = A {[]}, P1 =

A {[Sq2i ]} | i ≥ 0}, Qu = A {gu,j}j and Qu+1 = A {gu+1,k}k. Here ∂1([Sq
2i ]) = Sq2

i

[], and we can
write

∂u+1(gu+1,k) =
∑
i,j

θki,jSq
2igu,j

for suitable coefficients θki,j ∈ A . Let hi ∈ Ext1,2
i

A (F2,F2), γu,j ∈ Extu,∗A (H∗(Z),F2) and γu+1,k ∈
Extu+1,∗

A (H∗(Z),F2) be dual to [Sq2
i

], gu,j and gu+1,k, respectively. Then

hi · γu,j =
∑
k

ε(θki,j)γu+1,k ,

where ε : A → F2 is the augmentation. Hence hi ·γu,j contains the term γu+1,k if and only if ∂u+1(gu+1,k)

contains the term Sq2
i

gu,j.

83



Proof. The coefficient of gu,j in ∂u+1(gu+1,k) can be written as a sum
∑
i θ
k
i,jSq

2i , since the Sq2
i

generate
I(A ) as a left A -module, and the coefficient lies in this augmentation ideal, by the assumption that the
resolution is minimal. Consider the following diagram, for fixed choices of i ≥ 0 and j.

F2

P1

hi

OO

∂1 // P0
ε // F2

Qu+1

g1

OO

∂u+1

// Qu

g0

OO

γu,j

>>

Here f = hi maps [Sq2
i

] to 1 and the remaining generators of P1 to 0. Likewise g = γu,j maps gu,j to 1
and the remaining generators of Qu to 0. We lift g to a chain map g∗ : Qu+∗ → P∗, by first letting g0
map gu,j to 1[] and sending the other generators of Qu to 0. Then

g0∂u+1(gu+1,k) = g0(
∑
i,j

θki,jSq
2igu,j) =

∑
i

θki,jSq
2i [] ,

so we can set g1(gu+1,k) =
∑
i θ
k
i,j [Sq

2i ]. Hence the Yoneda product f ◦ g1 : Qu+1 → F2 maps gu+1,k to

ε(θki,j), and therefore contains γu+1,k with that coefficient. �

Example 13.4. From the minimal resolution in Theorem 10.11, we can read off the following nontrivial
products: h0γ0,0 = γ1,0, h1γ0,0 = γ1,1, h2γ0,0 = γ1,2, h3γ0,0 = γ1,3, h0γ1,0 = γ2,0, h1γ1,1 = γ2,1,
h2γ1,0 = γ2,2, h0γ1,2 = γ2,2, h2γ1,2 = γ2,3, h3γ1,0 = γ2,4, h0γ1,3 = γ2,4, h3γ1,1 = γ2,5, h1γ1,3 = γ2,5,
h0γ2,0 = γ3,0, h2γ2,0 = γ3,1, h1γ2,1 = γ3,1, h0γ2,2 = γ3,1, h3γ2,0 = γ3,2, h0γ2,4 = γ3,2, h0γ3,0 = γ4,0,
h3γ3,0 = γ4,1, . . . , h0γ10,0 = γ11,0. This gives the following multiplicative structure.
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Proposition 13.5. For p odd, let Q∗ → H∗(Z) be a minimal resolution, with Qu = A {gu,j}j and

Qu+1 = A {gu+1,k}k. Let γu,j ∈ Extu,∗A (H∗(Z),Fp) and γu+1,k ∈ Extu+1,∗
A (H∗(Z),Fp) be dual to gu,j

and gu+1,k, respectively. Then the coefficient (in Fp) of γu+1,k in the Yoneda product a0 · γu,j equals
the coefficient of βgu,j in ∂u+1(gu+1,k), and the coefficient of γu+1,k in hi · γu,j equals the coefficients of

P p
i

gu,j in ∂u+1(gu+1,k).

Proof. The proof is similar to the case p = 2. We write ∂u+1(gu+1,k) as∑
j

(
θkj β +

∑
i

θki,jP
pi
)
gu,j

with θkj and θki,j in A . This is possible, since the resolution is assumed to be minimal. Then a0 · γu,j =
ε(θkj )γu+1,k and hi · γu,j = ε(θki,j)γu+1,k. �

Example 13.6. From the minimal resolution in Theorem 10.14, we can read off the following nontrivial
products: a0γ0,0 = γ1,0, h0γ0,0 = γ1,1, h1γ0,0 = γ1,2, a0γ1,0 = γ2,0, h1γ1,0 = γ2,3, a0γ1,2 = −γ2,3,
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a0γ2,0 = γ3,0, h0γ2,1 = γ3,1, a0γ2,2 = −γ3,1, h1γ2,0 = γ3,2, a0γ2,3 = −γ3,2, a0γ3,0 = γ4,0, . . . , a0γ14,0 =
γ15,0. This gives the following multiplicative structure.
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Definition 13.7. Consider any two complexes P∗ and Q∗ of A -modules. Let

HOMu,v
A (Q∗, P∗) =

∏
s

Homv
A (Qu+s, Ps)

be the abelian group of sequences {gs : Qu+s → Ps}s of A -module homomorphisms, each of degree v.
Thus HOMu

A (Q∗, P∗) is a graded abelian group. Let

δu : HOMu
A (Q∗, P∗)→ HOMu+1

A (Q∗, P∗)

map {gs}s to {∂s+1gs+1 + gs∂u+s+1}s. ((We are working mod 2, so there is no sign.)) Then δu+1δu = 0,
so HOM∗

A (Q∗, P∗) is a cocomplex of graded abelian groups.

Lemma 13.8. The kernel

ker(δ0) ⊂ HOM0
A (Q∗, P∗)

consists of the chain maps g∗ : Q∗ → P∗, meaning the sequences {gs : Qs → Ps}s of A -module homo-
morphisms such that ∂s+1gs+1 = gs∂s+1 for all s. The image

im(δ−1) ⊂ ker(δ0)

consists of the chain maps that are chain homotopic to 0, i.e., those of the form {∂s+1hs+1 + hs∂s}s for
some collection of A -module homomorphisms hs+1 : Qs → Ps+1 for all s. Hence the 0-th cohomology

H0(HOM∗
A (Q∗, P∗)) ∼= {g∗ : Q∗ → P∗}/(') = [Q∗, P∗]

is the (graded abelian) group of chain homotopy classes of chain maps Q∗ → P∗. More generally,
Hu(HOM∗

A (Q∗, P∗)) is the group [Qu+∗, P∗] of chain homotopy classes of chain maps Qu+∗ → P∗.

In the special case when P∗ = H∗(Y ) is concentrated in filtration s = 0, so that P0 = H∗(Y )
and Ps = 0 for s 6= 0, then HOMu,v

A (Q∗,H
∗(Y )) ∼= Homv

A (Qu,H
∗(Y )) and δu = (∂u+1)

∗, so that
Hu(HOMA (Q∗,H

∗(Y ))) ∼= Hu(HomA (Q∗,H
∗(Y ))). When Q∗ is a free resolution of H∗(Z), this is

ExtuA (H∗(Z),H∗(Y )).

Proposition 13.9. Let ε : P∗ → H∗(Y ) and ε : Q∗ → H∗(Z) be free A -module resolutions. Then

ε∗ : HOM∗
A (Q∗, P∗)

'−→ HOM∗
A (Q∗,H

∗(Y )) ∼= HomA (Q∗,H
∗(Y ))

is a quasi-isomorphism, in the sense that it induces an isomorphism

ε∗ : H
u(HOM∗

A (Q∗, P∗))
∼=−→ ExtuA (H∗(Z),H∗(Y ))

in cohomology, in each filtration u.

This is standard homological algebra. The first assertion only requires that Q∗ is free and P∗ → H∗(Y )
is exact, but the final identification with Ext requires that Q∗ → H∗(Z) is exact.

The composition pairing and the quasi-isomorphism

HOM∗
A (Q∗, P∗)⊗HomA (P∗,H

∗(X)) //

'
��

HomA (Q∗,H
∗(X))

Hom∗
A (Q∗,H

∗(Y ))⊗HomA (P∗,H
∗(X))
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thus induce a pairing and an isomorphism

Hu(Hom∗
A (Q∗, P∗))⊗ ExtsA (H∗(Y ),H∗(X)) //

∼=
��

Extu+sA (H∗(Z),H∗(X))

ExtuA (H∗(Z),H∗(Y ))⊗ ExtsA (H∗(Y ),H∗(X))

33

in cohomology, and the Yoneda product is given by the dashed arrow. From this description it is easy
to see that the Yoneda product is associative and unital. [[No evident commutativity in this generality.]]

13.2. Pairings of spectral sequences.

Definition 13.10. Let {′Er}r, {′′Er}r and {Er}r be three spectral sequence. A pairing of these spectral
sequences is a sequence of homomorphisms

φr :
′E∗,∗
r ⊗ ′′E∗,∗

r −→ E∗,∗
r

((for r ≥ 1)) such that the Leibniz rule

dr(φr(x⊗ y)) = φr(dr(x)⊗ y) + (−1)nφr(x⊗ dr(y))
holds, where n = |x| is the total degree of x, and

φr+1([x]⊗ [y]) = [φr(x⊗ y)]
where [x] ∈ ′E∗,∗

r+1 is the homology class of a dr-cycle x ∈ ′E∗,∗
r , and similarly for [y] and the right hand

side. In other words, the diagrams

′E∗,∗
r ⊗ ′′E∗,∗

r

φr //

dr⊗1±1⊗dr
��

E∗,∗
r

dr

��
′E∗,∗
r ⊗ ′′E∗,∗

r

φr // E∗,∗
r

and

H∗,∗(′Er)⊗H∗,∗(′′Er) //

∼=
��

H∗,∗(′Er ⊗ ′′Er)
(φr)∗

// H∗,∗(Er)

∼=
��

′E∗,∗
r+1 ⊗ ′′E∗,∗

r+1

φr+1
// E∗,∗
r+1

commute.

A spectral sequence pairing {φr}r induces a pairing

φ∞ : ′E∗,∗
∞ ⊗ ′′E∗,∗

∞ −→ E∗,∗
∞

of E∞-terms. ((Clear if each spectral sequence vanishes in negative filtrations, so that in each bidegree
(s, t) the Er-terms eventually form a descending sequence, with intersection equal to the E∞-term.))

When the Künneth homomorphism H∗,∗(′Er) ⊗ H∗,∗(′′Er) → H∗,∗(′Er ⊗ ′′Er) is an isomorphism,
for each r, one can readily define a tensor product spectral sequence {′Er ⊗ ′′Er}r, and the pairing of
spectral sequences is the same as a morphism {′Er ⊗ ′′Er}r → {Er}r of spectral sequences.

Definition 13.11. Suppose that the spectral sequences above converge to the graded abelian groups
G′, G′′ and G, respectively, in the sense that there are filtrations {′F s}s, {′′F s}s and {F s}s of these
groups, and isomorphisms ′F s/′F s+1 ∼= ′Es∞, ′′F s/′′F s+1 ∼= ′′Es∞ and F s/F s+1 ∼= Es∞, for all s.

We say that a pairing {φr}r of spectral sequences, as above, converges to a pairing φ : G′⊗G′′ → G if
the latter pairing restricts to homomorphisms φ : ′Fu ⊗ ′′F s → Fu+s for all u and s, and if the induced
homomorphisms φ : ′Fu/′Fu+1 ⊗ ′′F s/′′F s+1 → Fu+s/Fu+s+1 agree with the limit φ∞ : ′Eu∞ ⊗ ′′Es∞ →
Eu+s∞ of the pairings φr.

In other words, the diagram

′Eu∞ ⊗ ′′Es∞

φ∞

��

′Fu/′Fu+1 ⊗ ′′F s/′′F s+1

φ

��

∼=oo ′Fu ⊗ ′′F s

φ

��

oooo // G′ ⊗G′′

φ

��

Eu+s∞ Fu+s/Fu+s+1
∼=oo Fu+soooo // // G

commutes. ((Consequences?))
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Definition 13.12. An algebra spectral sequence is a spectral sequence {Er}r with a spectral sequence
pairing {φr : Er ⊗ Er → Er}r that is associative and unital. It is commutative if the pairing satisfies
φr(y ⊗ x) = (−1)mnφr(x ⊗ y) for all x, y and r, where n = |x| and m = |y| are the total degrees.
((Elaborate?))

Adams (1958) defined a join pairing in his spectral sequence for S, which is stably equivalent to a
smash product pairing in that spectral sequence. We shall return to those pairings later, but first look
at the case of composition pairings, since these are most closely related to the Yoneda product. ((We
may also need to look at this for Moss’ later theorem on Toda brackets and Massey products.))

Theorem 13.13 (Moss (1968)). Let X, Y and Z be spectra, with Y and Z bounded below and H∗(Y )
and H∗(Z) of finite type. There is a pairing of spectral sequences

E∗,∗
r (Y, Z)⊗ E∗,∗

r (X,Y ) −→ E∗,∗
r (X,Z)

which agrees for r = 2 with the (opposite) Yoneda pairing

Ext∗,∗A (H∗(Z),H∗(Y ))⊗ Ext∗,∗A (H∗(Y ),H∗(X)) −→ Ext∗,∗A (H∗(Z),H∗(X))

and which converges to the composition pairing

[Y, Z∧
2 ]∗ ⊗ [X,Y ∧

2 ]∗ −→ [X,Z∧
2 ]∗ .

The pairing is associative and unital.

[[We omit this proof, and will instead deduce the theorem (for X and Y finite CW spectra) from a
similar theorem about the smash product pairing.]]

13.3. Modules over cocommutative Hopf algebras. The Künneth isomorphism H∗(Y ∧ Z) ∼=
H∗(Y )⊗H∗(Z) and the universal coefficient theorem H∗(F (X,S)) ∼= Hom∗(H∗(X),Fp) (for finite CW
spectra X) can be refined from being statements about graded Fp-vector spaces to statements about left
A -modules. This requires making sense of the tensor productM⊗N =M⊗FpN and the homomorphism
group Hom(M,N) = HomFp(M,N) as left A -modules, for given left A -modules M and N .

By the Cartan formula

Sqk(y ∧ z) =
∑
i+j=k

Sqi(y) ∧ Sqj(z)

in H∗(Y ∧ Z), for y ∈ H∗(Y ) and z ∈ H∗(Z), it is clear that Sqk must act on y ⊗ z in H∗(Y )⊗H∗(Z)
as the sum over i+ j = k of the action by Sqi ⊗ Sqj . Milnor (1958) proved that for p = 2 the rule

Sqk 7−→
∑
i+j=k

Sqi ⊗ Sqj

extends in a unique manner to an algebra homomorphism

ψ : A −→ A ⊗A .

Here A ⊗A is given the algebra structure given by the composition

A ⊗A ⊗A ⊗A
1⊗γ⊗1−→ A ⊗A ⊗A ⊗A

φ⊗φ−→ A ⊗A ,

where γ : A ⊗A → A ⊗A is the (graded) twist isomorphism, so that (θ1⊗θ2)·(θ3⊗θ4) = (−1)|θ2||θ3|θ1θ3⊗
θ2θ4. In general, γ : M ⊗N → N ⊗M is given by

γ(m⊗ n) = (−1)|m||n|n⊗m.

For p = 2 the sign can be ignored. For p odd the rules

β 7−→ β ⊗ 1 + 1⊗ β
and

P k 7−→
∑
i+j=k

P i ⊗ P j

likewise extend uniquely to an algebra homomorphism ψ : A −→ A ⊗A . [[Give Milnor’s proof?]]
It follows that the Künneth isomorphism is an isomorphism of A -modules, if we define the tensor

product M ⊗N of two A-modules M and N as follows.

Definition 13.14. Let M and N be left A -modules, with module action maps λ : A ⊗M → M and
λ : A ⊗N → N . We give M ⊗N the left A -module structure given by the composition

A ⊗M ⊗N ψ⊗1⊗1−→ A ⊗A ⊗M ⊗N 1⊗γ⊗1−→ A ⊗M ⊗A ⊗N λ⊗λ−→M ⊗N .
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If we write ψ(θ) =
∑
i θ

′
i ⊗ θ′′i for θ ∈ A , which we usually abbreviate to

∑
θ′ ⊗ θ′′, then

θ · (m⊗ n) =
∑

(−1)|θ
′′||m|θ′ ·m⊗ θ′′ · n

for m ∈M and n ∈ N . The sign enters from the interchange of θ′′ and m, and can be ignored for p = 2.
The coproduct ψ is counital and coassociative, in the sense that the diagrams

A

ψ

��

∼=

yy

∼=

%%

Fp ⊗A A ⊗A
ε⊗1
oo

1⊗ε
// A ⊗ Fp

and

A
ψ

//

ψ

��

A ⊗A

ψ⊗1

��

A ⊗A
1⊗ψ
// A ⊗A ⊗A

commute. Hence
∑
ε(θ′)θ′′ = θ =

∑
θ′ε(θ′′) and

∑∑
(θ′)′ ⊗ (θ′)′′ ⊗ θ′′ =

∑∑
θ′ ⊗ (θ′′)′ ⊗ (θ′′)′′.

Furthermore, it is cocommutative, in the sense that the diagram

A
ψ

{{

ψ

##

A ⊗A
γ

// A ⊗A

commutes, so that
∑
θ′ ⊗ θ′′ =

∑
(−1)|θ′||θ′′|θ′′ ⊗ θ′. All of these properties are easily verified for the

algebra generators (Sqk for p = 2, β and P k for p odd) of A .
The counital and coassociative augmentation ε : A → Fp and coproduct ψ : A → A ⊗ A give A

the structure of a coalgebra. By cocommutativity of ψ, it is in fact a cocommutative coalgebra. Both
the augmentation and the coproduct are algebra morphisms. This means that A is a bialgebra, or more
precisely, a cocommutative bialgebra.

The cocommutativity of A ensures that the twist isomorphism γ : M ⊗ N → N ⊗M is A -linear,
since γψ = ψ implies that the left hand square in the following diagram commutes. The remainder of
the diagram also commutes.

A ⊗M ⊗N
ψ⊗1⊗1

//

1⊗γ
��

A ⊗A ⊗M ⊗N
1⊗γ⊗1

//

γ⊗γ
��

A ⊗M ⊗A ⊗N λ⊗λ
//

γ

��

M ⊗N
γ

��

A ⊗N ⊗M
ψ⊗1⊗1

// A ⊗A ⊗N ⊗M
1⊗γ⊗1

// A ⊗N ⊗A ⊗M λ⊗λ
// N ⊗M

[[If we arrange that ⊗ is strictly unital and associative, as we implicitly arrange when we treat the
unitality and associativity isomorphisms as identities, then A -Mod is a permutative category.]]

Furthermore, A admits a conjugation χ : A → A , a linear homomorphism satisfying the relations

φ(1⊗ χ)ψ = ηε = φ(χ⊗ 1)ψ .

Equivalently χ makes the diagram

A ⊗A
1⊗χ

// A ⊗A
φ

##

A

ψ

;;

ψ
##

ε // Fp
η

// A

A ⊗A
χ⊗1

// A ⊗A

φ

;;

commute. It follows that χ is an anti-homomorphism, i.e., satisfies χ(θ1θ2) = χ(θ2)χ(θ1) for all θ1, θ2 ∈
A , and it is an involution, i.e., χ2 equals the identity. [[Give a proof? Milnor–Moore?]]
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For p = 2, χ(1) = 1 and
∑
i+j=k Sq

iχ(Sqj) = 0 for all k ≥ 1, so that

χ(Sqk) = Sqk +

k−1∑
i=1

Sqiχ(Sqk−i) .

For example, χ(Sq1) = Sq1, χ(Sq2) = Sq2, χ(Sq3) = Sq2Sq1 and χ(Sq2Sq1) = Sq3. For p odd we get
χ(β) = −β and

χ(P k) = −P k −
k−1∑
i=1

P iχ(P k−i) .

A bialgebra with a conjugation is called a Hopf algebra. The Steenrod algebra A is thus an example
of a cocommutative Hopf algebra.

Let M be a left A -module. The functor L 7→ L⊗M is left adjoint to the functor N 7→ Hom∗(M,N),
in the sense that there is a natural bijection

Hom∗(L⊗M,N) ∼= Hom∗(L,Hom∗(M,N))

taking f : L ⊗M → N to g : L → Hom∗(M,N) given by g(`)(m) = f(` ⊗ m). The identity map of
L ⊗M on the left corresponds to the adjunction unit in : L → Hom∗(M,L ⊗M) on the right, with
in(`)(m) = ` ⊗m. The identity map of Hom∗(M,N) on the right corresponds to the adjunction coinit
ev : Hom∗(M,N) ⊗ N → M on the left, with ev(f ⊗ n) = f(n). These adjunctions do not involve the
symmetric structure, and do not require the introduction of signs.

Definition 13.15. LetM and N be left A -modules, with action maps λ : A ⊗M →M and λ : A ⊗N →
N . We give Hom(M,N) the A -module structure given by the homomorphism A ⊗ Hom(M,N) −→
Hom(M,N) with left adjoint A ⊗Hom(M,N)⊗M −→ N given by the composite

A ⊗Hom(M,N)⊗M ψ⊗1⊗1−→ A ⊗A ⊗Hom(M,N)⊗M 1⊗χ⊗1⊗1−→ A ⊗A ⊗Hom(M,N)⊗M
1⊗γ⊗1−→ A ⊗Hom(M,N)⊗A ⊗M 1⊗1⊗λ−→ A ⊗Hom(M,N)⊗M 1⊗ev−→ A ⊗N λ−→ N .

For θ ∈ A , f : M → N in Hom(M,N) and m ∈M , this composite is∑
(−1)|θ

′′||f |θ′ · f(χ(θ′′) ·m) .

Proposition 13.16. The category A -Mod of left A -modules, with respect to the tensor product −⊗−,
the unit object Fp, the twist isomorphism γ and the mapping object Hom(−,−), is closed symmetric
monoidal.

Example 13.17. For another example of this situation, consider a discrete group G and a field k. The
group algebra k[G] has unit and product given by the neutral element e and the multiplication in
G. It admits a cocommutative coproduct ψ : k[G] → k[G] ⊗ k[G], given by ψ(g) = g ⊗ g for each
g ∈ G. The augmentation ε : k[G] → k satisfies ε(e) = 1 and ε(g) = 0 for all group elements g 6= e.
The conjugation χ : k[G] → k[G] is the anti-homomorphism given by χ(g) = g−1. These maps make
k[G] a cocommutative Hopf algebra. The tensor product of two k[G]-modules M and N is again a
k[G]-module M ⊗N =M ⊗kN , with the diagonal action g · (m⊗n) = gm⊗ gn. The twist isomorphism
γ : M ⊗ N → N ⊗M is k[G]-linear. The homomorphism module Hom(M,N) = Homk(M,N) has the
conjugate k[G]-action, given by (g · f)(m) = gf(g−1m)). Each k[G]-linear homomorphism M ⊗N → P
corresponds bijectively to a k[G]-linear homomorphism M → Hom(N,P ).

The following result should be compared with Lemma 9.20.

Proposition 13.18. Let M be any A -module, with underlying graded Fp-module |M |. There is an
untwisting isomorphism of A -modules,

A ⊗ |M |
∼=−→ A ⊗M

from the induced A -module on the left hand side (with A acting only on the first tensor factor), to the
tensor product of A -modules on the right hand side (with the diagonal A -action). In particular, the
diagonal tensor product A ⊗M is a free A -module.

Proof. The isomorphism from left to right is the composite

A ⊗ |M | ψ⊗1−→ A ⊗A ⊗ |M | 1⊗λ−→ A ⊗M .
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It sends θ ⊗m to
∑
θ′ ⊗ θ′′m, where ψ(θ) =

∑
θ′ ⊗ θ′′. It is A -linear, because the induced A -module

action on the left corresponds to the diagonal A -module action on the tensor product of A and A ⊗|M |
in the middle, and the left action map λ : A ⊗ |M | →M is A -linear.

The inverse isomorphism, from right to left, is the composite

A ⊗M ψ⊗1−→ A ⊗A ⊗M 1⊗χ⊗1−→ A ⊗A ⊗M 1⊗λ−→ A ⊗ |M | .
It sends θ ⊗m to

∑
θ′ ⊗ χ(θ′′)m.

One composite is visible along the upper and right hand edges of the following commutative diagram.

A ⊗ |M |
ψ⊗1

//

ψ⊗1

��

A ⊗A ⊗ |M | 1⊗λ
//

ψ⊗1⊗1

��

A ⊗M

ψ⊗1

��

A ⊗A ⊗ |M |
1⊗ψ⊗1

//

1⊗ε⊗1

��

A ⊗A ⊗A ⊗ |M |

1⊗χ⊗1⊗1

��

A ⊗A ⊗M

1⊗χ⊗1

��

A ⊗A ⊗A ⊗ |M | 1⊗1⊗λ
//

1⊗φ⊗1

��

A ⊗A ⊗M

1⊗λ
��

A ⊗ Fp ⊗ |M |
1⊗η⊗1

// A ⊗A ⊗ |M | 1⊗λ
// A ⊗ |M |

The upper left hand rectangle commutes because ψ is coassociative, the lower left hand rectangle com-
mutes because χ is a conjugation, the upper right hand rectangles commutes by naturality of the tensor
product, and the lower right hand rectangle commutes by associativity for λ. The left hand and lower
edges are the (mutually inverse) canonical isomorphisms, by counitality of ψ and unitality of λ.

[[The other composite is similar.]] �

13.4. Smash product and tensor product. Let T , V , Y and Z be spectra. We have a smash product
pairing

∧ : [T, Y ]∗ ⊗ [V, Z]∗ −→ [T ∧ V, Y ∧ Z]∗
taking f : T → Y and g : V → Z to f ∧ g : T ∧ V → Y ∧Z, and similarly for graded maps. In particular,
for T = V = S we have a pairing

∧ : π∗(Y )⊗ π∗(Z) −→ π∗(Y ∧ Z) .
If Y is a ring spectrum, with unit η : S → Y and multiplication φ : Y ∧ Y → Y , we have a unit
homomorphism

η∗ : π∗(S) −→ π∗(Y )

and a product

π∗(Y )⊗ π∗(Y )
∧−→ π∗(Y ∧ Y )

φ∗−→ π∗(Y )

that make π∗(Y ) an algebra over π∗(S). If Y is homotopy commutative, then π∗(Y ) is a (graded)
commutative π∗(S)-algebra.

When Y = S, the smash product ∧ : π∗(S) ⊗ π∗(S) → π∗(S) agrees up to sign with the composition
product ◦ : π∗(S) ⊗ π∗(S) → π∗(S). The smash product of f : St → S and g : Sv → S is f ∧ g : St+v ∼=
St ∧ Sv → S ∧ S = S, while the composition product is f ◦ Σtg : Sv+t = ΣtSv → ΣtS = St → S. These
agree up to the twist equivalence γ : St ∧ Sv ∼= Sv ∧ St, which is a a map of degree (−1)tv.

Now suppose that Y and Z are bounded below with H∗(Y ) and H∗(Z) of finite type, and let {Y s}s
and {Zu}u be Adams resolutions. If f : T → Y and g : V → Z have Adams filtrations ≥ s and ≥ u,
respectively, then they factor as the composites of s maps

T = Ts → · · · → T0 = Y

and u maps
V = Vu → · · · → V0 = Z ,

all inducing zero on cohomology. By the Künneth theorem, the smash product f ∧ g then factors as the
composite of (s+ u) cohomologically trivial maps

T ∧ V = Ts ∧ Vu → · · · → T0 ∧ Vu → · · · → T0 ∧ V0 = Y ∧ Z .
Hence we get a restricted pairing

F s[T, Y ]∗ ⊗ Fu[V, Z]∗ −→ F s+u[T ∧ V, Y ∧ Z]∗
90



that descends to a pairing

F s/F s+1 ⊗ Fu/Fu+1 −→ F s+u/F s+u+1

of filtration quotients. When the respective spectral sequences converge, we can write this as a pairing

Es,∗∞ ⊗ Eu,∗∞ −→ Es+u,∗∞

of E∞-terms. We will relate this to an algebraically defined pairing

Exts,∗A (H∗(Y ),H∗(T ))⊗ Extu,∗A (H∗(Z),H∗(V )) −→ Exts+u,∗A (H∗(Y ∧ Z),H∗(T ∧ V ))

of the Adams spectral sequence E2-terms.
Let M , N , T and V be A -modules.

Lemma 13.19. Let ε : P∗ → M and ε : Q∗ → N be two resolutions. Then ε⊗ ε : P∗ ⊗Q∗ → M ⊗N is
a resolution. If P∗ or Q∗ is free, then so is P∗ ⊗Q∗.

Proof. If ε∗ : H∗(P∗)→M and ε∗ : H∗(Q∗)→ N are isomorphisms, then (ε⊗ε)∗ : H∗(P∗⊗Q∗)→M⊗N
must also be an isomorphism, due to the Künneth isomorphism H∗(P∗)⊗H∗(Q∗) ∼= H∗(P∗ ⊗Q∗).

If P∗ is free in each degree, then Ps⊗Qu is a sum of copies of A ⊗Qu, for each s and u, hence is free
by Proposition 13.18. Hence P∗ ⊗Q∗ is free in each degree. The same argument applies if Q∗ is free in
each degree. �

Definition 13.20. The tensor product pairing

⊗ : Exts,tA (M,T )⊗ Extu,vA (N,V ) −→ Exts+u,t+vA (M ⊗N,T ⊗ V )

is given by choosing free A -module resolutions P∗ → M and Q∗ → N . The tensor product P∗ ⊗Q∗ →
M ⊗ N is then a free A -module resolution of M ⊗ N , and T ⊗ V is a left A -module, in both cases
using the coproduct ψ : A → A ⊗ A to restrict the external A ⊗ A -module structure to an internal
A -module structure. The tensor product of A -module homomorphisms induces a pairing

Hom∗
A (P∗, T )⊗Hom∗

A (Q∗, V ) −→ Hom∗
A (P∗ ⊗Q∗, T ⊗ V )

of complexes, and the tensor product pairing is the induced pairing in homology.

More explicitly, the pairing takes cocycles f : Ps → ΣtT and g : Qu → ΣvV , with f∂s+1 = 0 and
g∂u+1 = 0, to the tensor product

f ⊗ g : Ps ⊗Qu −→ ΣtT ⊗ ΣvV ∼= Σt+vT ⊗ V .
This is extended by zero on the remaining summands of (P∗⊗Q∗)s+u. Equivalently, f and g can be viewed
as chain maps P∗ → ΣtT [s] and Q∗ → ΣvV [u], respectively, where ΣtT [s] is the chain complex with ΣtT
concentrated in degree s, and similarly for ΣvV [u]. Then (f⊗g)∂s+u+1 = f∂s+1⊗g+(−1)|f |f⊗g∂u+1 = 0,
so the tensor product is a cocycle.

In particular, for s = 0 and u = 0, the tensor product pairing on Ext agrees with the Hom-pairing

⊗ : Homt
A (M,T )⊗Homv

A (M,V ) −→ Homt+v
A (M ⊗N,T ⊗ V )

that maps f : M → ΣtT and g : N → ΣvV to f ⊗ g : M ⊗N → ΣtT ⊗ ΣvV ∼= Σt+vT ⊗ V .
Alternatively, if we have given another free A -module resolution R∗ →M ⊗N , then we can cover the

identity of M ⊗N by a chain map ∆: R∗ → P∗⊗Q∗, unique up to chain homotopy. Then the composite

R∗
∆−→ P∗ ⊗Q∗

f⊗g−→ ΣtT ⊗ ΣvV ∼= Σt+vT ⊗ V
is a cocycle that represents the tensor product [f ]⊗ [g] in Exts+u,t+vA (M ⊗N,T ⊗ V ).

13.5. The smash product pairing of Adams spectral sequences. Let Y and Z be spectra. We
have a smash product pairing

∧ : π∗(Y )⊗ π∗(Z) −→ π∗(Y ∧ Z)
that takes f : St → Y and g : Sv → Z to the smash product f ∧ g : St+v ∼= St ∧ Sv → Y ∧ Z.

Suppose that Y and Z are bounded below, and thatH∗(Y ) andH∗(Z) are of finite type. Let {Y s}s and
{Zu}u be Adams resolutions of Y and Z, respectively, with cofibers Y s/Y s+1 = Ks and Zu/Zu+1 = Lu.
Let Ps = H∗(ΣsKs) and Qu = H∗(ΣuLu) be the A -modules that appear in the usual free resolutions
ε : P∗ → H∗(Y ) and ε : Q∗ → H∗(Z).

Let W = Y ∧ Z be the smash product. Then W is bounded below and H∗(W ) ∼= H∗(Y )⊗H∗(Z) is
of finite type. We shall construct an Adams resolution {Wn}n of W by geometrically mixing the Adams
resolutions for Y and Z.
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Traditionally, this is done by first replacing Y , Z and their Adams resolutions by homotopy equivalent
spectra, so that each Y s and Zu is a CW spectrum, and each map i : Y s+1 → Y s and i : Zu+1 → Zu is
the inclusion of a CW subspectrum. Then Y s ∧ Zu is a CW subspectrum of Y ∧ Z, and one can form
the union of these subspectra for all s+ u = n. Hence one defines

Wn =
⋃

s+u=n

Y s ∧ Zu .

Then Wn+1 is a CW subspectrum of Wn, and

Wn/Wn+1 ∼=
∨

s+u=n

Ks ∧ Lu .

Lemma 13.21. The diagram

. . . // W 2 i //

j

��

W 1 i //

j

��

W

j

��

W 2/W 3

∂

cc

W 1/W 2

∂

ee

W/W 1

∂

ee

is an Adams resolution of W = Y ∧Z. The associated free resolution R∗ → H∗(W ) is the tensor product
of the free resolutions P∗ → H∗(Y ) and Q∗ → H∗(Z).

Proof. Since each Ks is a wedge sum of suspended copies of H, of finite type, and each Lu is of finite
type, we know that Wn/Wn+1 is a wedge sum of suspended copies of H, of finite type. Let

Rn = H∗(Σn(Wn/Wn+1)) ∼=
⊕

s+u=n

Ps ⊗Qu .

This is a free A -module of finite type, by its geometric origin as the cohomology of Wn/Wn+1. The
compositeWn−1/Wn → ΣWn → Σ(Wn/Wn+1) splits as the direct sum of the maps j∂∧1: Ks−1∧Lu →
ΣKs ∧ Lu ∼= Σ(Ks ∧ Lu) and 1 ∧ j∂ : Ks ∧ Lu−1 → Ks ∧ΣLu ∼= Σ(Ks ∧ Lu). Hence the boundary map
∂n : Rn → Rn−1 is given by the usual formula

∂n(x⊗ y) = ∂n(x)⊗ y + x⊗ ∂n(y)

(we work at p = 2, hence there is no sign), so that R∗ = P∗ ⊗ Q∗ is the tensor product of the two
resolutions. By the Künneth theorem, the homology of R∗ is the tensor product of the homologies of P∗
and Q∗, so ε : R∗ → H∗(Y )⊗H∗(Z) ∼= H∗(Y ∧ Z) is a free resolution.

In particular, j : W 0 = Y ∧ Z → K0 ∧ L0 induces a surjection j∗ in cohomology. It follows that
∂ : W/W 1 → ΣW 1 induces an injection ∂∗ in cohomology, with image in R0 = H∗(W/W 1) equal to
the kernel of j∗ = ε. This equals the image of ∂1 = ∂∗j∗ : R1 → R0, by exactness at R0 of the free
resolution, which implies that j∗, induced by j : W 1 → W 1/W 2, is surjective. Suppose inductively that
j : Wn−1 → Wn−1/Wn induces a surjection j∗ in cohomology, for some n ≥ 2. Then ∂ : Wn−1/Wn →
ΣWn induces an injection ∂∗ in cohomology. The image of ∂∗ equals the kernel of j∗, hence lies in the
kernel of ∂n−1 = ∂∗j∗ : Rn−1 → Rn−2. This equals the image of ∂n = ∂∗j∗ : Rn → Rn−1, by exactness
at Rn−1, which implies that j∗, induced by j : Wn →Wn/Wn+1, is surjective. �

Granting a little more technology, the substitution by CW spectra can be replaced by the passage to
a homotopy colimit. For a fixed n ≥ 0, one considers the diagram of all spectra Y s ∧ Zu for s+ u ≥ n,
and forms the homotopy colimit

Wn = hocolim
s+u≥n

Y s ∧ Zu .

There is a natural diagram

· · · →W 2 i−→W 1 i−→W 0 ' Y ∧ Z
and an identification

Wn/Wn+1 ∼=
∨

s+u=n

hocofib(Y s+1 → Y s) ∧ hocofib(Zu+1 → Zu)

where hocofib(Y s+1 → Y s) ' Ks denotes the mapping cone of the given map, etc. The proof of the
lemma goes through in the same way with these conventions.

The following theorem is similar to that proved in §4 of Adams (1958).
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Theorem 13.22. There is a natural pairing

Es,tr (Y )⊗ Eu,vr (Z) −→ Es+u,t+vr (Y ∧ Z)

of Adams spectral sequences, given at the E2-term by the tensor product pairing

Exts,tA (H∗(Y ),Fp)⊗ Extu,vA (H∗(Z),Fp) −→ Exts+u,t+vA (H∗(Y ∧ Z),Fp)

and converging to the smash product pairing

πt−s(Y
∧
p )⊗ πv−u(Z∧

p ) −→ πt−s+v−u((Y ∧ Z)∧p ) .

More generally, there is a natural pairing

Es,tr (T, Y )⊗ Eu,vr (V, Z) −→ Es+u,t+vr (T ∧ V, Y ∧ Z)

of spectral sequences, given at the E2-term by the tensor product pairing

Exts,tA (H∗(Y ),H∗(T ))⊗ Extu,vA (H∗(Z),H∗(V )) −→ Exts+u,t+vA (H∗(Y ∧ Z),H∗(T ∧ V ))

and converging to the smash product pairing

[T, Y ∧
p ]t−s ⊗ [V, Z∧

p ]v−u −→ [T ∧ V, (Y ∧ Z)∧p ]t−s+v−u .

((Discuss the role of completion in the pairing?))

Proof. Recall that Esr = Zsr/B
s
r , where

Zsr = ∂−1 im(ir−1
∗ : π∗(Y

s+r)→ π∗(Y
s+1))

and

Bsr = j ker(ir−1
∗ : π∗(Y

s)→ π∗(Y
s+r−1))

are subgroups of E1
s = π∗(K

s). For the purpose of this proof, it is convenient to rewrite these groups as

Zsr = im(π∗(Y
s/Y s+r)→ π∗(K

s))

and

Bsr = im(π∗(Σ
−1(Y s−r+1/Y s))→ π∗(K

s)) .

These formulas can be obtained by chases in the diagrams

Y s+r
ir //

��

Y s //

j

��

Y s/Y s+r

��

∗ //

��

Ks = //

∂
��

Ks

��

ΣY s+r
Σir−1

// ΣY s+1 // Σ(Y s+1/Y s+r)

and

∗ //

��

Σ−1(Y s−r+1/Y s)
= //

��

Σ−1(Y s−r+1/Y s)

��

Y s+1 i //

=

��

Y s
j

//

ir−1

��

Ks

��

Y s+1 ir // Y s−r+1 // Y s−r+1/Y s+1

of horizontal and vertical cofiber sequences.
The differential dsr : E

s
r → Es+rr is determined by the homomorphism δ : π∗(Y

s/Y s+r)→ Zs+rr induced
by Y s/Y s+r → ΣKs+r and the surjection π : π∗(Y

s/Y s+r)→ Zsr induced by Y s/Y s+r → Ks:

Es1 Zsroooo

����

π∗(Y
s/Y s+r)

δ //πoooo Zs+tr
// //

����

Es+r1

Esr
dsr // Es+rr
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To compare this with the exact couple definition of dsr, consider the commutative diagram

Ks

k
��

Y s/Y s+roo

��

// ΣKs+r

ΣY s+1 ΣY s+r
ir−1
oo

j
// ΣKs+r

where the left hand square is homotopy (co-)cartesian. (It follows that Bs+rr+1/B
s+r
r ⊂ Es+rr equals the

image of dsr.)
So far we have discussed the Adams spectral sequence for a single spectrum Y . We now relate the

Adams spectral sequences for Y , Z and W = Y ∧ Z, where W has the Adams resolution obtained from
given Adams resolutions of Y and Z.

There is a preferred inclusion Y s ∧ Zu →Wn for all s, u ≥ 0 and n = s+ u. It restricts to inclusions
Y s+r ∧ Zu → Wn+r and Y s ∧ Zu+r → Wn+r, that agree on Y s+r ∧ Zu+r. Hence we have a main
commutative diagram

U //

��

Y s+r ∧ Zu ∪ Y s ∧ Zu+r //

ar

  

��

Y s+1 ∧ Zu ∪ Y s ∧ Zu+1 a1 //

��

Y s ∧ Zu //

��

Y ∧ Z

'
��

Wn+r+1 i // Wn+r

ir

CC
ir−1

// Wn+1 i // Wn // W

where Y s+r ∧Zu ∪Y s ∧Zu+r denotes the pushout of Y s+r ∧Zu and Y s ∧Zu+r along Y s+r ∧Zu+r, and
U is brief notation for a similar union of Y s+r+1 ∧ Zu, Y s+r ∧ Zu+1, Y s+1 ∧ Zu and Y s ∧ Zu+1.

Passing to horizontal cofibers for the middle part of the diagram, we get a commutative diagram

(5) Y s ∧ Zu //

��

Y s/Y s+r ∧ Zu/Zu+r //

��

Ks ∧ Lu

��

Wn // Wn/Wn+r // Wn/Wn+1

where the maps in the upper row are smash products of the standard maps Y s → Y s/Y s+r, Y s/Y s+r →
Ks, etc. The vertical mapKs∧Lu →Wn/Wn+1 agrees with the inclusion of a summand inWn/Wn+1 ∼=∨
s+u=nK

s ∧ Lu. Hence it induces a pairing

φ1 : E
s
1(Y )⊗ Eu1 (Z) −→ En1 (W )

that corresponds to the previously discussed pairing

HomA (P∗,Fp)⊗HomA (Q∗,Fp) −→ HomA (P∗ ⊗Q∗,Fp)

under the d-invariant isomorphisms πt−s(K
s) ∼= Homt

A (Ps,Fp), etc.
Passing to horizontal cofibers further to the left in the main diagram, we get a commutative diagram

(6) Y s/Y s+r ∧ Zu/Zu+r //

��

Σ(Y s+r ∧ Zu ∪ Y s ∧ Zu+r) //

��

Σ(Ks+r ∧ Lu ∨Ks ∧ Lu+r)

��

Wn/Wn+r // ΣWn+r // Σ(Wn+r/Wn+r+1)

where the composite map in the upper row is the wedge sum of the smash product of the standard maps
Y s/Y s+r → ΣKs+r and Zu/Zu+r → Lu, and the smash product of the standard maps Y s/Y s+r → Ks

and Zu/Zu+r → ΣLu+r. The right hand vertical map is the suspension of the wedge sum of the pairings
Ks+r ∧ Lu →Wn+r/Wn+r+1 and Ks ∧ Lu+r →Wn+r/Wn+r+1.

We now claim that (a) φ1 = φ̃1 restricts to a pairing

φ̃r : Z
s
r (Y )⊗ Zur (Z) −→ Znr (W ) ,

(b) φ̃r descends to a pairing

φr : E
s
r(Y )⊗ Eur (Z) −→ Enr (W )
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and (c) φr satisfies the Leibniz rule

dr(φr(y ⊗ z)) = φr(dr(y)⊗ z) + (−1)|y|φr(y ⊗ dr(z)) .

Here r ≥ 1 and n = s+ u.
Assuming these claims, which are similar to the conditions of Lemma 2.2 of Moss (1968), we can

easily finish the proof of the theorem. The pairings (φr)∗ and φr+1 agree, under the identification

Hs(E∗
r , dr)

∼= Esr+1, since they are both induced by a passage to quotients from φ̃r+1. Hence the
sequence {φr}r qualifies as a pairing of spectral sequences. In particular, φ2 = (φ1)∗ is the tensor
product pairing of Ext-groups. This spectral sequence pairing converges to the smash product pairing
in homotopy, since the pairing of E∞-terms is induced by the pairing

π∗(Y
s)⊗ π∗(Zu) −→ π∗(Y

s ∧ Zu) −→ π∗(W
n)

via the surjections π∗(Y
s) → Es∞, etc., and the pairing of filtration quotients is induced by the same

pairing via the surjections π∗(Y
s) → F s → F s/F s+1, etc. These surjections have the same kernel, so

the induced pairings of quotients are compatible under the identifications F s/F s+1 ∼= Es∞.
It remains to prove the three parts of the claim.
(a) Applying π∗(−) to the right hand square in diagram (5), we get the outer rectangle of the following

map of pairings:

π∗(Y
s/Y s+r)⊗ π∗(Zu/Zu+r) // //

��

Zsr (Y )⊗ Zur (Z) // //

φ̃r

��

Es1(Y )⊗ Eu1 (Z)

φ1

��

π∗(W
n/Wn+r)

π // // Znr (W ) // // En1 (W )

In view of the description of Znr (W ) as the image of π∗(W
n/Wn+r) → π∗(W

n/Wn+1) = En1 (W ), and

similarly for Y and Z, it follows that there is a unique pairing φ̃r that makes the whole diagram commute.
(b) To check that φ̃r descends to a pairing φr : E

s
r(Y )⊗ Eur (Z)→ Enr (W ), we use the diagram

Esr(Y )⊗ Eur (Z)

φr

��

Zsr (Y )⊗ Zur (Z)

φ̃r

��

oooo // // Zsr−1(Y )⊗ Zur−1(Z)

φ̃r−1

��

// // Esr−1(Y )⊗ Eur−1(Z)

φr−1

��

Enr (W ) Znr (W )oooo // // Znr−1(W ) // // Enr−1(W ) .

There is only something to prove for r ≥ 2. We assume, by induction on r, that the Leibniz rule in (c)
holds for dr−1 and φr−1.

Given y ∈ Bsr(Y ) ⊂ Zsr (Y ) and z ∈ Zur (Z) we must show that φ̃r(y ⊗ z) ∈ Bnr (W ) ⊂ Znr (W ). The
image of y in Esr−1(Y ) has the form [y] = dr−1(x) for some x ∈ Es−r+1

r−1 (Y ), and the image of z in
Eur−1(Z) satisfies dr−1([z]) = 0. Then dr−1(φr−1(x⊗ [z])) = φr−1(dr−1(x)⊗ [z])±φr−1(x⊗ dr−1([z])) =

φr−1([y]⊗ [z])± 0 = [φ̃r(y⊗ z)]. Hence φ̃r(y⊗ z) is congruent modulo Bnr−1(W ) to a class in Bnr (W ), as

we asserted. The same argument shows that φ̃r maps Zsr (Y )⊗ Bur (Z) into Bnr (W ). Hence φ̃r descends
to φr, and this uniquely determines φr.

(c) [[TODO: Account for signs.]] Applying π∗(−) to the outer rectangle in diagram (6), we get the
outer rectangle of the following map of pairings:

π∗(Y
s/Y s+r)⊗ π∗(Zu/Zu+r)

��

[
δ⊗π
π⊗δ

]
//
Zs+rr (Y )⊗ Zur (Z)

⊕
Zsr (Y )⊗ Zu+rr (Z)

// //

[φ̃r φ̃r]

��

Es+r1 (Y )⊗ Eu1 (Z)
⊕

Es1(Y )⊗ Eu+r1 (Z)

[φ1 φ1]

��

π∗(W
n/Wn+r)

δ // Zn+rr (W ) // // En+r1 (W )

Since the pairings φ̃r have been defined to make the right hand square commute, the whole diagram
commutes.

95



Combining parts of four of these diagrams, we have the commutative sprawl:

Esr(Y )⊗ Eur (Z)

[
dsr⊗1
1⊗dur

]
��

φr

&&

Zsr (Y )⊗ Zur (Z)
φ̃r //oooo Znr (W ) // // Enr (W )

dnr

��

π∗(Y
s/Y s+r)⊗ π∗(Zu/Zu+r)

π⊗π
OOOO

//[
δ⊗π
π⊗δ

]
��

π∗(W
n/Wn+r)

π

OOOO

δ

��Es+rr (Y )⊗ Eur (Z)
⊕

Esr(Y )⊗ Eu+rr (Z)

[φr φr]

88

Zs+rr (Y )⊗ Zur (Z)
⊕

Zsr (Y )⊗ Zu+rr (Z)

[φ̃r φ̃r]
//oooo Zn+rr (W ) // // En+rr (W )

Going around the outer boundary of the diagram we see that dnr (φr(y⊗z)) = φr(d
s
r(y)⊗z)+φr(y⊗dur (z)),

proving the Leibniz rule. �

Remark 13.23. If y ∈ π∗(Ks) and z ∈ π∗(Lu) lift to ỹ ∈ π∗(Y s/Y s+r) and z̃ ∈ π∗(Zu/Zu+r), respectively,
with images δy ∈ π∗(ΣKs+r) and δz ∈ π∗(ΣLu+r), then y∧z ∈ π∗(Ks∧Lu) lifts to ỹ∧ z̃ ∈ π∗(Y s/Y s+r∧
Zu/Zu+r).

ΣKs+r Y s/Y s+roo // Ks

ΣKs+r ∧ Lu Ks ∧ Lu Lu

Y s/Y s+r ∧ Zu/Zu+r

55ii

))

Zu/Zu+r

OO

��

ΣKs ∧ Lu+r ΣLu+r

The maps Y s ∧ Zu →W s+u =Wn induce a commutative diagram

ΣKs+r ∧ Lu ∨ ΣKs ∧ Lu+r

��

Y s/Y s+r ∧ Zu/Zu+roo //

��

Ks ∧ Lu

��

Σ(Wn+r/Wn+r+1) Wn/Wn+roo // Wn/Wn+1

and ỹ ∧ z̃ maps to a lift ỹ · z̃ in π∗(W
n/Wn+r) of the image y · z of y ∧ z in Wn/Wn+1. Hence δ(y · z)

is the image δy · z + y · δz of δy ∧ z + y ∧ δz in π∗(ΣK
s+r ∧ Lu ∨ ΣKs ∧ Lu+r). The key point is that,

even if Y s/Y s+r ∧ Zu/Zu+r is attached to all of Y s+r ∧ Zu ∪ Y s ∧ Zu+r in Y s ∧ Zu, the composite
map to Wn+r → Wn+r/Wn+r+1 factors through the quotient Ks+r ∧ Lu ∨Ks ∧ Lu+r, making the left
hand square above commute. The bookkeeping shows that δy represents dr([y]), and so on, so that
δ(y · z) = δy · z + y · δz implies the Leibniz rule for dr.

Corollary 13.24. Suppose that Y is a ring spectrum, with multiplication φ : Y ∧ Y → Y and unit
η : S → Y . Then there is a natural pairing

E∗,∗
r (Y )⊗ E∗,∗

r (Y ) −→ E∗,∗
r (Y ) ,

given at the E2-term by the composite

Ext∗,∗A (H∗(Y ),Fp)⊗ Ext∗,∗A (H∗(Y ),Fp) −→ Ext∗,∗A (H∗(Y ∧ Y ),Fp)
φ∗−→ Ext∗,∗A (H∗(Y ),Fp) ,

and a unit map

E∗,∗
r (S)

η∗−→ E∗,∗
r (Y ) ,

given at the E2-term by

Ext∗,∗A (Fp,Fp)
η∗−→ Ext∗,∗A (H∗(Y ),Fp) ,
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that make the Adams spectral sequence E∗,∗
r (Y ) an algebra spectral sequence over E∗,∗

r (S). If Y is
homotopy commutative, then it is a commutative algebra spectral sequence.

13.6. The bar resolution. Let k be a commutative ring, and consider any k-algebra A. (Our principal
example will be the case k = Fp and A = A , the mod p Steenrod algebra.) We write ⊗ for ⊗k and
Hom for Homk. Let M and N be left and right A-modules, respectively. The two-sided bar construction
β•(N,A,M) is the simplicial k-module, given in degree q ≥ 0 by

βq(N,A,M) = N ⊗A⊗q ⊗M .

Following Eilenberg–MacLane (see MacLane (1963, Sect. X.2)) we use the notation n[a1| . . . |aq]m for
the tensor n ⊗ a1 ⊗ · · · ⊗ aq ⊗m in βq(N,A,M), and the use of vertical bars in this notation gives the
construction its name. The face operators di : βq(N,A,M)→ βq−1(N,A,M) for 0 ≤ i ≤ q are given by

di(n[a1| . . . |aq]m) =


na1[a2| . . . |aq]m for i = 0,

n[a1| . . . |ai−1|aiai+1|ai+2| . . . |aq]m for 0 < i < q, and

n[a1| . . . |aq−1]aqm for i = q.

The degeneracy operators sj : βq(N,A,M)→ βq+1(N,A,M) for 0 ≤ j ≤ q are given by

sj(n[a1| . . . |aq]m) = n[a1| . . . |aj |1|aj+1| . . . |aq]m,

where 1 = η(1) ∈ A denotes the algebra unit. There is an augmentation

ε : β•(N,A,M) −→ N ⊗AM
to the balanced tensor product N ⊗A M , considered as a constant simplicial object, given in degree
q = 0 by ε(n[]m) = n ⊗A m. In the special case N = A, with the right A-module structure given by
the k-algebra multiplication, there is an extra degeneracy operator s−1 : βq(A,A,M) → βq+1(A,A,M)
given by

s−1(a0[a1| . . . |aq]m) = 1[a0|a1| . . . |aq]m
and the augmentation specializes to ε : β•(A,A,M) → M given by ε(a[]m) = am. [[Can discuss how
s−1 specifies a simplicial contraction of β•(A,A,M) to M .]] In this case the left A-module structure on
N = A induces an A-module structure on each βq(A,A,M), making β•(A,A,M) a simplicial A-module.
(The extra degeneracy s−1 is not A-linear. We use the induced, not the diagonal, A-module structure
on each βq(A,A,M) = A⊗A⊗q ⊗M , even when the latter exists.)

The associated normalized chain complex is the normalized bar construction. It is the chain complex
of k-modules given in degree q ≥ 0 by

Bq(N,A,M) = N ⊗ J(A)⊗q ⊗M
where J(A) = cok(η : k → A) is the unit coideal. [[Often denoted Ā.]] The boundary operator
∂q : Bq(N,A,M)→ Bq−1(N,A,M) is the alternating sum

∂q =

q∑
i=0

(−1)idi

of the face operators, which descends over the surjection βq(N,A,M)→ Bq(N,A,M). Hence

∂q(n[a1| . . . |aq]m) = na1[a2| . . . |aq]m+
∑

0<i<q

(−1)in[a1| . . . |aiai+1| . . . |aq]m+ (−1)qn[a1| . . . |aq−1]aqm

for n ∈ N , ai ∈ J(A) and m ∈ M . [[A sign may be introduced, depending on the degrees of the terms
ai.]] There is still an augmentation

ε : B0(N,A,M) −→ N ⊗AM
given by the canonical surjection N ⊗M → N ⊗AM , and we get an augmented chain complex

· · · → B2(N,A,M)
∂2−→ B1(N,A,M)

∂1−→ B0(N,A,M)
ε−→ N ⊗AM → 0

of k-modules. In the special case when N = A, the augmentation can be rewritten as ε : B0(N,A,M)→
M , sending a[]m to am. In this case the extra degeneracy gives rise to a chain contraction S of
B∗(A,A,M) to M . This is a chain homotopy

Sq : Bq(A,A,M) −→ Bq+1(A,A,M)

given by
Sq(a0[a1| . . . |aq]m) = 1[a0|a1| . . . |aq]m
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for all q ≥ 0. It satisfies

∂S + S∂ = 1− ηε .
Here 1 denotes the identity, and η : M → B0(A,A,M) sends m to 1[]m, so that ηε(a[]m) = 1[]am.
[[Prove the chain homotopy relation. Clarify that ∂ = 0 on B0(N,A,M). Conversely, the boundaries ∂
are inductively determined by this relation and A-linearity.]] Hence ε and η are chain homotopy inverse
equivalences between B∗(A,A,M) and M , where M is viewed as a trivial chain complex concentrated
in degree 0.

The left A-module structure on N = A makes B∗(A,A,M) a chain complex of left A-modules. In
other words,

ε : B∗(A,A,M) −→M

is an A-module resolution of M , called the bar resolution. (Note that we use the induced A-module
structure on each Bq(A,A,M) = A⊗ J(A)⊗q ⊗M , not the diagonal structure, in case the latter exists.)
If J(A) and M are flat, resp. projective, as k-modules, then so is J(A)⊗q ⊗M . This will imply that
Bq(A,A,M) is flat, resp. projective, as a left A-module. Hence, under these conditions, the bar resolution
is a flat, resp. projective, resolution. If k is a field, as it will be in the case when A is the mod p Steenrod
algebra, then these conditions are automatically satisfied.

In particular, we can in principle use the bar resolution to calculate TorA∗ (N,M) and Ext∗A(M,L). If
J(A) and M are flat k-modules, then

TorAs (N,M) = Hs(N ⊗A B∗(A,A,M), 1⊗ ∂) ∼= Hs(B∗(N,A,M), ∂)

for each s ≥ 0, as graded k-modules. This uses the evident isomorphismN⊗ABq(A,A,M) ∼= Bq(N,A,M)
for each q ≥ 0. If J(A) and M are projective k-modules, and L is any left A-module, then

ExtsA(M,L) = Hs(HomA(B∗(A,A,M), L),Hom(∂, 1))

for each s ≥ 0, again as graded k-modules. [[Can rewrite HomA(Bq(A,A,M), L) = HomA(A ⊗
J(A)⊗q⊗M,L) ∼= Homk(J(A)

⊗q⊗M,L) in terms of L⊗ (J(A)∗)⊗q⊗M∗, leading to the cobar complex
Cq(L,A∗,M∗) for the dual coalgebra A∗. Return to this later.]]

13.7. Comparison of pairings. The bar resolution grows too fast in size to be useful for efficient
machine calculation, but its explicit form makes it useful for theoretical analysis. [[Calculate Yoneda
composition and tensor product in terms of bar resolutions.]]

Let f : X → Y and g : Y → Z be maps of spectra, and let g̃ : S → F (Y, Z) be right adjoint to g. The
smash product g̃ ∧ f : X ∼= S ∧X → F (Y, Z) ∧ Y followed by the evaluation map ev : F (Y, Z) ∧ Y → Z
defines a map

ev ◦ (g̃ ∧ f) : X −→ Z

that equals the composite gf = g ◦ f : X → Z. Hence the composition pairing

◦ : [Y, Z]∗ ⊗ [X,Y ]∗ −→ [X,Z]∗

can be rewritten in terms of the smash product pairing as the composite

π∗F (Y, Z)⊗ [X,Y ]∗
∧−→ [S ∧X,F (Y, Z) ∧ Y ]∗

ev∗−→ [X,Z]∗ .

In particular, for Y = S, the composition pairing

◦ : [S,Z]∗ ⊗ [X,S]∗ −→ [X,Z]∗

equals the smash product pairing. Specializing to X = S, the composition and smash products give the
same module action

π∗(Z)⊗ π∗(S) −→ π∗(Z) .

Specializing further to Z = S the two ring structures

π∗(S)⊗ π∗(S) −→ π∗(S)

on π∗(S) agree. The smash product pairing is graded commutative, since µ : S ∧ S ∼= S and µγ are ho-
motopic (or equal, in some models). It follows that also the composition product is graded commutative,
which is not so evident from its definition.

Conversely, given maps f : T → Y and g : V → Z of spectra, the smash product f ∧g : T ∧V → Y ∧Z
can be factored in two ways, as

(f ∧ 1) ◦ (1 ∧ g) = f ∧ g = (1 ∧ g) ◦ (f ∧ 1) .
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Hence the smash product pairing

∧ : [T, Y ]∗ ⊗ [V, Z]∗ −→ [T ∧ V, Y ∧ Z]∗
can be rewritten in terms of the composition pairing as the composite

π∗F (T, Y )⊗ π∗F (V, Z)
σ∗⊗τ∗−→ π∗F (T ∧ Z, Y ∧ Z)⊗ π∗F (T ∧ V, T ∧ Z)

◦−→ π∗F (T ∧ V, Y ∧ Z) .
[[Explain the stabilization maps σ : F (T, Y )→ F (T∧Z, Y ∧Z) and τ : F (V, Z)→ F (T∧V, T∧Z), perhaps
in terms of the adjoints ev∧1: F (T, Y )∧T ∧Z → Y ∧Z and γ(ev∧1)(1∧γ) : F (V, Z)∧T ∧V → T ∧Z.]]
In particular, for T = Z = S, the smash product pairing

∧ : [S, Y ]∗ ⊗ [V, S]∗ −→ [V, Y ]∗

equals the composition pairing.
Let L, M and N be left A-modules, for a k-algebra A that is projective as a k-module. Let

ε : B∗(A,A,M) → M and ε : B∗(A,A,N) → N be the normalized bar resolutions. The Yoneda compo-
sition

◦ : Exts,tA (M,L)⊗ Extu,vA (N,M) −→ Exts+u,t+vA (N,L)

takes [f ]⊗[g] to [Σvf ◦gs], where [f ] and [g] are the cohomology classes of cocycles f : Bs(A,A,M)→ ΣtL
and g : Bu(A,A,N)→ ΣvM , or equivalently, of chain maps f : B∗(A,A,M)→ ΣtL[s] and g : B∗(A,A,N)→
ΣvM [u], where ΣtL[s] denotes the chain complex with ΣtL in cohomological degree s and 0 in all other
degrees, and similarly for ΣvM [u]. Furthermore, g∗ : B∗(A,A,N) → ΣvB∗(A,A,M)[u] is a chain map
lifting g, so that εg∗ = g. It consists of A-module maps gq : Bq+u(A,A,N) → ΣvBq(A,A,M) for all
q ≥ 0, commuting [[up to a sign]] with the boundary maps, and εg0 = g. [[Explain the cohomological
shift by u, denoted [u], of a chain complex, including sign convention?]]

B∗(A,A,N)

ε'
��

g

((

g∗ // B∗(A,A,M)

ε'
��

f

%%
N M L

The opposite Yoneda composition

◦op : Extu,vA (N,M)⊗ Exts,tA (M,L) −→ Exts+u,t+vA (N,L)

is given by the twist map γ : [g] ⊗ [f ] 7→ (−1)(t−s)(v−u)[f ] ⊗ [g] followed by the Yoneda composition,
hence maps [g]⊗ [f ] to (−1)(t−s)(v−u)[Σvf ◦ gs] in the notation above. [[Is this the correct sign?]]

It is possible to write down an explicit chain map g∗ lifting g. Compare Adams (1960, p. 33).

Lemma 13.25. Given a cocycle g : B∗(A,A,N)→ ΣvM [u], a chain map

g∗ : B∗(A,A,N)→ ΣvB∗(A,A,M)[u]

that lifts g is given [[up to sign]] by the formula

gq(a0[a1| . . . |aq+u]n) = a0[a1| . . . |aq]g(1[aq+1| . . . |aq+u]n)
for each q ≥ 0. Hence the Yoneda product [f ]◦[g] is represented by the cocycle Σvf ◦gs : Bs+u(A,A,N)→
Σt+vL given by

a0[a1| . . . |as+u]n 7−→ f(a0[a1| . . . |as]g(1[as+1| . . . |as+u]n)) .

Proof. Let g0 : Bu(A,A,N)→ B0(A,A,M) of internal degree v be given by

g0(a0[a1| . . . |au]n) = a0[]g(1[a1| . . . |au]n) .
Then g0 is A-linear, and εg0 = g. Next, define g1 : Bu+1(A,A,N) → B1(A,A,M) to be the A-linear
homomorphism of internal degree v that agrees with S0g0∂u+1 when restricted along η⊗1: k⊗A⊗(u+1)⊗
N → Bu+1(A,A,N). It is given by

g1(a0[a1| . . . |au+1]n) = a0[a1]g(1[a2| . . . |au+1]n) ,

since the remaining summands from ∂u+1 are mapped to terms of the form a0[1]m = 0 in B1(A,A,M).
Then ∂1g1 = ∂1S0g0∂u+1 on k ⊗ A⊗(u+1) ⊗N , which by the relation ∂1S0 + ηε = 1 differs from g0∂u+1

by ηεg0∂u+1 = ηg∂u+1 = 0, where we use that g0 lifts g and g is a cocycle. Hence ∂1g1 = g0∂u+1 on
k ⊗A⊗(u+1) ⊗N . Since both sides are A-linear, it follows that ∂1g1 = g0∂u+1 on all of Bu+1(A,A,N).

For q ≥ 2, suppose inductively we have defined g∗ as a chain map, of internal degree v, up to and
including gq−1 : Bu+q−1(A,A,N) → Bq−1(A,A,M). In particular, we are assuming that ∂q−1gq−1 =
gq−2∂u+q−1. Define gq : Bq+u(A,A,N) → Bq(A,A,M) to be the A-linear homomorphism that agrees
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with Sq−1gq−1∂q+u when restricted over η⊗1: k⊗A⊗(q+u)⊗N → Bq+u(A,A,N). Here Sq−1 : Bq−1(A,A,N)→
Bq(A,A,N) is part of the chain contraction of B∗(A,A,N), and is not A-linear. By induction it follows
that

gq(a0[a1| . . . |aq+u]n) = a0[a1| . . . |aq]g(1[aq+1| . . . |aq+u]n) ,
since

gq(1[a1| . . . |aq+u]n) = Sq−1gq−1∂q+u(1[a1| . . . |aq+u]n)
= Sq−1gq−1(a1[a2| . . . |aq+u]n− 1[a1a2| . . . |aq+u]n+ . . . )

= Sq−1(a1[a2| . . . |aq]g(1[aq+1| . . . |aq+u]n)− 1[a1a2| . . . |aq]g(1[aq+1| . . . |aq+u]n) + . . . )

= 1[a1|a2| . . . |aq]g(1[aq+1| . . . |aq+u]n)− 1[1|a1a2| . . . |aq]g(1[aq+1| . . . |aq+u]n) + . . .

where the second and the remaining terms are zero in the normalized bar resolution. To check that
g∗ is a chain map, we must prove that ∂qgq = gq−1∂q+u : Bq+u(A,A,N) → Bq−1(A,A,M). [[This
should involve a sign (−1)u.]] Both sides are A-linear, so it suffices to prove this after restriction to
k⊗A⊗(q+u)⊗N . Here ∂qgq = ∂qSq−1gq−1∂q+u differs from gq−1∂q+u by Sq−2∂q − 1gq−1∂q+u, in view of
the relation ∂qSq−1+Sq−2∂q−1 = 1. This difference equals Sq−2gq+u−1∂q+u−1∂q+u = 0, by the inductive
hypothesis and the fact that B∗(A,A,N) is a chain complex. �

[[When A is a Hopf algebra, and M = k, so that

f(a0[a1| . . . |as]g(1[as+1| . . . |as+u]n)) = f(a0[a1| . . . |as]1) · g(1[as+1| . . . |as+u]n) ,
the Yoneda product is induced by the diagonal approximation B∗(A,A,N)→ B∗(A,A, k)⊗B∗(A,A,N)
mapping a0[a1| . . . |aq]n to the sum over s + u = q of a0[a1| . . . |as]1 ⊗ 1[as+1| . . . |as+q]n. Dualize to a
concatenation pairing of cobar complexes. What about the case when M 6= k?]]

We can also write down explicit diagonal approximations to calculate the tensor product pairings.
Compare Adams (1960, p. 35).

Let M , N , T and V be left A-modules, still for a k-algebra A that is projective as a k-module. Let
ε : B∗(A,A,M) → M and ε : B∗(A,A,N) → N be the normalized bar resolutions. These are projective
A-module resolutions. The tensor product ε ⊗ ε : B∗(A,A,M) ⊗ B∗(A,A,N) → M ⊗ N is then a
projective A⊗A-module resolution, hence is chain homotopy equivalent to the normalized bar resolution
ε : B∗(A⊗A,A⊗A,M ⊗N)→M ⊗N .

An explicit chain equivalence

AW : B∗(A⊗A,A⊗A,M ⊗N) −→ B∗(A,A,M)⊗B∗(A,A,N)

is given by the Alexander–Whitney map

AW (a0 ⊗ b0[a1 ⊗ b1| . . . |aq ⊗ bq]m⊗ n) =
q∑
i=0

a0[a1| . . . |ai]ai+1 . . . aqm⊗ b0b1 . . . bi[bi+1| . . . |bq]n .

See MacLane (1964, Cor. X.7.2). Now suppose that A is a Hopf algebra, with coproduct ψ : A →
A ⊗ A. Viewing M ⊗ N as an A-module by restricting the A ⊗ A-module stucture along the algebra
homomorphism ψ, we get a chain equivalence

Ψ = B(ψ,ψ, 1) : B(A,A,M ⊗N) −→ B(A⊗A,A⊗A,M ⊗N)

of A-module resolutions of M ⊗N . Note that both of these are projective A-module resolutions, by our
assuptions on A and the untwisting isomorphism from Proposition 13.18. The composite ∆ = AW ◦ Ψ
is a chain equivalence

∆: B∗(A,A,M ⊗N) −→ B∗(A,A,M)⊗B∗(A,A,N)

of A-modules, with the diagonal action on the right hand side, given by

∆(a0[a1| . . . |aq]m⊗ n) =
q∑
i=0

a′0[a
′
1| . . . |a′i]a′i+1 . . . a

′
qm⊗ a′′0a′′1 . . . a′′i [a′′i+1| . . . |a′′q ]n ,

where ψ(ai) =
∑
a′i ⊗ a′′i for all 0 ≤ i ≤ q.

[[TODO: State the result above as a lemma.]]
As a special case, if M = k, and we arrange that a′i ∈ I(A) for all summands a′i ⊗ a′′i of ψ(ai), except

for a term 1⊗ ai, then

∆(a0[a1| . . . |aq]n) =
q∑
i=0

a′0[a
′
1| . . . |a′i]1⊗ a′′0a′′1 . . . a′′i [ai+1| . . . |aq]n .
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This recovers Adams’ formula. [[Explain how to construct this directly?]]
The tensor product pairing

⊗ : Exts,tA (M,T )⊗ Extu,vA (N,V ) −→ Exts+u,t+vA (M ⊗N,T ⊗ V )

takes [f ]⊗[g] to [(f⊗g)∆], where f : Bs(A,A,M)→ ΣtT and g : Bu(A,A,N)→ ΣvV are cocycles, so that
f∂s+1 = 0 and g∂u+1 = 0. When viewed as chain maps f : B∗(A,A,M)→ ΣtT [s] and g : B∗(A,A,N)→
ΣuV [u], mapping to 0 in degrees other than s and u, respectively, their tensor product is a chain map

f ⊗ g : B∗(A,A,M)⊗B∗(A,A,N) −→ ΣtT [s]⊗ ΣuV [u] ∼= Σt+vT ⊗ V [s+ u] .

The composite (f ⊗ g)∆ is then the chain map determined by the cocycle

Bs+u(A,A,M ⊗N) −→ Σt+vT ⊗ V

given by

a0[a1| . . . |as+u]m⊗ n 7−→
∑

f(a′0[a
′
1| . . . |a′s]a′s+1 . . . a

′
s+um)⊗ g(a′′0a′′1 . . . a′′s [a′′s+1| . . . |a′′s+u]n) .

Proposition 13.26. Let A be a Hopf algebra, projective as a k-module, and let L and N be A-modules.
The Yoneda composition pairing

◦ : Exts,tA (k, L)⊗ Extu,vA (N, k) −→ Exts+u,t+vA (N,L)

agrees with the tensor product pairing

⊗ : Exts,tA (k, L)⊗ Extu,vA (N, k) −→ Exts+u,t+vA (k ⊗N,L⊗ k) .

Proof. Let f : Bs(A,A, k)→ ΣtL and g : Bu(A,A,N)→ Σvk be A-linear cocycles. The Yoneda compos-
ite [f ] ◦ [g] is represented by the cocycle Σvf ◦ gs : Bs+u(A,A,N)→ Σt+vL given by

a0[a1| . . . |as+u]n 7−→ f(a0[a1| . . . |as]g(1[as+1| . . . |as+u]n)) .

The tensor product [f ]⊗ [g] is represented by the cocycle

a0[a1| . . . |as+u]n 7−→
∑

f(a′0[a
′
1| . . . |a′s]ε(a′s+1 . . . a

′
s+u)) · g(a′′0a′′1 . . . a′′s [a′′s+1| . . . |a′′s+u]n)

where ψ(ai) =
∑
a′i⊗a′′i . The assumptionM = k implies that g(a′′0a

′′
1 . . . a

′′
s [. . . ]n) = 0 if some a′′i ∈ I(A),

and ε(a′s+1 . . . a
′
s+u) = 0 if some a′i ∈ I(A), so only the summands ai⊗1 of ψ(ai) contribute for 0 ≤ i ≤ s,

and only the summands 1 ⊗ ai contribute for s + 1 ≤ i ≤ s + u. Hence the sum simplifies to the single
term

a0[a1| . . . |as+u]n 7−→ f(a0[a1| . . . |as]1) · g(1[as+1| . . . |as+u]n) .

Since f is k-linear, this equals the cocycle Σvf ◦ gs. �

Theorem 13.27. There is a natural pairing

Es,tr (S,Z)⊗ Eu,vr (X,S) −→ Es+u,t+vr (X,Z)

of Adams spectral sequences, given at the E2-term by the opposite Yoneda product

Exts,tA (H∗(Z),Fp)⊗ Extu,vA (Fp,H∗(X)) −→ Exts+u,t+vA (H∗(Z),H∗(X))

and converging to the composition pairing

πt−s(Z
∧
p )⊗ [X,S∧

p ]v−u −→ [X,Z∧
p ]t−s+v−u .

Proof. This is the same as the smash and tensor product pairing of the Adams spectral sequences, since
the tensor product of Ext-groups agrees with the opposite Yoneda product, and the smash product of
homotopy classes agrees with the composition product. �
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13.8. The composition pairing, revisited. Here is a geometric proof of Moss’ theorem on the com-
position pairing, close to the one for the smash product pairing.

Proof. Let {Y s}s and {Zu}u be Adams resolutions of Y and Z, with cofibers Y s/Y s+1 = Ks and
Zu/Zu+1 = Lu, respectively. Let Ps = H∗(Σ

sKs) and Qu = H∗(Σ
uLu), as usual.

Consider the homotopy limit of mapping spectra

Mu = holim
n≤u+s

F (Y s, Zn) .

Restriction from n ≤ u + s + 1 to n ≤ u + s gives a map i : Mu+1 → Mu. Its homotopy fiber is the
product over s of the iterated homotopy fiber in the square

F (Y s, Zu+s+1) //

��

F (Y s, Zu+s)

��

F (Y s+1, Zu+s+1) // F (Y s+1, Zu+s) ,

which is equivalent to F (Ks, Lu+s). Hence we get a tower

. . . // Mu+1 // Mu //

��

. . . // M1 // M0

��∏
s F (K

s, Lu+s)

gg

∏
s F (K

s, Ls) .

ff

Restriction to (s, n) = (0, u) defines a map to the tower

. . . // F (Y, Zu+1) // F (Y, Zu) //

��

. . . // F (Y, Z1) // F (Y, Z)

��

F (Y, Lu)

ff

F (Y, L0) .

ff

Applying homotopy we get a map of unrolled exact couples, from

. . . // π∗(M
u+1) // π∗(M

u) //

��

. . . // π∗(M
1) // π∗(M

0)

��∏
s[K

s, Lu+s]∗

gg

∏
s[K

s, Ls]∗

ff

to the one generating the Adams spectral sequence {E∗,∗
r (Y, Z)}r. Let {′Eu,∗r }r be the spectral sequence

generated by the unrolled exact couple just displayed. The map ′Eu,∗1 → Eu,∗1 (Y, Z) of E1-terms can be
identified, using the d-invariant isomorphisms∏

s

[Ks, Lu+s]∗ ∼=
∏
s

Hom∗
A (Qu+s, Ps) = HOMu,∗

A (Q∗, P∗)

[Y, Lu]∗ ∼= Hom∗
A (Qu,H

∗(Y )) ,

with the quasi-isomorphism

ε∗ : HOMu,∗
A (Q∗, P∗) −→ Hom∗

A (Qu,H
∗(Y ))

induced by ε : P∗ → H∗(Y ). Hence the map of E2-terms is an isomorphism, identifying ′Eu,∗2 with the
Adams E2-term

Eu,∗2 (Y, Z) = Extu,∗A (H∗(Z),H∗(X)) .

We shall define a pairing of spectral sequences

φr :
′Eu,∗r ⊗ Es,∗r (X,Y ) −→ Eu+s,∗r (X,Z)

for r ≥ 1, which agrees with the composition pairing

HOMu,∗
A (Q∗, P∗)⊗HomA (Ps,H

∗(X))→ HomA (Qu+s,H
∗(X))

for r = 1. For r ≥ 2 the source is isomorphic to

Eu,∗r (Y, Z)⊗ Es,∗r (X,Y )

via ε∗ ⊗ 1, which yields Moss’ pairing and the compatibility with the Yoneda product for r = 2.
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The pairing φ1 :
′Eu,∗1 ⊗ Es,∗1 (X,Y )→ Eu+s,∗1 (X,Z) is the composition pairing∏

s

[Ks, Lu+s]∗ ⊗ [X,Ks]∗ −→ [X,Lu+s]∗

that takes (gs)s⊗f to gsf . We show that it restricts to a pairing φ̃r :
′Zu,∗r ⊗Zs,∗r (X,Y )→ Zu+s,∗r (X,Z)

of r-th cycles, that descends to a pairing φr :
′Eu,∗r ⊗ Es,∗r (X,Y )→ Eu+s,∗r (X,Z) satisfying the Leibniz

rule, for each r ≥ 1.
((EDIT FROM HERE))
We shall use the identifications

′Zu,∗r = im(π∗(M
u/Mu+r)→ π∗(M

u/Mu+1))

Zs,∗r (X,Y ) = im([X,Y s/Y s+r]∗ → [X,Ks]∗)

Zs,∗r (X,Z) = im([X,Zu+s/Zu+s+r]∗ → [X,Lu+s]∗)

where Mu/Mu+1 =
∏
s F (K

s, Lu+s).
Consider the commutative square

F (Y s, Zu+s+r) //

��

F (Y s, Zu+s)

��

F (Y s+r, Zu+s+r) // F (Y s+r, Zu+s) .

There are restriction maps from Mu+r to the upper left hand corner, and from Mu to the homotopy
pullback of the rest of the square. Hence there is a map of homotopy fibers from Σ−1(Mu/Mu+1) to
F (Y s/Y s+r,Σ−1(Zu+s/Zu+s+r)), giving a map

Mu/Mu+r −→ F (Y s/Y s+r, Zu+s/Zu+s+r)

and an adjoint pairing
Mu/Mu+r ∧ Y s/Y s+r −→ Zu+s/Zu+s+r

compatible with the pairing Mu/Mu+1 ∧Ks → Lu+s for r = 1. This leads to the commutative diagram

π∗(M
u/Mu+r)⊗ [X,Y s/Y s+r]∗ //

��

[X,Zu+s/Zu+s+r]∗

��∏
s[K

s, Lu+s]∗ ⊗ [X,Ks]∗
φ1 // [X,Lu+s]∗ .

The induced pairing of vertical images is φr.
((EDIT TO HERE)) �

14. The stable stems

14.1. The Adams E2-term. We analyze the 2-primary Adams spectral sequence

Es,t2 = Exts,tA (F2,F2) =⇒ πt−s(S)
∧
2 .

The E2-term for t− s ≤ 48, as calculated using Bruner’s ext package [Bru93], is displayed in Figure 25.
The E2-term for 48 ≤ t− s ≤ 72 is displayed in Figure 26.

The algebra generators for t − s ≤ 60, with respect to the Yoneda composition in ExtA , are listed
in Figures 27 and 28. In many cases, the algebra generator is the unique nonzero class in its bidegree.
Using the Steenrod operations in ExtA , with the indexing convention that Sqi : Exts,tA → Exts+i,2tA , we
follow [BMMS86, Def. VI.1.8] and let ai+1 = Sq0(ai) for a ∈ {c, d, e, f, g, r,m, t, x, y}. Hence, once a0
has been specified (or g1 in the case a = g), the remaining ai are also uniquely determined.

The remaining ambiguities in this range are:

(1) f0 in bidegree (t − s, s) = (18, 4) is only determined modulo h31h4 = h20h2h4. A specific choice
can be made by setting f0 = Sq2(c0), as in [BMMS86, VI.1, p. 178]. ((Is f0 represented by 46 or
46 + 47 in the resolution calculated by ext?))

(2) e1 in bidegree (t − s, s) = (38, 4) is determined modulo h20h3h5. ((Is e1 represented by 416,
satisfying h0e1 = 0, like the choice in [Tan70], or is it 416 + 417?))

(3) f1 in bidegree (t − s, s) = (40, 4) is determined modulo h32h5 = h21h3h5. ((Is it represented by
419 or by 419 + 420?))

(4) n in bidegree (t− s, s) = (31, 5) is determined by the conditions that h0n = 0 and h2n 6= 0.
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Figure 25. Ext∗,∗A (F2,F2)

104



48 50 52 54 56 58 60 62 64 66 68 70 72

0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

32

34

36

B2

P 5c0

P 6h1

P 4e0

Pv

C

P 3j

P 6h2

D1

x′

G

R1

P 5d0

P 2u

P 4i

P 6c0

Q1

P 5e0

Q2

P 7h1

P 2v

P 4j

D2

P 7h2

B21

B3

B4

D3

632
633

X1

H1

h6

733734

A′′ r1

G0

538
539

d2 p′
p1

647

Figure 26. Ext∗,∗A (F2,F2)
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t− s s t [Tan70] ext d2
0 1 1 h0 10 0
1 1 2 h1 11 0
3 1 4 h2 12 0
7 1 8 h3 13 0
15 1 16 h4 14 h0h

2
3

31 1 32 h5 15 h0h
2
4

8 3 11 c0 33 0
19 3 22 c1 39 0
41 3 44 c2 319 h0f1
14 4 18 d0 43 0
17 4 21 e0 45 h21d0
18 4 22 f0 46 mod 47 h20e0
20 4 24 g = g1 48 0
32 4 36 d1 413 0
33 4 37 p = p0 414 0
38 4 42 e1 416 mod 417 0
40 4 44 f1 419 mod 420 0
44 4 48 g2 422 0
9 5 14 Ph1 51 0
11 5 16 Ph2 52 0
31 5 36 n = n0 513 mod 514 0
37 5 42 x = x0 517 0
52 5 57 D1 530
30 6 36 r 610 0
32 6 38 q 612 0
36 6 42 t 614 0
38 6 44 y 616 mod 617 h30x
50 6 56 C 627 0
54 6 60 G 630 0
58 6 64 D2 631
16 7 23 Pc0 73 0
23 7 30 i 75 h0Pd0
26 7 33 j 76 h0Pe0
29 7 36 k 77 h0d

2
0

32 7 39 ` 710 h0d0e0
35 7 42 m 712 h0d0g
46 7 53 B1 720 (0)
48 7 55 B2 722 mod 723 0
57 7 64 Q2 727
60 7 67 B3 729 0
22 8 30 Pd0 83 0
25 8 33 Pe0 85 h21Pd0
46 8 54 N 820 0
17 9 26 P 2h1 91 0
19 9 28 P 2h2 92 0
39 9 48 u 918 0
42 9 51 v 919 (h0z)
45 9 54 w 920 0
60 9 69 B4 929 mod 930
61 9 70 X1 931 h20B4 mod h1B21

Figure 27. Algebra generators for Ext∗,∗A (F2,F2)
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t− s s t [Tan70] ext d2
41 10 51 z 1014 0
53 10 53 x′ 1018 0
54 10 64 R1 1019 mod 1020 h20x

′

56 10 66 Q1 1022 mod 1021 h21x
′

59 10 69 B21 1024 0
24 11 35 P 2c0 113 0
34 11 45 Pj 117 h0P

2e0
30 12 42 P 2d0 123 0
33 12 45 P 2e0 125 h21P

2d0
25 13 38 P 3h1 131 0
27 13 40 P 3h2 132 0
47 13 60 Q 1314 (h0i

2)
47 13 60 Pu 1315 0
50 13 63 Pv 1316

32 15 47 P 3c0 153 0
39 15 54 P 2i 155 h0P

3d0
42 15 57 P 2j 156 h0P

3e0
38 16 54 P 3d0 163 0
41 16 57 P 3e0 165 h21P

3d0
33 17 50 P 4h1 171 0
35 17 52 P 4h2 172 0
55 17 72 P 2u 1718 0
58 17 75 P 2v 1719

40 19 59 P 4c0 193 0
50 19 69 P 3j 197 h0P

4e0
46 20 66 P 4d0 203 0
49 20 69 P 4e0 205 h21P

4d0
41 21 62 P 5h1 211 0
43 21 64 P 5h2 212 0

48 23 71 P 5c0 233 0
55 23 78 P 4i 235 h0P

5d0
58 23 81 P 4j 236 h0P

5e0
54 24 78 P 5d0 243 0
57 24 71 P 5e0 245 h21P

5d0
49 25 74 P 6h1 251 0
51 25 76 P 6h2 252 0

56 27 83 P 6c0 273 0

57 29 86 P 7h1 291 0
59 29 88 P 7h2 292 0

Figure 28. Algebra generators for Ext∗,∗A (F2,F2)

(5) y = y0 in bidegree (t − s, s) = (38, 6) is only determined modulo h1x. A specific choice can be
made by setting y = Sq2(f0), as in [BMMS86, VI.1, p. 178]. ((Is y represented by 616 or by
616 + 617?))

(6) B2 in bidegree (t− s, s) = (48, 7) is only determined modulo h20h5e0. ((Is B2 represented by 722
or by 722 + 723? Can we make a specific choice using Steenrod operations?))

(7) B4 in bidegree (t− s, s) = (60, 9) is determined modulo h20B3. ((Is B4 represented by 929 or by
929 + 930?))

(8) R1 in bidegree (t − s, s) = (54, 10) is determined modulo h20h5i. ((Is R1 represented by 1019 or
by 1019 + 1020?))

(9) Q1 in bidegree (t − s, s) = (56, 10) is determined modulo tg. ((Is Q1 represented by 1022 or by
1021 + 1022? Ravenel (1986/2004) refers to a generator R′ in this bidegree.))
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(10) Q in bidegree (t− s, s) = (47, 13) is characterized by h0Q 6= 0 and h1Q 6= 0. It is represented by
1314. Pu in the same bidegree, (t− s, s) = (47, 13), is characterized by h0Pu = 0 and h1Pu 6= 0.
It is represented by 1315. The sum Q′ = Q+ Pu is characterized by h0Q

′ 6= 0 and h1Q
′ = 0. It

is represented by 1314+1315. ((Check that this Pu is the Adams periodicity operator P applied
to u.))

14.2. The first 14 stems.

Proposition 14.1. ds,tr = 0 for all r ≥ 2 and t− s ≤ 14.

Proof. This is clear from the multiplicative structure. Each dr(h0) lands in a trivial group. If h1
survives to Er then h0dr(h1) = dr(h0h1) = 0 since h0h1 = 0, but there is no h0-torsion with t − s = 0,
so dr(h1) = 0. Hence each dr(h1) = 0, by induction on r ≥ 2. For each r ≥ 2, the differentials dr(h2),
dr(h3), dr(c0), dr(Ph1), dr(Ph2), dr(h

2
3) and d3(d0) land in trivial groups. In other words, all classes

with t− s ≤ 14 are permanent cycles. (This does not exclude the possibility that some classes with t− s
are boundaries, hence represent 0 at E∞.) �

Theorem 14.2. (0) π0(S)
∧
2 = Z2{ι}, with 2sι represented by hs0, for each s ≥ 0.

(1) π1(S)
∧
2 = Z/2{η}, with η represented by h1.

(2) π2(S)
∧
2 = Z/2{η2}, with η2 represented by h21.

(3) π3(S)
∧
2 = Z/8{ν}, with ν represented by h2. Here 2ν is represented by h0h2, and 4ν = η3 is

represented by h20h2 = h31.
(4) π4(S)

∧
2 = 0.

(5) π5(S)
∧
2 = 0.

(6) π6(S)
∧
2 = Z/2{ν2}, with ν2 represented by h22.

(7) π7(S)
∧
2 = Z/16{σ}, with σ represented by h3. Here 2σ is represented by h0h2, 4σ is represented

by h20h2 and 8σ is represented by h30h2.
(8) π8(S)

∧
2 = Z/2{ε, ησ}, with ε represented by c0 and ησ represented by h1h3.

(9) π9(S)
∧
2 = Z/2{µ, ηε, η2σ}, with µ represented by Ph1, ηε represented by h1c0 and η2σ represented

by h21h3. ((Claim: ν3 = ηε+ η2σ.))
(10) π10(S)

∧
2 = Z/2{ηµ}, with ηµ represented by h1Ph1. ((Claim: η2ε = 0 and νσ = 0.))

(11) π11(S)
∧
2 = Z/8{ζ}, with ζ represented by Ph2. Here 2ζ is represented by h0Ph2, and 4ζ = η2µ

is represented by h20Ph2 = h21Ph1. ((Claim: νε = 0.))
(12) π12(S)

∧
2 = 0.

(13) π13(S)
∧
2 = 0.

Proof. In degree 8, the Adams filtration gives the short exact sequence

0→ F2{c0} → π8(S)
∧
2 → F2{h1h3} → 0 .

The class ε is represented by c0, and the product ησ is represented by h1h3. The extension is split,
because 2 · ησ = 0 since 2η = 0.

In degree 9, there is a unique class µ represented by Ph1. The product ηε is represented by h1c0
and the product η2σ is represented by h21h3. Hence π9(S)

∧
2 is generated by µ, ηε and η2σ. Here 2 · µ is

represented by h0Ph1 = 0 and lies in Adams filtration greater than 6, hence is 0. Furthermore 2 · ηε = 0
and 2 · η2σ = 0 since 2η = 0. �

14.3. Higher homotopy commutativity. The first differential can be explained using the homotopy
commutativity of the pairing φ : S ∧ S ∼= S.

Proposition 14.3. d2(h4) = h0h
2
3.

Proof. We know that 2ι is represented by h0 and σ is represented by h2, so 2σ2 is represented by h0h
2
3 at

E∞. Since 2σ2 = 0 by graded commutativity, it follows that h0h
2
3 = 0 at E∞, i.e., h0h

2
3 is a boundary.

The only possibility is d2(h4) = h0h
2
3. �

The next d2-differentials can be explained using the higher order homotopy commutativity of S. This
structure is derived from the fact that S is an E∞ ring spectrum. The quadratic construction on a based
space X is

D2(X) = S∞
+ ∧C2

(X ∧X) = X∧2
hC2

where C2 acts freely on S∞ by the antipodal action, s 7→ −s, and acts on X ∧ X by the twist action,
x ∧ y 7→ y ∧ x. It is filtered by the subspaces

Dk
2 (X) = Sk+ ∧C2 (X ∧X)
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for 0 ≤ k ≤ ∞, where C2 also has the antipodal action on Sk ⊂ S∞. There is an extension of this
construction to the category of spectra, see [LMSM86, (?)], denoted

Dk
2 (Y ) = Sk nC2

(Y ∧ Y )

for 0 ≤ k ≤ ∞, where we write D2(Y ) for D∞
2 (Y ). This twisted half-smash product, or extended power,

is compatible with the space-level construction, in the sense that Dk
2 (Σ

∞X) = Σ∞Dk
2 (X) for all k. It

extends the smash square, in the sense that D0
2(Y ) ∼= Y ∧ Y , and there is a filtration

Y ∧ Y ∼= D0
2(Y ) ⊂ D1

2(Y ) ⊂ · · · ⊂ Dk
2 (Y ) ⊂ · · · ⊂ D2(Y ) .

Part of the data specifying an E∞ ring structure on a spectrum Y is a map

ξ2 : D2(Y ) −→ Y

that restricts over Y ∧ Y ∼= D0
2(Y ) ⊂ D2(Y ) to a ring spectrum structure φ : Y ∧ Y → Y . The sphere

spectrum S is an example of an E∞ ring spectrum, with structure map ξ2 : D2(S) → S extending the
pairing S ∧ S ∼= S referred to above. ((Relate to strictly commutive ring spectra.))

The relation between E∞ ring structures and the Adams spectral sequence was studied in increasing
generality by Daniel S. Kahn, Jim Milgram, Jukka Mäkinen and Robert R. Bruner. Let

· · · → Y s+1 i−→ Y s → · · · → Y 0 = Y

be an Adams resolution of Y , with each map i the inclusion of a CW subspectrum. Let

· · · → (Y ∧ Y )s+1 i−→ (Y ∧ Y )s → · · · → (Y ∧ Y )0 = Y ∧ Y

be the product resolution of Y ∧ Y , with

(Y ∧ Y )s =
⋃

i+j=s

Y i ∧ Y j .

Note that the twisting C2-action on Y ∧Y restricts to an action on each (Y ∧Y )s. We get a commutative
diagram

. . . // (Y ∧ Y )s+1 i //

��

(Y ∧ Y )s //

��

. . . // Y ∧ Y

��

...

��

...

��

...

��

. . . // Sk nC2
(Y ∧ Y )s+1 i //

��

Sk nC2
(Y ∧ Y )s //

��

. . . // Dk
2 (Y )

��

...

��

...

��

...

��

. . . // S∞ nC2
(Y ∧ Y )s+1 i // S∞ nC2

(Y ∧ Y )s // . . . // D2(Y )

The composite map φ : Y ∧ Y → D2(Y )→ Y can be covered by a map

{ξ0,s : (Y ∧ Y )s → Y s}s

of Adams resolutions, with φ = ξ0,0. This map can be extended to a map from the k-skeleta of the
extended powers, at the expense of a loss of k Adams filtrations, for each finite k ≥ 0. In other words,
there are maps

ξk,s : S
k nC2 (Y ∧ Y )s −→ Y s−k
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for k ≥ 0 and s ≥ 0, making the diagrams

Sk nC2 (Y ∧ Y )s+1 i //

ξk,s+1

~~

Sk nC2 (Y ∧ Y )s

��ξk,s

zz

Sk+1 nC2
(Y ∧ Y )s

ξk+1,s

��

Y s−k+1 i // Y s−k
i // Y s−k−1

and

Sk nC2
(Y ∧ Y )s //

ξk,s

��

D2(Y )

ξ2

��

Y s−k
is−k

// Y

commute. See Bruner’s [BMMS86, Theorem IV.5.2]. Concentrating on Adams filtration 2s, for k ≥ 0,
and composing with the inclusion Y s ∧ Y s → (Y ∧ Y )2s, we get a map from the filtered quadratic

construction of Y s to the Adams resolution of Y . If f̃ : Sn → Y s represents a class [f ] ∈ πn(Y ) of Adams

filtration s, with f = isf̃ , we can form the following commutative diagram:

Sn ∧ Sn //

f̃∧f̃
��

. . . // Dk
2 (S

n) //

Dk
2 (f̃)

��

Dk+1
2 (Sn) //

Dk+1
2 (f̃)

��

. . .

Y s ∧ Y s //

��

. . . // Dk
2 (Y

s) //

��

Dk+1
2 (Y s) //

��

. . .

(Y ∧ Y )2s //

ξ0,2s

��

. . . // Sk nC2
(Y ∧ Y )2s //

ξk,2s

��

Sk+1 nC2
(Y ∧ Y )2s //

ξk+1,2s

��

. . .

Y 2s i // . . .
i // Y 2s−k i // Y 2s−k−1 i // . . .

The quadratic construction on spheres can be rewritten in terms of stunted projective spaces. For
a ≤ b ≤ ∞, let RP ba = RP b/RP a−1 be the subquotient of RP∞

+ with a single d-dimensional cell for each
a ≤ d ≤ b. Then

Dk
2 (S

n) = Sk+ ×C2
(Sn ∧ Sn) ∼=

Sk ×C2
Dn ×Dn

Sk ×C2
∂(Dn ×Dn)

is the Thom complex of the real 2n-bundle over Sk/C2 = RP k associated to the C2-representation given
by the twist action on Rn × Rn. This is isomorphic to the sum of the diagonal +1-eigenspace and the
anti-diagonal −1-eigenspace, so the vector bundle is isomorphic to nε1 ⊕ nγ1, where ε1 and γ1 denote
the trivial and the tautological line bundles over RP k, respectively. Hence Dk

2 (S
n) = Th(nε1 ⊕ nγ1) =

ΣnTh(nγ1). By a calculation of Atiyah ((is that the original reference?)), Th(nγ1) = RPn+k/RP k−1 =
RPn+kn , so

Dk
2 (S

n) ∼= ΣnRPn+kn

has one d-cell for each 2n ≤ d ≤ 2n+ k.
We get maps of cofiber sequences

Dk−1
2 (Sn) //

��

Dk
2 (S

n) //

ξk,2s◦Dk
2 (f̃)

��

S2n+k

��

Y 2s−k+1 i // Y 2s−k j
// K2s−k

for each k ≥ 0. By [BMMS86, Corollary IV.5.4 and Theorem IV.7.6], the right hand vertical map

S2n+k → K2s−k represents a cocycle in π2n+k(K
2s−k) = E2s−k,2n+2s

1 , whose cohomology class in

E2s−k,2n+2s
2 is given by the Steenrod operation Sqs−k(x), where x ∈ Es,n+s2 represents [f ]. These

Steenrod operations

Sqi : Exts,tA (F2,F2) −→ Exts+i,2tA (F2,F2)
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can be defined in the cohomology of any cocommutative Hopf algebra, see [BMMS86, Section IV.2].
((Note that use cohomological, rather than topological, indexing of these Steenrod operations, writing

Sqi for the operation denoted Sqi in Bruner’s chapter.)) For x ∈ Exts,tA (F2,F2) they satisfy Sqi(x) =

0 for i < 0 and for i > s, while Sqs(x) = x2. They also satisfy the Cartan formula Sqk(xy) =∑
i+j=k Sq

i(x)Sqj(y).

Proposition 14.4. Sq1(hi) = h2i and Sq0(hi) = hi+1, for each i ≥ 0.
Sq3(c0) = c20, Sq

2(c0) = h0e0, Sq
1(c0) = f0 and Sq0(c0) = c1.

((Proof?))

Proposition 14.5. ησ2 = 0.

Proof. The quadratic construction on σ : S7 → S restricts to a map

Σ7RP 9
7
∼= D2

2(S
7)→ S .

We have RP 9
7 = S7 ∪2 e8 ∪η e9, since Sq1(x7) = x8 and Sq2(x7) = x9 in H∗(RP∞) = P (x), hence also

in H∗(RP 9
7 ). The map

S14 ∪2 e15 ∪η e16 = Σ7RP 9
7 → S

restricts to σ2 on the 14-cell. Hence the map from the 15-cell gives a nullhomotopy of 2σ2, and the map
from the 16-cell gives a nullhomotopy of ησ2. �

Proposition 14.6. h1h4 is a permanent cycle.

Proof. The quadratic construction on 2σ : S7 → S restricts to another map

Σ7RP 9
7
∼= D2

2(S
7)→ S .

This time, the map

S14 ∪2 e15 ∪η e16 = Σ7RP 9
7 → S

represents Sq2(h0h3) = h20h
2
3 = 0 on the 14-cell, Sq1(h0h3) = h20h4 + h1h

2
3 = h20h4 on the 15-cell and

Sq0(h0h3) = h1h4 on the 16-cell. In more detail, this means that for an Adams resolution

· · · → Y s+1 i−→ Y s → · · · → Y 0 = S

of S, with homotopy cofiber sequences

Y s+1 i−→ Y s
j−→ Ks ∂−→ ΣY s+1 ,

the map σ : S7 → S factors as if with f : S7 → Y 1, the map 2σ : S7 → S factors as i2g with g : S7 → Y 2,
and f ◦ 2 ' i ◦ g:

S7 2 //

g

��

S7

f

��

σ

""
Y 2 i //

j

��

Y 1 i //

j

��

S

j

��

K2 K1 K0 .

The extensions Dk
2 (S

7)→ Y 4−k give rise to the commutative diagram

D0
2(S

7) //

g2

��

{{

D1
2(S

7) //

��

{{

D2
2(S

7)

��

{{

S14

��

S15

��

S16

��

Y 4 i //

j

zz

Y 3 i //

j

zz

Y 2

j

zz

K4 K3 K2
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where the vertical arrows S14+k → K4−k represent the various cocycles Sq2−k(h0h3), namely 0, h20h4
and h1h4. Restricting to the subcomplex S14 ∪η e16 ⊂ D2

2(S
7), we get the following map of horizontal

cofiber sequences:

S14 //

i◦g2

��

S14 ∪η e16 //

��

S16 η
//

h1h4

��

S15

��

Y 3 i // Y 2 j
// K2 ∂ // ΣY 3 .

The obstruction to lifting h1h4 : S
16 → K2 to Y 2 is the composite ∂ ◦ h1h4 = Σ(i ◦ g2) ◦ η. Here

i ◦ g2 : S7 ∧ S7 → Y 3 factors as (i ◦ g) · g : S7 ∧ S7 → Y 1 ∧ Y 2 → Y 3, hence is homotopic to (f ◦ 2) · g =
(f · g) ◦ 2: S7 ∧ S7 → S7 ∧ S7 → Y 1 ∧ Y 2 → Y 3. Since 2 ◦ η = 0, the obstruction is zero. This lift to Y 2

of the map representing h1h4 shows that h1h4 is a permanent cycle. �

Proposition 14.7. h2h4 is a permanent cycle.

Proof. ((Incomplete.)) The quadratic construction on ησ : S8 → S restricts to a map

Σ8RP 10
8
∼= D2

2(S
8)→ S .

We have RP 10
8 = S8 ∨ (S9 ∪2 e10). The map

S16 ∨ S15 ∪2 e16 = Σ8RP 10
8 → S

represents Sq2(h1h3) = h21h
2
3 = 0 on the 16-cell, Sq1(h1h3) = h21h4 + h2h

2
3 = h21h4 on the 17-cell and

Sq0(h1h3) = h2h4 on the 18-cell. Hence the 18-cell is attached by 2 · P1(ησ) = 0 ((Explain!)), and
therefore represents a permanent cycle. �

Proposition 14.8. d2(f0) = h20e0 and c1 is a permanent cycle. ((Claim: d2(ci) = h0fi−1 for i ≥ 2.))

Proof. The quadratic construction on ε : S8 → S restricts to a map

Σ8RP 11
8
∼= D3

2(S
8)→ S .

We have RP 11
8 = S8 ∨ (S9 ∪2 e10) ∨ S11. The map

S16 ∨ (S17 ∪2 e18) ∨ S19 = Σ8RP 11
8 → S

represents Sq3(c0) = c20 on the 16-cell, Sq2(c0) = h0e0 on the 17-cell, Sq1(c0) = f0 on the 18-cell and
Sq0(c0) = c1 on the 19-cell. In more detail, this means that for an Adams resolution as above, the map
ε : S8 → S factors through i3 : Y 3 → S, so ε2 : S8 ∧ S8 = D0

2(S
8) → S factors through i6 : Y 6 → S.

There extensions Dk
2 (S

8)→ Y 6−k give rise to the commutative diagram

D0
2(S

8) //

ε2

��

{{

D1
2(S

8) //

��

{{

D2
2(S

8) //

��

{{

D3
2(S

8)

��

{{

S16

��

S17

��

S18

��

S19

��

Y 6 i //

j

zz

Y 5 i //

j

zz

Y 4 i //

j

zz

Y 3

j

zz

K6 K5 K4 K3

where the vertical arrows S16+k → K6−k represent the various cocycles Sq3−k(c0), namely c20, h0e0, f0
and c1.
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Restricting to the stable summand S17 ∪2 e18 ⊂ D2
2(S

8), we get a commutative diagram

S17 //

��

S17 ∪2 e18 //

��

S18 2 //

��

S18

��

Y 5 i //

��

Y 4 j
//

��

K4 ∂ // ΣY 5

��

Y 5/Y 7 ı̄ //

��

Y 4/Y 7 ̄
//

��

K4 ∂̄ // ΣY 5/Y 7

��

K5 ı̄ // Y 4/Y 6 ̄
// K4 d1 // ΣK5

where the vertical composite S17 → K5 represents h0e0 and the vertical composite S18 → K4 repre-
sents f0. Since f0 is a cocycle, d1(f0) = 0, so the composite S18 → K4 → ΣY 5/Y 7 lifts through ΣK6,
and this lift S18 → ΣK6 represents d2(f0), by the definition of the differential d2.

Y 7 i // Y 6 i //

j

��

Y 5 i //

j

��

Y 4

j

��

K6

∂

aa

K5

∂

aa

K4

∂

aa

The composite S18 → K4 → ΣY 5/Y 7 is homotopic to the smash product of 2 : S → S and S18 →
ΣY 5 → ΣY 5/Y 7. The latter two maps are represented by h0 ∈ π0(K1) and h0e0 ∈ π18(ΣK5), so their
smash product is represented by h0 ·h0e0 = h20e0 ∈π18(ΣK6). In other words, the lift representing d2(f0)
equals a map representing h20e0. Hence d2(f0) = h20e0.

Restricting instead to the stable summand S19 ⊂ D3
2(S

8), we get a chain of maps

S19 → Y 3 j−→ K3

with composite representing c1. Hence c1 ∈ π19(K3) lifts to π19(Y
3), and is a permanent cycle. �

Corollary 14.9. d2(h0f0) = h30e0 and d2(e0) = h21d0.

Proof. The first claim follows from d2(f0) = h20e0 by multiplication by h0. We have h1 · e0 = h0f0 and
h1 · h21d0 = h30e0, so the second claim follows from h1 · d2(e0) = d2(h1e0) = d2(h0f0) = h30e0 = h1 · h21d0,
together with the fact the multiplication by h1 acts injectively on E6,22

2 . �

So far we have discussed consequences of higher homotopy commutativity when applied to maps
f : Sn → S and the permanent cycles representing them. More subtle arguments, involving a “modified
Adams spectral sequence”, lead to consequences also for Steenrod operations on non-permanent cycles
x in the Adams spectral sequence. In the case of the sphere spectrum, these results are due to Mäkinen
[Mäk73]. They were extended to H∞ ring spectra and other cohomology theories than ordinary mod p
cohomology by Bruner [BMMS86, Chapter VI]. Here is a special case:

Theorem 14.10. Suppose that x ∈ Es,t2 survives to Er in topological degree n = t− s, for some r ≥ 2.
If r = 2 and n is even then

d3(x
2) = Sqs+1(d2(x)) + h0xd2(x) .

Otherwise,

dr+1(x
2) =

{
Sqs+r−1(dr(x)) if n is odd, and

h0xdr(x) if r ≥ 3 and n is even.

For the general case, Bruner uses the following notation. For elements B1 and B2 in E∗,∗
r , let B1uB2

denote B1, B1 + B2 or B2 if B1 has lower, equal or greater Adams filtration than B2, respectively. A
formula

d∗(A) = B1 uB2

means that A survives to the Er′ -term, where r′ is the difference betwee the Adams filtration of A and
the Adams filtration of B1uB2, and that dr′(A) is equal to B1, B1+B2 or B2, according to the definition
of B1 uB2 just given.
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Let the vector fields function v(n) ≥ 1 be maximal such that the attaching map Sn−1 → RPn−1 of the
n-cell in RPn factors through RPn−v(n). By Adams’ theorem on vector fields on spheres, v(n) = 8a+2b

if the 2-adic valuation of n+ 1 is 4a+ b with 0 ≤ b ≤ 3. Let a(n) ∈ πv(n)−1(S) be the top component

Sn−1 → RPn−v(n) → Sn−v(n)

of such a compression. For example, if n is even, v(n) = 1 and a(n) = 2ι ∈ π0(S), represented by

h0 ∈ E1,1
2 . If n ≡ 1 mod 4 then v(n) = 2 and a(n) = η ∈ π1(S), represented by h1 ∈ E1,2

2 . If n ≡ 3

mod 8 then v(n) = 4 and a(n) = ν ∈ π3(S) ((up to an odd multiple)), represented by h2 ∈ E1,4
2 . If

n ≡ 7 mod 16 then v(n) = 8 and a(n) = σ ∈ π7(S) ((up to an odd multiple)), represented by h3 ∈ E1,8
2 .

((ETC)) ((Claim: The class a(n) lies in the image of the J-homomorphism.))

Theorem 14.11 ([BMMS86, Theorems VI.1.1 and VI.1.2]). Suppose that x ∈ Es,t2 survives to Er, for

some r ≥ 2. For 0 ≤ j ≤ s, let v = v(t − j) and a = a(t − j), and let ā ∈ Ef,f+v−1
2 be the permanent

cycle that detects a ∈ πv−1(S). Then

d∗(Sq
j(x)) = Sqj+r−1(dr(x))u


0 if v > s− j + 1

āxdr(x) if v = s− j + 1

āSqj+v(x) if v ≤ min(s− j, 10).

Theorem 14.12 (Adams, [BMMS86, VI.1.5]). d2(hi+1) = h0h
2
i for all i ≥ 1.

Proof. We apply Bruner’s theorem to x = hi and Sq
0(x) = hi+1, with i ≥ 1. In this case r = 2, s = 1,

t = 2i, j = 0, v = 1, ā = h0 and

d∗(hi+1) = Sq1(d2(x))u h0Sq
1(x) = h0Sq

1(x)

gives d2(hi+1) = h0h
2
i , since Sq

1(d2(x)) has Adams filtration 4 and h0Sq
1(x) = h0h

2
i has Adams filtra-

tion 3. �

Theorem 14.13 ([BMMS86, VI.1.16(i)]). d3(f1) = 0 and d2(c2) = h0f1.

Proof. The calculations Sqi(c0) = c20, h0e0, f0 and c1 for i = 3, 2, 1 and 0, respectively, imply that
Sqi(c1) = c21, h1e1, f1 and c2 for i = 3, 2, 1 and 0, respectively.

We apply Bruner’s theorem to x = c1 and Sq1(x) = f1. In this case r = 2, s = 3, t = 22, j = 1, v = 2,
ā = h1 and

d∗(f1) = d∗(Sq
1(c1)) = Sq2(d2(c1))u h1Sq

3(c1) = 0 + h1c
2
1

gives d3(f1) = h1c
2
1, since Sq

2(d2(c1)) and h1Sq
3(c1) = h1c

2
1 both have Adams filtration 7. Here h1c1 = 0,

so h1c
2
1 = 0.

Next we apply Bruner’s theorem to x = c1 and Sq0(x) = c2. In this case r = 2, s = 3, t = 22, j = 0,
v = 1, ā = h0 and

d∗(c2) = d∗(Sq
0(c1)) = Sq1(d2(c1))u h0Sq

1(c1) = h0Sq
1(c1)

gives d2(c2) = h0f1, since Sq
1(d2(c1)) has Adams filtration 6 and h0Sq

1(c1) = h0f1 has Adams filtra-
tion 5. �

14.4. Sparsity and multiplicative structure.

Proposition 14.14. P ih1, P
ih2, P

ic0 and P id0 are permanent cycles for all i ≥ 0.

Proof. We have already proved this for i = 0, and it is clear from the displayed E2-term, for 1 ≤ i ≤ 8,
because the target groups of all these differentials are trivial. (For larger i, the result will follow from
Adams periodicity.) �

Proposition 14.15. d2(P
id0f0) = h20P

id0e0, for each i ≥ 0.

Proof. This follows from d2(f0) = h20e0 by multiplication with the permanent cycle P id0. �

Corollary 14.16. d2(i) = h0Pd0, d2(Pe0) = h21Pd0, d2(j) = h0Pe0, d2(k) = h0d
2
0, d2(`) = h0d0e0,

d2(m) = h0d0g, d2(t) = 0, d2(y) = h30x and d2(r) = 0.
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Proof. Starting with d2(d0f0) = h20d0e0 we get the result for k by division by h2, then for j by multi-
plication by h0 and division by h2, then for Pe0 by multiplication by h20 and division by h1, or for i by
multiplication by h0 and division by h2.

Heading in the opposite direction, we get the result for ` by division by h0, for m by multiplication
with h2 followed by division by h0, and for h0y by multiplication with h2 followed by division by h0. For
now, division by h0 only tells us that d2(y) is either e0g or h30x.

We get d2(t) = 0, since the only alternative is d2(t) = h0m, which contradicts d2(h0m) = h20d0 6= 0.
Hence h1d2(y) = d2(h1y) = d2(h2t) = h2d(t) = 0. Since h1e0g 6= 0, we can conclude that d2(y) = h30x.

Finally, d2(r) = 0, since the alternative is d2(r) = h0k, but d2(h0k) = h20d
2
0 6= 0. �

Corollary 14.17. d2(P
2e0) = h21P

2d0, d2(Pj) = h0P
2e0 and d2(z) = 0.

Proof. Starting with d2(Pd0f0) = h20Pd0e0, we divide by h2, multiply by h0 and divide by h2, to deduce
that d2(Pj) = h0P

2e0. Thereafter we multiply by h20 and divide by h1, to deduce that d2(P
2e0) =

h21P
2d0.

We get d2(z) = 0, since the only alternative is d2(z) = Pd0f0, which contradicts d2(Pd0f0) =
h20Pd0e0 6= 0. �

Corollary 14.18. d2(P
2i) = h0P

3d0, d2(P
3e0) = h21P

3d0, d2(P
2j) = h0P

3e0, d2(R1) = h20x
′, d2(Q1) =

h21x
′, d2(X1) = h20B4 mod h1B21. ((Are there more consequences?))

Proof. Starting from d2(P
2d0f0) = h20P

2d0e0 we can divide by h2, multiply by h0 and divide by h2, to
get d2(P

2j) = h0P
3e0. Multiplying by h20 and dividing by h1 gives d2(P

3e0) = h21P
3d0, while instead

multiplying by h0 and dividing by h2 gives d2(P
2i) = h0P

3d0.
In the opposite direction, dividing by h0, multiplying by h2, dividing by h0, multiplying by h2 and di-

viding by h60 gives d2(R1) = h20x
′. Multiplying by h2 and dividing by h1 gives d2(Q1) = h21x

′. Multiplying
instead by h3 and dividing by h20 gives d2(X1) = h20B4 mod h1B21. �

Corollary 14.19. d2(P
4e0) = h21P

4d0 and d2(P
3j) = h0P

4e0.

Corollary 14.20. d2(P
4i) = h0P

5d0, d2(P
5e0) = h21P

5d0 and d2(P
4j) = h0P

5e0. ((There are more
consequences around t− s = 70.))

((Here one can keep going.))

Proposition 14.21. d2 is 0 on g, f1, g2, x, C, G, B2, B3, N , u, w, x′, B21, Pu and P 2u because the
target groups are trivial, on d1, e1, n and q because h0 acts trivially on the source and injectively on the
target, on p because h1 acts trivially on the source and injectively on the target, and on Pu because h3
acts trivially on the source and injectively on the target.

Proposition 14.22. d2(v) = h21u, d2(B1) = 0 and d2(Q) = h0i
2.

Proof. See [MT67, Theorem 1.1.4(v) and 8.9]. ((Reference for d2(Q)?)) �

14.5. The Adams E3-term. The d2-differentials affecting E
s,t
2 with t−s ≤ 48 are displayed in Figure 29.

The resulting E3-term is displayed in Figure 30, and the algebra generators in this range are listed in
Figure 31. ((Extend the table for s ≥ 12.))

14.6. The mapping cone of σ. To proceed, we use naturality of the Adams spectral sequence with
respect to the map i : S → Cσ = S ∪σ e8. The E2-term of the Adams spectral sequence

Es,t2 = Exts,tA (H∗(Cσ),F2) =⇒ πt−s(Cσ)
∧
2

is displayed in Figure 35.

Proposition 14.23. ds,tr = 0 for all r ≥ 2 and t− s ≤ 14, in the Adams spectral sequence for Cσ.

Proof. This is clear because of the module structure of the spectral sequence for Cσ over the spectral
sequence for S. For example d1,125 = 0, because h1 acts trivially on the source and injectively on the
target of that differential. �

Proposition 14.24. νσ = 0.
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Figure 29. (E2, d2) for S
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t− s s t [Tan70] ext d3
0 1 1 h0 10 0
1 1 2 h1 11 0
3 1 4 h2 12 0
7 1 8 h3 13 0
15 2 17 h0h4 27 h0d0
16 2 18 h1h4 28 0
18 2 20 h2h4 29 0
30 2 32 h24 210 0
32 2 34 h1h5 212 0
34 2 36 h2h5 213
38 2 40 h3h5 214
8 3 11 c0 33 0
19 3 22 c1 39 0
14 4 18 d0 43 0
20 4 24 g = g1 48 0
23 4 27 h4c0 410 0
31 4 35 h30h5 412
32 4 36 d1 413 0
33 4 37 p = p0 414 0
38 4 42 e1 416 mod 417
39 4 43 h5c0 418 0
40 4 44 f1 419 mod 420
44 4 48 g2 422
9 5 14 Ph1 51 0
11 5 16 Ph2 52 0
31 5 36 n = n0 513 mod 514 0
37 5 42 x = x0 517 0
45 5 50 h5d0 524 0
30 6 36 r 610 (h1d

2
0)

32 6 38 q 612 0
36 6 42 t 614
40 6 46 h5Ph1 618
16 7 23 Pc0 73 0
46 7 53 B1 720 0
48 7 55 B2 722 mod 723
22 8 30 Pd0 83 0
31 8 39 d0e0 810
37 8 45 e0g 815 0
46 8 54 N 820 0
47 8 55 h5Pc0 821
17 9 26 P 2h1 91 0
19 9 28 P 2h2 92 0
23 9 32 h20i 95 0
39 9 48 u 918 0
45 9 54 w 920 0
41 10 51 z 1014
47 10 57 e0r 1016 0
24 11 35 P 2c0 113 0
46 11 57 jg 1112 0

Figure 31. Algebra generators for E3
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Figure 32. Adams E2 for C2 = S ∪2 e1
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Figure 33. Adams E2 for Cη = S ∪η e2
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Proof. Consider the long exact sequence

· · · → π3(S)
∧
2

σ−→ π10(S)
∧
2

i∗−→ π10(Cσ)
∧
2

j∗−→ π2(S)
∧
2

σ−→ π9(S)
∧
2 .

Here π10(Cσ)
∧
2
∼= E6,16

∞ has order 2, and multiplication by σ acts injectively on π2(S)
∧ = Z/2{η2}, since

η2σ 6= 0, so multiplication by σ from π3(S)
∧
2 = Z/8{ν} to π10(S)∧2 = Z/2{ηµ} has cokernel of order 2,

hence is trivial. �

The short exact sequence

0→ H∗(S8)→ H∗(Cσ)
i∗−→ H∗(S)→ 0

induces a long exact sequence

· · · → Exts,tA (F2,F2)
i∗−→ Exts,tA (H∗(Cσ),F2)→ Exts,t−8

A (F2,F2)
δ−→ Exts+1,t

A (F2,F2)→ . . .

which we can use to determine i∗ in most bidegrees.

Proposition 14.25. In the Adams spectral sequence for Cσ, there is a unique class β ∈ E3,18
2 with

h2β = i∗(f0). The differentials satisfy ds,tr = 0 for all r ≥ 2 and t − s ≤ 14, d2(β) = h0i∗(d0),
d2(h0β) = h20i∗(d0) and d2(i∗(f0)) = h20i∗(e0).

((We choose the letter β, since this class maps to β in the Adams spectral sequence for tmf .)) ((Also

d1,242 6= 0, d2,252 6= 0, d2,262 6= 0 and d3,263 6= 0.))

Proof. The existence and uniqueness of β is clear, since multiplication by h2 is bijective from E3,18
2 . The

differentials ds,tr are zero for t − s ≤ 14, either because they land in trivial groups, or as consequences

of this and h0-, h1- and h2-linearity. For example, d1,125 = 0 because h1 is trivial on the source but
nontrivial on the target of this differential.

The differential d2(i∗(f0)) = h20i∗(e0) follows from d2(f0) = h20e0 by naturality with respect to i. This
implies that h2 · d2(β) = h2 · h0i∗(d0), which in turn implies that d2(β) = h0i∗(d0), since multiplication

by h2 acts injectively on E5,19
2 . The differential d2(h0β) = h20i∗(d0) then follows by multiplication

with h0. �

Corollary 14.26. π14(Cσ)
∧
2 has order dividing 4.

Proof. Of the generators with t−s = 14, only those with s = 2 or s = 4 can survive to the E∞-term. �

Proposition 14.27. d3(h0h4) = h0d0.

Proof. The classes h23 and d0 in the Adams spectral sequence for S cannot be boundaries, since d2(h4) =
h0h

2
3 implies that d2(h0h4) = h20h

2
3 = 0 and h4 does not survive to the E3-term. Hence σ2 is detected by

h23, which is nonzero at the E∞-term, so σ2 is nonzero in π14(S)
∧
2 , but 2σ

2 = 0 by graded commutativity.
Furthermore, there will be a class κ ∈ π14(S)∧2 that is detected by d0, so π14(S)

∧
2 has order a multiple

of 4.
Consider the long exact sequence

· · · → π7(S)
∧
2

σ−→ π14(S)
∧
2

i∗−→ π14(Cσ)
∧
2

j∗−→ π6(S)
∧
2 → π13(S)

∧
2 → . . . .

Here π7(S)
∧
2 = Z/16{σ} is generated by σ, so im(σ) = ker(i∗) = Z/2{σ2}. Furthermore, π6(S)

∧
2 =

Z/2{ν2} has order 2 and π13(S)
∧
2 is trivial, so cok(i∗) = im(j∗) has order 2. It follows that im(i∗) has

order dividing 2, and π14(S)
∧
2 has order dividing 4.

Combining these two bounds, we find that π14(S)
∧
2 has order exactly 4. Hence the classes h0d0 and

h20d0 in the E2-term with t− s = 14 cannot be nonzero at E∞, and must therefore be boundaries. The
only possible differential with target h0d0 is d3(h0h4) = h0d0. �

Corollary 14.28. d3(h
2
0h4) = h20d0.

Proof. This follows by multiplication with h0. �

Theorem 14.29. π14(S)
∧
2
∼= Z/2{κ, σ2}, with κ represented by d0 and σ2 represented by h23.

Proof. The Adams filtration gives the short exact sequence

0→ F2{d0} → π14(S)
∧
2 → F2{h23} → 0 .

The class κ is represented by d0, and the product σ2 is represented by h23. The extension is split, because
2 · σ2 = 0 by graded commutativity. �
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Proposition 14.30. i∗(h4) is a permanent cycle, in the Adams spectral sequence for Cσ.

Proof. The image of multiplication by σ in π14(S)
∧
2 = Z/2{κ, σ2} is Z/2{σ2}, so its cokernel, which is

isomorphic to im(i∗), is Z/2{κ} of order 2. Hence π14(Cσ)
∧
2 has order exactly 4, and the E∞-term of the

Adams spectral sequence for Cσ must contain exactly two generators in topological degrees t − s = 14.
The generators h0i∗(d0) and h

2
0i∗(d0) in filtration degrees s = 5 and s = 6 are d2-boundaries. Hence the

remaining two generators, in filtrations s = 2 and s = 4, cannot be boundaries. In particular, d3(i∗(h4))
is 0, not i∗(d0). It follows that dr(i∗(h4)) = 0 for all r ≥ 2. �

Corollary 14.31. h2i∗(h4) is a permanent cycle, in the Adams spectral sequence for Cσ.

Proof. This follows by multiplication by h2. �

Proposition 14.32. h2h4 survives to the E6-term.

Proof. We know that d2(h2h4) = 0, either by multiplication with h2 from d2(h4) = h0h
2
3, or because the

only possible nonzero target, e0, supports a nonzero differential d2(e0) 6= 0.
We also know that h2i∗(h4) and h0h2i∗(h4) are permanent cycles in the Adams spectral sequence

for Cσ. Hence i∗(h0e0) in bidegree (t − s, s) = (17, 5) cannot be a boundary in that spectral sequence.
Thus i∗ induces an isomorphism of E3-terms in that bidegree. Since i∗(d3(h2h4)) = d3(i∗(h2h4)) = 0, it
follows that d3(h2h4) = 0.

The target groups of dr(h2h4) are trivial for r = 4 and r = 5, hence h2h4 survives to the E6-term. �

Proposition 14.33. d3(r) = h1d
2
0.

((Give proof using quadratic construction on κ : S14 → S, represented by d0 with Sqj(d0) = d20, 0, r,
0 and d1 for j = 4, 3, 2, 1 and 0.))

14.7. The Adams E4-term. The d3-differentials affecting E
s,t
3 with t−s ≤ 24 are displayed in Figure 36.

The resulting E4-term is displayed in Figure 37.

Proposition 14.34. h4c0 is a permanent cycle.

Proof. We know that c0 and h1h4 are permanent cycles, so h1d4(h4c0) = d4(c0 · h1h4) = 0. Since
h1Pd0 6= 0 we cannot have d4(h4c0) = Pd0, and the only remaining possibility is that dr(h4c0) = 0 for
all r ≥ 2. �

We have now shown that all the algebra generators of the E4-term in topological degrees t − s ≤ 30
are permanent cycles, except for h2h4 and g, which could support nonzero d6- and d7-differentials,
respectively. To proceed we shall make a comparison with the image-of-J spectrum, to be introduced in
the following section.

15. Topological K-theory

15.1. Real and complex K-theory. The set of isomorphism classes of real vector bundles over a finite
CW complex X forms a commutative monoid with respect to direct (Whitney) sum of vector bundles.
The additive group completion of this commutative monoid is denoted KO(X), and consists of formal
differences between pairs of real vector bundles over X. The corresponding construction for complex
vector bundles leads to the group KU(X) of formal differences of pairs of complex vector bundles. By
Bott periodicity, the external tensor product of vector bundles induces natural isomorphisms KO(X)⊗
KO(S8) ∼= KO(X × S8) and KU(X) ⊗ KU(S2) ∼= KU(X × S2). In terms of the reduced K-groups

K̃O(X) = ker(KO(X)→ KO(∗)) and K̃U(X) = ker(KU(X)→ KU(∗)), for based finite CW-complexes

X, this can be expressed as isomorphisms K̃O(X) ∼= K̃O(Σ8X) and K̃U(X) ∼= K̃U(Σ2X). Hence there

are generalized (reduced) cohomology theories KO∗ and KU∗ defined by KOn(X) = K̃O(ΣmX), where

n + m ≡ 0 mod 8, and KUn(X) = K̃U(ΣmX), where n + m ≡ 0 mod 2. For definiteness, we may
assume 0 ≤ m < 8 in the real case, and 0 ≤ m < 2 in the complex case. The internal tensor product
of vector bundles induces products in these cohomology theories. Complexification, i.e, tensoring a real
vector bundle with C over R to obtain a complex vector bundle, induces a multiplicative homomorphism
c : KO∗(X) → KU∗(X). Realification, i.e., only remembering the underlying real vector bundle of a
complex vector bundle, induces a homomorphism r : KU∗(X) → KO∗(X), which is not multiplicative,
but is linear as a map of modules over the target.

The reduced K-functors K̃O and K̃U are represented by the infinite loop spaces Z×BO and Z×BU ,
respectively, where Z × BO ' Ω8(Z × BO) and Z × BU ' Ω2(Z × BU) by Bott periodicity. The
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Figure 36. (E3, d3) for S

125



0 2 4 6 8 10 12 14 16 18 20 22 24

0

2

4

6

8

10

12

h1 h2 h3

c0

Ph1 Ph2

d0 h
3
0h4

h1h4

Pc0

P 2h1

h2h4

c1

P 2h2

g

Pd0

h4c0

h20i

P 2c0

h0

24 26 28 30 32 34 36 38 40 42 44 46 48

0

2

4

6

8

10

12

14

16

18

20

22

24

P 2c0

P 3h1 P 3h2

h24

P 2d0

h30h5

n

d0e0

q

h1h5

P 3c0

d1

P 4h1

p

h2h5

P 4h2

t

x

e0g

h3h5

e1

P 3d0

h5c0

u

Pd0e0

h20P
2i

h5Ph1

f1

P 4c0

P 5h1

z

P 5h2

g2

h5d0

w

B1

N

i2

P 4d0

Pu

h5Pc0

e0r

h50Q

B2

P 5c0

Figure 37. E4 for S

126



cohomology theories KO∗ and KU∗ are thus represented by Ω-spectra KO and KU , respectively, with
n-th spaces KOn = Ωm(Z×BO) and KUn = Ωm(Z×BU), where m is chosen so that n+m ≡ 0 mod 8
and 0 ≤ m < 8 in the real case, and n+m ≡ 0 mod 2 and 0 ≤ m < 2 in the complex case. The tensor
product pairing is represented by pairings of spectra, that make KO and KU into E∞ ring spectra.
The unit S → KO is generated by a map S0 → Z × BO that takes the non-base point to a point in
{1} × BO, and similarly in the complex case. Complexification is represented by a ring spectrum map
c : KO → KU , and realification is represented by a KO-module map r : KU → KO. The homotopy
groups of these ring spectra are known, by Bott periodicity, to be

πi(KO) =



Z{βk} for i = 8k,

Z/2{ηβk} for i = 8k + 1,

Z/2{η2βk} for i = 8k + 2,

Z{αβk} for i = 8k + 4,

0 otherwise

and

πi(KU) =

{
Z{uk} for i = 2k even,

0 for i odd.

As graded rings, these are

π∗(KO) = Z[η, α, β±1]/(2η, η3, ηα, α2 − 4β)

with η, α and β in degree 1, 4 and 8, respectively, and

π∗(KU) = Z[u±1]

with u in degree 2. Complexification is given by η 7→ 0, α 7→ 2u2 and β 7→ u4. Realification is given by
u4k 7→ 2βk, u4k+1 7→ η2βk, u4k+2 7→ αβk and u4k+3 7→ 0.

There are connective, i.e. (−1)-connected, covers of these ring spectra, denotes ko and ku, respectively,
with ring spectrum maps ko → KO and ku → KU that induce isomorphisms of homotopy groups in
non-negative degrees. Hence πi(ko) ∼= πi(KO) for i ≥ 0 and πi(ko) = 0 for i < 0, and similarly in the
complex case. As graded rings,

π∗(ko) = Z[η, α, β]/(2η, η3, ηα, α2 − 4β)

and

π∗(ku) = Z[u] .

The n-th space kon of the spectrum ko is an (n − 1)-connected cover of the n-the space KOn, and
similarly in the complex case. For example, ku0 ' Z × BU , ku1 ' U , ku2 ' BU , ku3 ' SU and
ku4 ' BSU .

15.2. Cohomology and homotopy of K-theory spectra. Recall that H∗(H) ∼= A and H∗(HZ) ∼=
A /A Sq1 = A ⊗A(0) F2 = A //A(0), where A(0) = E(Sq1) is the subalgebra of A generated by Sq1.

Let bu denote the 1-connected cover of ku, so that there is a cofiber sequence

bu→ ku
p0−→ HZ→ Σbu

and a Bott equivalence u : Σ2ku ' bu.

Proposition 15.1. H∗(ku) ∼= A /A {Sq1, Q1} = A ⊗E(1) F2 = A //E(1), where Q1 = [Sq1, Sq2] =

Sq3 + Sq2Sq1 and E(1) = E(Sq1, Q1) is the subalgebra of A generated by Sq1 and Q1. Hence there is
a short exact sequence

0→ Σ3A //E(1) −→ A //A(0)
p∗0−→ A //E(1)→ 0

of A -modules, induced up from the extension Σ3F2 −→ E(1)//A(0) −→ F2 of E(1)-modules.

Proof. It is known, from calculations in H∗(SU), that the bottom Postnikov k-invariant of ku, i.e., the
composite HZ → Σbu ' Σ3ku → Σ3HZ viewed as a class in H3(HZ;Z), is nonzero. This implies that
HZ→ Σbu induces an isomorphism onH3, so that bu→ ku and u : S2 → ku induce zero homomorphisms
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on H2. It follows that the Bott equivalence φ ◦ (1 ∧ u) : bu ' ku ∧ S2 → ku ∧ ku → ku induces 0 in
cohomology. Hence we have a map of short exact sequences.

0 // Σ3A /A {Sq1, Q1} //

Σ3f

��

A /A Sq1 //

∼=
��

A /A {Sq1, Q1} //

f

��

0

0 // H∗(Σbu) // H∗(HZ)
p∗0 // H∗(ku) // 0

It follows by induction that f is an isomorphism in all degrees. �

Let bo, bso, bspin and bo〈8〉 be the 0-, 1-, 3- and 7-connected covers of ko, respectively, so that there
are cofiber sequences

bo→ ko
p0−→ HZ→ Σbo

bso→ bo
p1−→ ΣH → Σbso

bspin→ bso
p2−→ Σ2H → Σbspin

bo〈8〉 → bspin
p4−→ Σ4HZ→ Σbo〈8〉

and a Bott equivalence β : Σ8ko ' bo〈8〉.
There is a cofiber sequence

Σko
η−→ ko

c−→ ku −→ Σ2ko ,

where c denotes the complexification map and η denotes multiplication with the Hopf map η : S1 → S.
The connecting map ku → Σ2ko lifts the composite map Σ2r ◦ u−1 : KU → Σ2KU → Σ2KO. The
spectra ko and ku are (E∞) ring spectra, and c is a ring spectrum map.

Proposition 15.2. H∗(ko) ∼= A /A {Sq1, Sq2} = A ⊗A(1) F2 = A //A(1), where A(1) is the subalgebra

of A generated by Sq1 and Sq2. Hence there is a short exact sequence

0→ Σ2A //A(1) −→ A //E(1)
c∗−→ A //A(1)→ 0

of A -modules, induced up from the extension Σ2F2 −→ A(1)//E(1) −→ F2 of A(1)-modules.
H∗(bo) ∼= ΣA /A Sq2 = ΣA ⊗A(1) A(1)/A(1)Sq

2, and there is a short exact sequence

0→ Σ2A /A Sq2 −→ A //A(0)
p∗0−→ A //A(1)→ 0

of A -modules, induced up from the extension Σ2A(1)/A(1)Sq2 −→ A(1)//A(0) −→ F2 of A(1)-modules.
H∗(bso) ∼= Σ2A /A Sq3 = Σ2A ⊗A(1) A(1)/A(1)Sq

3, and there is a short exact sequence

0→ Σ3A /A Sq3 −→ ΣA
p∗1−→ ΣA /A Sq2 → 0

of A -modules, induced up from the extension Σ3A(1)/A(1)Sq3 −→ ΣA(1) −→ ΣA(1)/A(1)Sq2 of A(1)-
modules.
H∗(bspin) ∼= Σ4A /A {Sq1, Sq2Sq3} = Σ4A ⊗A(1)A(1)/A(1){Sq1, Sq2Sq3}, and there is a short exact

sequence

0→ Σ5A /A {Sq1, Sq2Sq3} −→ Σ2A
p∗2−→ Σ2A /A Sq3 → 0

of A -modules, induced up from the extension Σ5A(1)/A(1){Sq1, Sq2Sq3} −→ Σ2A(1) −→ Σ2A(1)/A(1)Sq3

of A(1)-modules.
H∗(bo〈8〉) ∼= Σ8A //A(1), and there is a short exact sequence

0→ Σ9A //A(1) −→ Σ4A //A(0)
p∗4−→ Σ4A /A {Sq1, Sq2Sq3} → 0

of A -modules, induced up from the extension Σ9F2 −→ Σ4A(1)//A(0) −→ Σ4A(1)/A(1){Sq1, Sq2Sq3}
of A(1)-modules.

Proof. The map η : S1 → S induces the zero homomorphism in cohomology, hence so does η : Σko→ ko,
and there is a vertical map of short exact sequences:

0 // Σ2A /A {Sq1, Sq2} //

Σ2f

��

A /A {Sq1, Q1} //

∼=
��

A /A {Sq1, Sq2} //

f

��

0

0 // H∗(Σ2ko) // H∗(ku)
c∗ // H∗(ko) // 0

128



0 2 4 6 8 10 12 14
0

2

4

6

8

10

12

v1h0

Figure 38. The Adams spectral sequence for ku

It follows by induction that f is an isomorphism in all degrees.
The map p0 : ko→ HZ is 0-connected, hence p∗0 : A /A Sq1 → A /A {Sq1, Sq2} is an isomorphism in

degree 0 and surjective in all degrees. Hence p0 is induced up from the surjection ε : A(1)//A(0) → F2

of A(1)-modules, with kernel ker(ε) = F2{Sq2, Sq3, Sq2Sq3} ∼= Σ2A(1)/A(1)Sq2. Hence ΣH∗(bo) ∼=
ker(p∗0)

∼= A ⊗A(1) Σ
2A(1)/A(1)Sq2 ∼= Σ2A /A Sq2.

((ETC)) �

Theorem 15.3 (Change of rings). Let A be any algebra, let B ⊂ A be a subalgebra such that A is flat
as a right B-module, let M be a left B-module and let N be a left A-module. Then there is a natural
isomorphism

Ext∗,∗A (A⊗B M,N) ∼= Ext∗,∗B (M,N) .

Proof. Let P∗ → M be a B-free resolution. Then A ⊗B P∗ → A ⊗B M is an A-free resolution. The
isomorphism HomA(A⊗B P∗, N) ∼= HomB(P∗, N) then induces the asserted isomorphism on passage to
cohomology. �

Corollary 15.4. There are Adams spectral sequences

Es,t2 = Exts,tE(1)(F2,F2) =⇒ πt−s(ku)
∧
2

and

Es,t2 = Exts,tA(1)(F2,F2) =⇒ πt−s(ko)
∧
2 .

Proof. The E2-term of the Adams spectral sequence for ku is

Ext∗,∗A (H∗(ku),F2) ∼= Ext∗,∗A (A //E(1),F2) ∼= Ext∗,∗E(1)(F2,F2)

and the E2-term of the Adams spectral sequence for ko is

Ext∗,∗A (H∗(ko),F2) ∼= Ext∗,∗A (A //A(1),F2) ∼= Ext∗,∗A(1)(F2,F2) ,

in both cases by the change-of-rings isomorphism. �

Corollary 15.5. There is an exact sequence of A(1)-modules

0→ Σ12F2
η−→ Σ7A(1)//A(0)

∂3−→ Σ4A(1)
∂2−→ Σ2A(1)

∂1−→ A(1)//A(0)
ε−→ F2 → 0 .

Proposition 15.6. Ext∗,∗E(1)(F2,F2) ∼= P (h0, v1) where h0 in bidegree (s, t) = (1, 1) is dual to Sq1 and

v1 in bidegree (s, t) = (1, 3) is dual to Q1.

The E2-term of the Adams spectral sequence for ku is displayed in Figure 38. There is no room for
differentials, and the permanent cycles h0 and v1 detect 2 and u, respectively, in π∗(ku)

∧
2 = Z2[u].

Proposition 15.7. Ext∗,∗A(1)(F2,F2) ∼= P (h0, h1, v, w1)/(h0h1, h
3
1, h1v, v

2 − h20w1) where h0 in bidegree

(s, t) = (1, 1) is dual to Sq1, where h1 in bidegree (s, t) = (1, 2) is dual to Sq2, v is in bidegree (s, t) = (3, 7)
and w1 is in bidegree (s, t) = (4, 12).
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Figure 39. The Adams spectral sequence for ko

Proof. The central extension

E(Q1)→ A(1)→ E(Sq1, Sq2)

of augmented algebras leads to a Cartan–Eilenberg spectral sequence

Ep,q,∗2 = Extp,∗E(Sq1,Sq2)(F2,Ext
q,∗
E(Q1)

(F2,F2)) =⇒ Extp+q,∗A(1) (F2,F2)

where the E(Sq1, Sq2)-module structure on Ext∗E(Q1)(F2,F2) = P (h01) is trivial. Hence the E2-term can
be written as

E∗,∗,∗
2 = P (h0, h1)⊗ P (h01)

with h0 in bidegree (p, q, t) = (1, 0, 1) dual to Sq1, h1 in bidegree (p, q, t) = (1, 0, 2) dual to Sq2 and h01
in bidegree (p, q, t) = (0, 1, 3) dual to Q1.

There are differentials d2(h01) = h0h1, so that

E∗,∗,∗
3 = P (h0, h1)/(h0h1)⊗ P (h201)

and d3(h
2
01) = h31, so that

E∗,∗,∗
4 = P (h0, h1, v, w1)/(h0h1, h

3
1, h1v, v

2 − h20w1)

with v = h0h
2
01 and w1 = h401. ((Justify the differentials with cobar calculations?)) Then E4 =

E∞ for degree reasons, and there is no room for multiplicative extensions between the E∞-term and
Ext∗,∗A(1)(F2,F2). �

The E2-term of the Adams spectral sequence for ko is displayed in Figure 39. There is no room
for differentials, and the permanent cycles h0, h1, v and w1 detect 2, η, α and β, respectively, in
π∗(ko)

∧
2 = Z2[η, α, β]/(2η, η

3, ηα, α2 − 4β).
The unit map d : S → ko induces a ring homomorphism d∗ : π∗(S)

∧
2 → π∗(ko)

∧
2 that takes η ∈ π1(S)∧2

(detected by h1, dual to the indecomposable Sq2 in A ) to η ∈ π1(ko)
∧
2 (detected by h1, dual to the

indecomposable Sq2 in A(1)), hence also maps η2 ∈ π2(S)∧2 to η2 ∈ π2(ko)∧2 . This is the KO-theory
d-invariant. The classes α and β are of infinite (additive) order, hence cannot be in the image of the
finite groups π4(S)

∧
2 and π8(S)

∧
2 . However, a calculation of maps of A -module resolutions shows that the

homomorphism d∗ : Exts,tA (F2,F2)→ Exts,tA(1)(F2,F2) of Adams E2-terms for S and ko is an isomorphism

in the bidegrees (t − s, s) = (8k + 1, 4k + 1) and (t − s, s) = (8k + 2, 4k + 2) with k ≥ 0. Hence the
permanent cycles P kh1 and h1P

kh1 in the Adams spectral sequence for S map to the survivors h1w
k
1

and h21w
k
1 in the Adams spectral sequence for ko. It follows that there are nonzero classes µ8k+1 and

µ8k+2 in π∗(S)
∧
2 that map to ηβk and η2βk, respectively, in π∗(ko)

∧
2 . For instance, µ1 = η, µ2 = η2,

µ9 = µ and µ10 = ηµ, in the notation previously introduced in π∗(S)
∧
2 . In general, ηµ8k+1 = µ8k+2.

((Discuss map c : ko → ku mapping h0 7→ h0, h1 7→ 0, v 7→ h0h
2
1 and w1 7→ v41 . Hence v 7→ 2u2 and

w1 7→ u4 in homotopy.))
((After discussing the dual Steenrod algebra, and the calculation of H∗(ku) and H∗(ku), give alter-

native proof with A(1)∗-comodule algebra resolution F2 → E(ξ21 , ξ̄2) ⊗ P (x2, x3), with d(ξ21) = x2 and
d(ξ̄3) = x3.))
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15.3. Adams vanishing. The subalgebra A(1) inherits the structure of a cocommutative Hopf algebra
from A , with the restricted coproduct and conjugation, so that the category of A(1)-modules has a
symmetric monoidal tensor product given by the diagonal A(1)-action.

We start with an easy but not optimal vanishing estimate.

Lemma 15.8. Let M be connective A(1)-module that is free as an A(0)-module. Then Exts,tA(1)(M,F2) =

0 for t− s < s.

Proof. The claim is clear for s = 0, since M is concentrated in degrees ∗ ≥ 0. We prove the claim for
s ≥ 1 by induction.

Note that A(1)//A(0) = F2{1, Sq2, Sq3, Sq2Sq3} is concentrated in degrees 0, 2, 3 and 5. The A(1)-
module action on M induces a short exact sequence

0→ Σ2K −→ A(1)⊗A(0) M −→M → 0

of A(1)-modules, where also K is connective. Here A(1) ⊗A(0) M ∼= A(1)//A(0) ⊗M as A(1)-modules,
by the untwisting isomorphism [[in the relative case for A(0) ⊂ A(1)]]. Furthermore, A(1)//A(0) ⊗M
is a direct sum of suspensions of A(1)//A(0)⊗ A(0) ∼= A(0)⊗ A(1)//A(0), as an A(0)-module, and the
latter A(0)-module is free. Hence A(1) ⊗A(0) M is free as an A(0)-module, so that Σ2K is stably free
(and projective) as an A(0)-module. It follows that K is free as an A(0)-module.

Consider the long exact sequence

· · · → Exts−1,t
A(1) (Σ

2K,F2)
δ−→ Exts,tA(1)(M,F2) −→ Exts,tA(1)(A(1)⊗A(0)M,F2) −→ Exts,tA(1)(Σ

2K,F2)→ . . . .

Here Exts,tA(1)(A(1)⊗A(0)M,F2) ∼= Exts,tA(0)(M,F2). SinceM is free as anA(0)-module, Exts,tA(0)(M,F2) = 0

for s ≥ 1, so that the connecting homomorphism δ in the long exact sequence above is surjective.
Furthermore, Exts−1,t

A(1) (Σ
2K,F2) ∼= Exts−1,t−2

A(1) (K,F2) is 0 for (t − 2) − (s − 1) < s − 1 by the inductive

hypothesis, i.e., for t− s < s. Hence Exts,tA(1)(M,F2) = 0 for t− s < s, as asserted. �

((Can we get vanishing also for t − s = s when s = 3? If so, we may use ε′(s) = 2 for s ≡ 3 mod 4,
ε′′(s) = 1 and 2 for s ≡ 0 and 3 mod 4, and ε(s) = 3 and 2 for s ≡ 0 and 1 mod 4, in the following
results.))

Proposition 15.9. Let ε′(s) = 0, 1, 2 and 3 for s ≡ 0, 1, 2 and 3 mod 4, respectively, and let M be a

connective A(1)-module that is free as an A(0)-module. Then Exts,tA(1)(M,F2) = 0 for t− s < 2s− ε′(s).

Proof. As remarked above, we may assume that this has been proved for 0 ≤ s ≤ 3. We prove the claim
for s ≥ 4 by induction.

We tensor the exact sequence from Corollary 15.5 with M , to obtain an exact sequence

0→ Σ12M
1⊗η−→ Σ7A(1)//A(0)⊗M 1⊗∂3−→ Σ4A(1)⊗M 1⊗∂2−→ Σ2A(1)⊗M 1⊗∂1−→ A(1)//A(0)⊗M 1⊗ε−→M → 0

of A(1)-modules. It splits into four short exact sequences

0→ im(1⊗ ∂1) −→ A(1)//A(0)⊗M −→M → 0

0→ im(1⊗ ∂2) −→ Σ2A(1)⊗M −→ im(1⊗ ∂1)→ 0

0→ im(1⊗ ∂3) −→ Σ4A(1)⊗M −→ im(1⊗ ∂2)→ 0

0→ Σ12M −→ Σ7A(1)//A(0)⊗M −→ im(1⊗ ∂3)→ 0

of A(1)-modules, which induce long exact sequences for Ext∗,∗A(1)(−,F2). By the untwisting isomorphism,

A(1)//A(0)⊗M ∼= A(1)⊗A(0)M , and sinceM is free as an A(0)-module, Exts,tA(1)(A(1)//A(0)⊗M,F2) ∼=
Exts,tA(0)(M,F2) is 0 for all s ≥ 1. Likewise, A(1)⊗M is free as an A(1)-module, so Exts,tA(1)(A(1)⊗M,F2)

is 0 for all s ≥ 1. Hence there is a chain of surjections

Exts−4,t−12
A(1) (M,F2) = Exts−4,t

A(1) (Σ
12M,F2)

δ−→ Exts−3,t
A(1) (im(1⊗ ∂3),F2)

δ−→ Exts−2,t
A(1) (im(1⊗ ∂2),F2)

δ−→ Exts−1,t
A(1) (im(1⊗ ∂1),F2)

δ−→ Exts,tA(1)(M,F2)

for all s ≥ 4.
By induction, we know that Exts−4,t−12

A(1) (M,F2) = 0 for (t − 12) − (s − 4) < 2(s − 4) − ε′(s − 4), or

equivalently, for t− s < 2s− ε′(s). This completes the inductive step. �
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Theorem 15.10. Let ε′′(s) = 2, 1, 2 and 3 for s ≡ 0, 1, 2 and 3 mod 4, respectively, and let M be a

connective A -module that is free as an A(0)-module. Then Exts,tA (M,F2) = 0 for t− s < 2s− ε′′(s).

Proof. Since M is connective, it is clear that Ext0,tA (M,F2) = 0 for t < 0, which is stronger than the
claim for s = 0. We prove the claim for s ≥ 1 by induction on s. The function ε′′ is chosen so that
ε′(s) ≤ ε′′(s) and ε′′(s− 1)− 1 ≤ ε′′(s) for all s ≥ 1.

Note that A //A(1) = F2{1, Sq4, . . . } with the remaining generators in degrees ∗ ≥ 4. The A -module
action on M induces a short exact sequence

0→ Σ4L −→ A ⊗A(1) M −→M → 0

of A -modules, where L is connective. Hence there is a long exact sequence

· · · → Exts−1,t
A (Σ4L,F2)

δ−→ Exts,tA (M,F2) −→ Exts,tA (A ⊗A(1) M,F2) −→ Exts,tA (Σ4L,F2)→ . . . .

Here Exts,tA (A ⊗A(1) M,F2) ∼= Exts,tA(1)(M,F2) is 0 for t − s < 2s − ε′(s), by the previous proposition.

By induction, Exts−1,t
A (Σ4L,F2) = Exts−1,t−4

A (L,F2) is 0 for (t− 4)− (s− 1) < 2(s− 1)− ε′′(s− 1), or
equivalently, for t− s < 2s+1− ε′′(s− 1). If t− s < 2s− ε′′(s) then both inequalities are satisfied, which

implies that Exts,tA (M,F2) = 0. This completes the inductive step. �

Theorem 15.11 (Adams vanishing (weak form)). Let ε(s) = 4, 3, 2 and 3 for s ≡ 0, 1, 2 and 3 mod 4,

respectively. Then Exts,tA (F2,F2) = 0 for 0 < t− s < 2s− ε(s).

Proof. Define an A -module M by the short exact sequence

0→ Σ2M → A //A(0)→ F2 → 0 .

Recall the basis for A = F2{SqI} given by the admissible monomials SqI , where I = (i1, . . . , i`) with
iu ≥ 2iu+1 for each 1 ≤ u < `, and i` ≥ 1. The admissible monomials with i` ≥ 2, including the empty
monomial I = (), give a basis for A as a free right A(0)-module, hence also for A //A(0) as F2-vector
space. The nonempty admissible monomials with i` ≥ 2 then give a basis for Σ2M . In particular, M is
connective. Note now thatM is free as a left A(0)-module. A basis is given by the SqI with I admissible,
i1 = 2k even and i` ≥ 2, in view of the Adem relation Sq1Sq2k = Sq2k+1.

Consider the long exact sequence

· · · → Exts−1,t
A (Σ2M,F2)

δ−→ Exts,tA (F2,F2) −→ Exts,tA (A ⊗A(0) F2,F2)→ . . . .

Here Exts,tA (A ⊗A(0) F2,F2) ∼= Exts,tA(0)(F2,F2) is 0 for t − s 6= 0. Furthermore, Exts−1,t
A (Σ2M,F2) =

Exts−1,t−2
A (M,F2) is 0 for (t−2)−(s−1) < 2(s−1)−ε′′(s−1), or equivalently, for t−s < 2s−1−ε′′(s−1).

We have defined ε(s) = ε′′(s− 1) + 1, hence Exts,tA (F2,F2) = 0 for 0 < t− s < 2s− ε(s), as asserted. �

Remark 15.12. With more work, Adams (1966?) proved that one may deduce the same conclusion with
ε(s) = 1, 1, 2 and 3 for s ≡ 0, 1, 2 and 3 mod 4, respectively, which is the optimal result for s ≥ 1.

((Can the optimal result be deduced from periodicity and the low-dimensional calculations?))

15.4. Adams operations. For each natural number r, Adams (1962) defined natural operations ψr : KO(X)→
KO(X) and ψr : KU(X)→ KU(X). For a sum of line bundles, E = L1⊕· · ·⊕Lk, the Adams operation
is given by the sum of tensor powers ψr(E) = L⊗r

1 ⊕ · · · ⊕L
⊗r
k . This determines its behavior on general

vector bundles by naturality and the splitting principle. A recursive construction can be given in terms
of exterior powers Λi(E) of vector bundles, using Newton’s identities, by the formula

−ψr(E) =

r−1∑
i=1

(−1)iΛi(E)⊗ ψr−i(E) + (−1)rrΛr(E) .

The resulting operation is additive and multiplicative, hence extends over the group completion, to
ring operations as indicated above. The real and complex Adams operations are compatible under
complexification.

The Adams operations do not commute with the Bott periodicity isomorphisms. In the complex case,

the Bott isomorphism K̃U(X) ∼= K̃U(Σ2X) is induced by the product with the generator u = 1 − H
of K̃U(S2), where KU(S2) = Z{1,H} is generated by the isomorphism classes 1 and H of the trivial
and the canonical (Hopf) complex line bundles over S2 = CP 1, respectively. Here H +H = 1 +H2, so
u2 = (1−H)2 = 0. The complex Adams operation ψr maps the generator u to

ψr(u) = ψr(1−H) = 1−Hr = 1− (1− u)r = 1− (1− ru) = ru ,
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i.e., acts by multiplication by r on K̃U(S2). To extend the Adams operation to the graded groups

KUn(X) = K̃U(ΣmX), where n+m = 2k, we must localize by inverting r, and define ψr onKUn(X)[1/r]

as (1/rk)ψr on K̃U(ΣmX)[1/r]. The result is a map of ring spectra ψr : KU [1/r] → KU [1/r], which
restricts to a map of connective ring spectra ψr : ku[1/r] → ku[1/r]. At the level of homotopy groups,
ψr(uk) = rkuk in degree 2k, for all integers k. Similarly, the real Adams operation induces ring spec-
trum maps ψr : KO[1/r]→ KO[1/r] and ψr : ko[1/r]→ ko[1/r]. If we complete at a fixed prime p, then
ψr : ko∧p → ko∧p and ψr : ku∧p → ku∧p are defined for all r that are prime to p. For instance, when p = 2,
ψr is defined for all odd r.

The natural numbers prime to p are dense in the topological group Z×
p of p-adic units, and it is possible

to define p-complete Adams operations ψr : KU∧
p → KU∧

p for all p-adic units r ∈ Z×
p . This defines actions

through E∞ ring spectrum maps of Z×
p onKU∧

p and ku∧p , with r ∈ Z×
p acting by ψr(u) = ru in homotopy.

In particular, ψ−1 acts as complex conjugation on KU and ku, taking a complex vector bundle to the
same real vector bundle but with the opposite complex structure. There are compatible actions on KO∧

p

and ko∧p , with ψ
r(α) = r2α and ψr(β) = r4β. In this case ψ−1 acts as the identity.

15.5. The image-of-J spectrum. Let all spectra be implicitly completed at 2. The Adams operation
ψ3 : ko→ ko is compatible with the unit map d : S → ko, hence the latter lifts to a unit map

S −→ kohψ
3

= hoeq(ψ3, 1: ko→ ko)

to the homotopy fixed points of ψ3 acting on ko. Here kohψ
3

is an E∞ ring spectrum, and additively
there is a homotopy (co-)fiber sequence

Σ−1ko −→ kohψ
3

−→ ko
ψ3−1−→ ko .

The unit map d : S → ko is 3-connected, in the sense that πi(S) → πi(ko) is an isomorphism for i ≥ 2,
and is surjective for i = 3. Hence ψ3 − 1 induces the zero homomorphism in degrees i ≤ 3, so the unit

map S → kohψ
3

is not an equivalence in low degrees. We correct for this in the following definition.
Let j be the E∞ ring spectrum defined by the right hand pullback square in the following commutative
diagram:

S
e //

��

j //

��

kohψ
3

��

P 2S P 2S // P 2(kohψ
3

)

Here P 2X denotes the second Postnikov section of X, obtained by attaching cells (in the category of
E∞ ring spectra) to kill πi(X) for i ≥ 3. There is then a homotopy (co-)fiber sequence

Σ−1bspin
∂−→ j → ko

ψ3−1−→ bspin .

Here ψ3 − 1 maps αβk to 32+4k − 1 times αβk, which is 8 times an odd number, for all k ≥ 0. Likewise
it maps βk to 34k − 1 times βk, which has 2-valuation 4 + v2(k) for all k ≥ 1. In other words, ψ3 − 1
multiplies by 16k in degree 8k, up to multiplication and division by odd factors.

We can use this to calculate the homotopy groups of the connective E∞ ring spectrum j = j∧2 :

πi(j) =



Z2{ι} for i = 0,

Z/2{η} for i = 1,

Z/2{η2} for i = 2,

Z/8{ν} for i = 3,

0 for i ≡ 4, 5, 6 mod 8,

Z2/16k{ρ8k−1} for i = 8k − 1,

Z/2{ηρ8k−1} for i = 8k,

Z/2{µ8k+1, η
2ρ8k−1} for i = 8k + 1,

Z/2{ηµ8k+1} for i = 8k + 2,

Z/8{ζ8k+3} for i = 8k + 3.

for k ≥ 1, where ρ8k−1 = ∂(βk) and ζ8k+3 = ∂(αβk). (The case i = 3 coincides with the case i = 8k + 3
for k = 0.)
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The map e : S → j induces a homomorphism e∗ : π∗(S) → π∗(j), called the KO-theory e-invariant.
As a consequence of the Adams conjecture (proved by Quillen, by Sullivan, and by Becker–Gottlieb),
this homomorphism is split surjective in each degree.

Recall that H∗(ko) ∼= A /A {Sq1, Sq2} and H∗(bspin) ∼= Σ4A /A {Sq1, Sq2Sq3}.

Proposition 15.13 ([Dav75], [MM76], [AR05], Bruner). The lift ψ3 − 1: ko → bspin induces the
homomorphism Sq4 : Σ4A /A {Sq1, Sq2Sq3} → A /A {Sq1, Sq2}, mapping Σ4θ to θSq4. It has kernel
Σ8K where

K = A /A {Sq1, Sq7, Sq4Sq6 + Sq6Sq4} ,
and cokernel C = A //A(2) = A /A {Sq1, Sq2, Sq4}. Hence there is an A -module extension

0→ A //A(2) −→ H∗(j) −→ Σ7K → 0 .

There are precisely two such extensions, and H∗(j) is the nonsplit one. A presentation is

H∗(j) = A {ι0, ι7}/A {Sq1ι0, Sq2ι0, Sq4ι0, Sq8ι0 + Sq1ι7, Sq
7ι7, (Sq

4Sq6 + Sq6Sq4)ι7} .

The E2-term of the Adams spectral sequence for j is shown in Figure 40. In this range, only one
pattern of differentials is compatible with the known abutment π∗(j), leaving the E∞-term in Figure 41.

The map e : S → j induces a map

e∗ : Exts,tA (F2,F2) −→ Exts,tA (H∗(j),F2)

of Adams spectral sequences, mapping the unit 1 ∈ E0,0
2 for S to the generator 1 ∈ E0,0

2 for j. Hence the
map of E2-terms is determined by the S-module structure of j and the induced Ext∗,∗A (F2,F2)-module
structure on the Adams E2-term for j. In this range, this can be directly calculated, and shows that the
map of E∞-terms is surjective for 0 ≤ t − s ≤ 24, except for t − s = 15, when the map of E∞-terms is
trivial.

Proposition 15.14. The permanent cycles hk0 for k ≥ 0, h1, h
2
1, h

k
0h2 for 0 ≤ k ≤ 2, hk0h3 for 0 ≤ k ≤ 3,

c0, h1c0, Ph1, h1Ph1, h
k
0Ph2 for 0 ≤ k ≤ 2, Pc0, h1Pc0, P

2h1, h1P
2h1, h

k
0P

2h2 for 0 ≤ k ≤ 2, (h1Pd0,)

hk+2
0 i for 0 ≤ k ≤ 3 and P 2c0 in the Adams spectral sequence for S map to (nonzero) survivors in the

Adams spectral sequence for j, hence are themselves (nonzero) survivors.

Corollary 15.15. h2h4 and g are permanent cycles.

Proof. These classes could only support differentials hitting h1Pc0, P
2h1 or hk0P

2h2 for 0 ≤ k ≤ 2, which
we have now shown are not the targets of differentials. �

Remark 15.16. In degree n = 15 (and more generally, in all degrees n ≡ 15 mod 32) the homomorphism
e∗ : πn(S)→ πn(j) induces a zero homomorphism of E∞-terms. Nonetheless e∗ is split surjective. This
is a case of a shift in Adams filtration. There is a class ρ ∈ π15(S) that is represented by h30h4 in Adams
filtration s = 4, and which maps to a generator of π15(j), which is represented in Adams filtration s = 5.
Once we prove that ηρ is represented by Pc0, so that there is a hidden η-multiplication in the Adams
spectral sequence for S, then since e∗(ηρ) generates π16(j), it is clear that e∗(ρ) must generate π15(j).

15.6. The next fifteen stems.

Theorem 15.17. (14) π14(S)
∧
2 = Z/2{κ, σ2}, with κ represented by d0 and σ2 represented by h3.

(15) π15(S)
∧
2 = Z/2{ηκ} ⊕ Z/32{ρ}, with ηκ represented by h1d0 and ρ = ρ15 represented by h30h4.

(16) π16(S)
∧
2 = Z/2{ηρ, η∗}, with ηρ represented by Pc0 and η∗ = η4 represented by h1h4. ((Check

that ηρ 6= 0.)) ((Is σµ = ηρ?))
(17) π17(S)

∧
2 = Z/2{µ̄, η2ρ, νκ, ηη∗}, with µ̄ = µ17 represented by P 2h1, η

2ρ represented by h1Pc0,
νκ represented by h2d0 and ηη∗ represented by h21h4. ((Check that 2νκ = 0.))

(18) π18(S)
∧
2 = Z/2{ηµ̄} ⊕ Z/8{ν∗}, with ηµ̄ represented by h1P

2h1 and ν∗ represented by h2h4.
(19) π19(S)

∧
2 = Z/8{ζ̄} ⊕ Z/2{σ̄}, with ζ̄ = ζ19 represented by P 2h2 and σ̄ represented by c1.

(20) π20(S)
∧
2 = Z/8{κ̄}, with κ̄ represented by g = g1.

(21) π21(S)
∧
2 = Z/2{ηκ̄, νν∗}, with ηκ̄ represented by h1g and νν∗ represented by h22h4. ((Check that

2νν∗ = 0, which follows from η2κ̄ 6= 0.))
(22) π22(S)

∧
2 = Z/2{η2κ̄, νσ̄}, with η2κ̄ represented by Pd0 and νν∗ represented by h2c1. ((Check

that η2κ̄ 6= 0 and that 2νσ̄ = 0. The latter follows from η2κ̄ 6= 0, since then η3κ̄ 6= 0.))
(23) π23(S)

∧
2 = Z/16{ρ̄} ⊕ Z/8{νκ̄} ⊕ Z/2{ση∗}, with ρ̄ = ρ23 represented by h20i, νκ̄ represented by

h2g, 2νκ̄ represented by h0h2g, 4νκ̄ = η3κ̄ represented by h1Pd0, and ση
∗ represented by h4c0.

((Check that ση∗ is represented by h4c0.))
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(24) π24(S)
∧
2 = Z/2{σµ̄}⊕Z/2{ηση∗}, with σµ̄ represented by P 2c0 and ηση∗ represented by h1h4c0.

((Check that ηρ̄ 6= 0.)) ((Is σµ̄ = µρ = ηρ̄?))
(25) π25(S)

∧
2 = Z/2{µ25, η

2ρ̄}, with µ25 represented by P 3h1 and η2ρ̄ represented by h1P
2c0.

(26) π26(S)
∧
2 = Z/2{ηµ25, ν

2κ̄}, with ηµ25 represented by h1P
3h1 and ν2κ̄ represented by h22g.

(27) π27(S)
∧
2 = Z/8{ζ27}, with ζ27 represented by P 3h2, 2ζ27 represented by h0P

3h2 and 4ζ27 = η2µ25

represented by h20P
3h2.

(28) π28(S)
∧
2 = Z/2{κ2}, with κ2 represented by d20.

(29) π29(S)
∧
2 = 0. ((This assumes that the differential d3(r) = h1d

2
0 is known.))

(30) π30(S)
∧
2 = Z/2{θ4}, with θ4 represented by h24. ((This assumes that the differentials from t−s =

31 are known.))

Alternatively, we might just list ker(e∗) ⊂ π∗(S)
∧
2 , also known as the cokernel of J . These are the

homotopy groups of the homotopy fiber c = hofib(e). Note that e∗ maps both ε and ησ to the generator
of π8(j), so ν̄ = ε+ ησ generates π8(c). Here ην̄ = ν3. ((Is νν∗ = σ3?))

((ETC))

16. Topological modular forms

((Calculations involving A(2). Adams periodicity.))
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Figure 40. Adams (E2, d2)-term for j
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Figure 41. Adams E∞-term for j
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n πn(c) gen. rep.
6 Z/2 ν2 h22
8 Z/2 ν̄ h1h3
9 Z/2 ην̄ h21h3
14 (Z/2)2 κ d0

σ2 h23
15 Z/2 ηκ h1d0
16 Z/2 η∗ h1h4
17 (Z/2)2 νκ h2d0

ηη∗ h21h4
18 Z/8 ν∗ h2h4
19 Z/2 σ̄ c1
20 Z/8 κ̄ g
21 (Z/2)2 ηκ̄ h1g

νν∗ h22h4
22 (Z/2)2 η2κ̄ Pd0

νσ̄ h2c1
23 Z/8⊕ Z/2 νκ̄ h2g

ση∗ h4c0
24 Z/2 ηση∗ h1h4c0
26 Z/2 ν2κ̄ h22g
28 Z/2 κ2 d20
30 Z/2 θ4 h24
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