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Introduction

These are notes for the course MAT9580, Algebraic Topology III, in the spring
term of 2021. The emphasis will be on the theory and applications of spectral
sequences. Some of the key articles are:

[Ser51] Serre: “Homologie singulière des espaces fibrés. Applications”
[Ada58] Adams: “On the structure and applications of the Steenrod algebra”
[Boa99] Boardman: “Conditionally convergent spectral sequences”

Book-length sources for this material include the following:

[CE56] Cartan and Eilenberg: “Homological algebra”
[HW60] Hilton and Wylie: “Homology theory: An introduction to algebraic topol-

ogy”
[Bou63] Bourgin: “Modern algebraic topology”
[ML63] Mac Lane: “Homology”
[Spa66] Spanier: “Algebraic topology”
[GZ67] Gabriel and Zisman: “Calculus of fractions and homotopy theory”

[May67] May: “Simplicial objects in algebraic topology”
[MT68] Mosher and Tangora: “Cohomology operations and applications in homo-

topy theory”
[Ada72] Adams: “Algebraic topology—a student’s guide”
[MS74] Milnor and Stasheff: “Characteristic classes”
[Swi75] Switzer: “Algebraic topology—homotopy and homology”

[Whi78] Whitehead: “Elements of homotopy theory”
[BT82] Bott and Tu: “Differential forms in algebraic topology”

[McC85] McCleary: “User’s guide to spectral sequences”
[Rav86] Ravenel: “Complex cobordism and stable homotopy groups of spheres”
[DP97] Dodson and Parker: “A user’s guide to algebraic topology”

[Boa99] Sato: “Algebraic topology: an intuitive approach”
[DK01] Davis and Kirk: “Lecture notes in algebraic topology”

[Hat] Hatcher: “Spectral sequences”
[Bru] Bruner: “An Adams spectral sequence primer”

[MP12] May and Ponto: “More concise algebraic topology”
[Sha14] Shastri: “Basic algebraic topology”

The author is most familiar with the books [CE56], [ML63], [Spa66], [MT68],
[MS74], [Swi75], [Whi78], [McC85] and [Rav86]. Most of these sources cover
the Serre spectral sequence, while the Adams spectral sequence is discussed in [Swi75],
[McC85], [Rav86] and [Bru]. None of these make use of the modern categories
of spectra, so one aim of these notes is use orthogonal spectra as models for stable
homotopy theory, and to benefit from these when treating the behavior of products
and other operations in the Adams spectral sequence.

ix





CHAPTER 1

Spectral Sequences

We start with the abstract definition of a spectral sequence. It involves the
same concepts as the definition of a chain complex and its homology, but involves
multiple indices. In the next section we discuss in what sense a spectral sequence can
calculate, or converge to, a given abutment. Thereafter we consider some relatively
simple examples, which may help the reader get accustomed to the different roles
of the various indices, and the meaning of convergence.

1.1. Homological spectral sequences

Definition 1.1.1. A bigraded abelian group A = A∗,∗ is a doubly-indexed
sequence

A∗,∗ = (As,t)s,t

of abelian groups, where s and t range over the integers. We say that As,t is the
group in bidegree (s, t). A morphism f : A → B of bigraded abelian groups is a
sequence of group homomorphisms

fs,t : As,t −→ Bs,t

for all s, t ∈ Z. More generally, a morphism f : A → B of bidegree (u, v) is a
sequence of group homomorphisms

fs,t : As,t −→ Bs+u,t+v

for all s, t ∈ Z. The composite of f followed by a morphism g : B → C of bidegree
(u′, v′) is a morphism gf : A→ C of bidegree (u+ u′, v + v′). To emphasize that a
morphism has bidegree (0, 0) we may say that it is degree-preserving.

Definition 1.1.2. Let E = E∗,∗ be a bigraded abelian group, and let r be an
integer. A differential d : E → E of bidegree (u, v) is a morphism of bidegree (u, v)
such that dd = 0. More explicitly, for each pair s, t ∈ Z we have a homomorphism

ds,t : Es,t −→ Es+u,t+v

and the composite

Es−u,t−v
ds−u,t−v−→ Es,t

ds,t−→ Es+u,t+v

is the zero homomorphism. Let the kernel ker(d) = ker(d)∗,∗ be the bigraded
abelian group

ker(d)s,t = ker(ds,t)

and let the image im(d) = im(d)s,t be the bigraded abelian group

im(d)s,t = im(ds−u,t−v) .

Then

im(d)s,t ⊂ ker(d)s,t ⊂ Es,t
1
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for all s, t ∈ Z. We call ker(d) and im(d) the d-cycles and d-boundaries in E,
respectively. The homology of (E, d) is the bigraded abelian group

H(E, d) =
ker(d)

im(d)

given in bidegree (s, t) by the subquotient

Hs,t(E, d) =
ker(d)s,t
im(d)s,t

=
ker(ds,t)

im(ds−u,t−v)

of Es,t. We write [x] ∈ H(E, d) for the homology class of a d-cycle x ∈ ker(d).

Definition 1.1.3. A homological spectral sequence (Er, dr)r≥1 is a sequence of
bigraded abelian groups Er = Er∗,∗ and differentials

dr : Er −→ Er

of bidegree (−r, r − 1), together with isomorphisms

H(Er, dr) ∼= Er+1

for all integers r ≥ 1.

Remark 1.1.4. We call Er and dr the Er-term and dr-differential of the
spectral sequence, respectively. In each bidegree (s, t) we refer to s as the filtration
degree, t as the complementary degree, and s + t as the total degree. Each dr-
differential sends classes in total degree s + t to classes in total degree (s − r) +
(t + r − 1) = s + t − 1, hence reduces the total degree by 1. We do not introduce
notation for the isomorphisms H(Er, dr) ∼= Er+1, but they are part of the structure
of the spectral sequence. More generally, an Ep-spectral sequence (Er, dr)r≥p is a
sequence of bigraded abelian groups and differentials, as above, but indexed on the
integers r ≥ p. Usually p = 1 or p = 2.

Remark 1.1.5. We usually visualize a bigraded group A∗,∗ as being spread out
over the (s, t)-plane, with As,t located in the position with horizontal coordinate s
and vertical coordinate t. We visualize the component ds,t : Es,t → Es+u,t+v of a
differential d of bidegree (u, v) as an arrow from position (s, t) to position (s+u, t+
v). When d is a homological dr-differential, this arrow points to the left and up,
from position (s, t) to position (s− r, t+ r − 1).

• • • • •

t+ r − 1 • Ers−r,t+r−1 • • •

t • • • Ers,t

dr
ii

•

• • • • •

t/s s− r s

//

OO
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If drs,t(x) = y we say that x supports a dr-differential, and that y is hit (or “killed”)
by a dr-differential. The classes that support a nonzero dr-differential are not
present at the Er+1-term, and the classes that are hit by a dr-differential are set
equal to zero at the Er+1-term. Informally, the classes that support differentials,
or are hit by differentials, do not “survive” to the next term.

Remark 1.1.6. Some authors refer to the Er-term as the Er-page. If we
think of the index r as measuring procession through a number of stages, then the
transition from Er to its subquotient Er+1, by passage to homology with respect
to dr, can be viewed as turning one page over to reveal the next.

(E1, d1) : •oo •d1oo •d1oo •d1oo •d1oo oo

•oo •d1oo •d1oo •d1oo •d1oo oo

•oo •d1oo •d1oo •d1oo •d1oo oo

•oo •d1oo •d1oo •d1oo •d1oo oo

(E2, d2) : • • • • •

•

gg

•

gg

•
d2

gg

•
d2

gg

•
d2

gg gg gg

•

gg

•

gg

•
d2

gg

•
d2

gg

•
d2

gg gg gg

•

gg

•

gg

•
d2

gg

•
d2

gg

•
d2

gg gg gg

(E3, d3) : • • • • •

• • • • •

• •

ee

•

ee

•

d3

ee

•

d3

ee ee ee

• •

ee

•

ee

•

d3

ee

•

d3

ee ee ee

Remark 1.1.7. The most common spectral sequences are bigraded, as in the
definition above. Often one grading comes from a filtration and the other comes
from a degree shift present in a long exact sequence. However, there are also cases
where the complementary degree t is not present, or appears with the opposite sign,
or is itself a multigrading. The key feature of a homological spectral sequence is
that the dr-differential reduces the filtration degree from s to s− r.

Definition 1.1.8. Let (E, d) and (′E, ′d) be bigraded abelian groups with
differentials of bidegree (u, v). A morphism φ : (E, d) → (′E, ′d) is a morphism
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φ : E → ′E that commutes with the differentials, in the sense that the diagram

Es,t
φs,t

//

ds,t

��

′Es,t

′ds,t

��

Es+u,t+v
φs+u,t+v

// ′Es+u,t+v

commutes for all bidegrees (s, t). There is then an induced morphism

φ∗ : H(E, d) −→ H(′E, ′d)

given by φ∗[x] = [φ(x)] for each d-cycle x in E.

Definition 1.1.9. Let E = (Er, dr)r≥1 and ′E = (′Er, ′dr)r≥1 be spectral
sequences. A morphism φ : E → ′E of spectral sequences is a sequence of morphisms

φr : (Er, dr) −→ (′Er, ′dr)

of differential bigraded abelian groups, such that the diagram

H(Er, dr)
φr∗ //

∼=
��

H(′Er, ′dr)

∼=
��

Er+1 φr+1

// ′Er+1

commutes for each r ≥ 1.

Remark 1.1.10. Sheaves, sheaf cohomology and spectral sequences were in-
vented by Jean Leray while a prisoner of war around 1943, with the first published
references being the notes [Ler46a] and [Ler46b]. For a map f : X → Y of spaces,
Leray constructed (what we now call) a sheaf of graded abelian groups over Y ,
and obtained (what we now call) a spectral sequence with initial term given by the
cohomology of Y with coefficients in this sheaf, converging to the cohomology of X.
The current algebraic formalism, where the Er+1-term is expressed as the homol-
ogy of a dr-differential acting on the Er-term, is due to Jean-Louis Koszul [Kos47].
Similar structures were implicitly present in the 1946 PhD thesis of Roger C. Lyn-
don [Lyn48]. The name “suite spectrale” is due to Jean–Pierre Serre [Ser51],
merging the names “anneau spectral” of [Ler50] and “suite de Leray–Koszul”. See
the articles by John McCleary [McC99] and Haynes Miller [Mil00] for more on
the history of spectral sequences.

1.2. Bounded convergence

To each spectral sequence (Er, dr) we will associate a limiting bigraded abelian
group E∞ = E∞∗,∗, called the E∞-term. The general definition requires some details
that we will discuss later in Definition 2.3.3, so for now we will instead describe
some special cases for which the E∞-term can be read off from the Er-terms for
finite r.

Definition 1.2.1. A spectral sequence (Er, dr) collapses at the Eq-term if
dr = 0 for all r ≥ q. It stabilizes in each bidegree if for each bidegree (s, t) there is
a q(s, t) such that both drs,t : E

r
s,t → Ers−r,t+r−1 and drs+r,t−r+1 : Ers+r,t−r+1 → Ers,t

are zero for all r ≥ q(s, t).
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Setting q(s, t) = q, we see that a spectral sequence that collapses at the Eq-term
also stabilizes in each bidegree. The latter condition is strictly weaker.

Lemma 1.2.2. If (Er, dr) collapses at the Eq-term, then Er ∼= H(Er, dr) ∼=
Er+1 for all r ≥ q, so that there are isomorphisms

Eq ∼= Eq+1 ∼= · · · · Er ∼= . . .

for all r ≥ q. More generally, if (Er, dr) stabilizes in each bidegree, then for each
bidegree (s, t) there are isomorphisms

Eqs,t
∼= Eq+1

s,t
∼= · · · · Ers,t ∼= . . .

for all r ≥ q = q(s, t).

Proof. If dr = 0 then ker(dr) = Er and im(dr) = 0, so H(Er, dr) = Er/0 ∼=
Er. By the assumption that (Er, dr) is a spectral sequence, this is isomorphic to
Er+1.

In the general case, for each (s, t) and r ≥ q(s, t) we have ker(dr)s,t = Ers,t and

im(dr)s,t = 0, so H(Er, dr)s,t = Ers,t/0
∼= Ers,t, and this is isomorphic to Er+1

s,t . �

In other words, if all the dr-differentials for r ≥ q mapping into or out of a
given bidegree (s, t) are trivial, then the groups Ers,t remain the same for all r ≥ q.
Here q = q(s, t) may vary with (s, t).

Lemma 1.2.3. If (Er, dr) collapses at the Eq-term, then E∞ ∼= Eq is isomor-
phic to the common value of Er for r ≥ q. More generally, if (Er, dr) stabilizes in
each bidegree, then for each bidegree (s, t) there are isomorphisms E∞s,t ∼= Ers,t for
all sufficiently large r.

We will also see that a morphism φ : E → ′E of spectral sequences induces a
limiting homomorphism φ∞ : E∞ → ′E∞, with components φ∞s,t : E

∞
s,t → ′E∞s,t.

Lemma 1.2.4. If (Er, dr) and (′Er, ′dr) both collapse at the Eq-term, then
φ∞ : E∞ → ′E∞ corresponds to φr : Er → ′Er for each r ≥ q. More generally, if
(Er, dr) and (′Er, ′dr) stabilize in each bidegree, then φ∞s,t : E

∞
s,t → ′E∞s,t corresponds,

for each bidegree (s, t), to φrs,t : E
r
s,t → ′Ers,t for all sufficiently large r.

We postpone the proofs of these two lemmas until we give the general definition
of the E∞-term. In the meantime, their conclusions can be taken to characterize
E∞ and φ∞, in the cases at hand.

Henri Cartan [Car48] clarified the distinction between a filtered group and its
associated graded group, as defined below.

Definition 1.2.5. An increasing filtration (FsG)s of an abelian group G is a
sequence of subgroups

· · · ⊂ Fs−1G ⊂ FsG ⊂ · · · ⊂ G
where s ∈ Z. For each filtration degree s there is a short exact sequence

(1.1) 0→ Fs−1G −→ FsG −→
FsG

Fs−1G
→ 0

that expresses the abelian group FsG as an extension of the filtration quotient
FsG/Fs−1G by the preceding group Fs−1G. ((ETC: Do we also refer to FsG/Fs−rG
as a filtration (sub-)quotient?)) The graded abelian group

(FsG/Fs−1G)s
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is often called the associated graded of the filtration (FsG)s. ((ETC: Maybe intro-
duce notation for the associated graded.))

We say that the filtration is bounded if there are integers a and b such that
Fa−1G = 0 and FbG = G, in which case the sequence is determined by the finitely
many terms

0 = Fa−1G ⊂ FaG ⊂ · · · ⊂ Fb−1G ⊂ FbG = G ,

extended by identities on both sides.

Remark 1.2.6. If we have inductively determined Fs−1G, and know the fil-
tration quotient FsG/Fs−1G, then the next term FsG is partially determined by
the short exact sequence (1.1). There can be several non-isomorphic abelian group
extensions with the same subgroup and quotient group, and the task of determining
which of these is realized by FsG is known as the extension problem in filtration s.
If the filtration is bounded, then this inductive argument involves finitely many
extension problems, starting with s = a and ending with s = b. We will return in
Theorem 2.4.5 and later ((ETC: where?)) to extension problems for discrete (=
bounded below) and unbounded filtrations, respectively.

When studying bigraded spectral sequences we must consider filtrations of
graded abelian groups.

Definition 1.2.7. An increasing filtration of a graded abelian group G∗ =
(Gn)n, where n ∈ Z, is a sequence of graded subgroups

· · · ⊂ Fs−1G∗ ⊂ FsG∗ ⊂ · · · ⊂ G∗
where s ∈ Z. We call s the filtration degree and n the total degree. For each s there
is a short exact sequence

0→ Fs−1G∗ −→ FsG∗ −→
FsG∗
Fs−1G∗

→ 0

that expresses the graded abelian group FsG as an extension of the filtration quo-
tient FsG∗/Fs−1G∗ by the preceding graded group Fs−1G∗. This consists of an
extension

0→ Fs−1Gn −→ FsGn −→
FsGn
Fs−1Gn

→ 0

in each total degree n. In this case, the associated graded of the filtration is
bigraded, either by (s, n) or by (s, t) = (s, n− s).

The filtration of G∗ is bounded if there are integers a and b such that Fa−1G∗ =
0 and FbG∗ = G∗. More generally, it is degreewise bounded if for each total degree n
there are integers a = a(n) and b = b(n) such that Fa−1Gn = 0 and FbGn = Gn.
In these cases the filtration in total degree n is determined by finitely many terms,
extended by identities in both directions.

We can now express in what sense a spectral sequence may calculate a given
graded abelian group.

Definition 1.2.8. Let (Er∗,∗, d
r) be a spectral sequence and let (FsG∗)s be

a filtration of a graded abelian group G∗. Suppose that the spectral sequence
stabilizes in each bidegree, and that the filtration is degreewise bounded. Then we
say that the spectral sequence converges to G∗, written

Er∗,∗ =⇒ G∗ ,



1.2. BOUNDED CONVERGENCE 7

if there are isomorphisms

E∞s,t ∼=
FsGs+t
Fs−1Gs+t

in all bidegrees (s, t). The choice of filtration of G∗, and of the isomorphisms
displayed above, are implicitly part of the convergence assertion. We call G∗ the
abutment of the spectral sequence. To emphasize the filtration degree s, and the
relation between the complementary degree and the total degree, we may write

Ers,t =⇒s Gs+t .

((ETC: Does the term “abutment” assume convergence?))
When the filtration is degreewise bounded, we may also say that the spectral

sequence converges strongly to G∗. ((ETC: Later we will consider filtrations that
are not degreewise bounded, and define weak convergence, convergence and strong
convergence, respectively. Terminology from Cartan–Eilenberg.))

Remark 1.2.9. When Er∗,∗ =⇒ G∗, the strategy for using the spectral sequence
(Er∗,∗, d

r)r≥p to calculate G∗ is the following: We assume that the initial term

Ep∗,∗ can somehow be calculated. Furthermore, for each r ≥ p we assume that
the differentials dr can be calculated, so that we can inductively obtain Er+1

∗,∗ as
H(Er, dr)∗,∗, for each r ≥ p. Under the hypothesis that the spectral sequence
stabilizes in each bidegree, we can let E∞s,t = Ers,t for r ≥ q(s, t) sufficiently large.
By convergence, these are also the groups FsGn/Fs−1Gn for n = s+t. Consider one
total degree n. Assuming that the filtration is degreewise bounded, we know that
FsGn = 0 for s < a(n) sufficiently small. For each s ≥ a(n) we must inductively
solve an extension problem to determine FsGn from Fs−1Gn and E∞s,n−s. Once
s = b(n) is sufficiently large, this recovers FsGn = Gn, which is the total degree n
component of the abutment of the spectral sequence.

Definition 1.2.10. Let G and ′G be abelian groups, filtered by (FsG)s and
(Fs
′G)s, respectively. A homomorphism ψ : G → ′G is filtration-preserving if

ψ(FsG) ⊂ Fs
′G for each s. Let ψs : FsG → Fs

′G be the restriction of ψ, and
let ψ̄s : FsG/Fs−1G → Fs

′G/Fs−1
′G be the induced homomorphism between the

filtration quotients. ((ETC: We may also write ψs,1 for ψ̄s.)) We obtain a vertical
map of short exact sequences

(1.2) 0 // Fs−1G // //

ψs−1

��

FsG // //

ψs

��

FsG

Fs−1G
//

ψ̄s
��

0

0 // Fs−1
′G // // Fs

′G // //
Fs
′G

Fs−1G
// 0

for each s. If G∗ and ′G∗ are filtered graded abelian groups, and ψ : G∗ → ′G∗ is a
degree-preserving morphism, then the same definitions apply.

Definition 1.2.11. Let (Er∗,∗, d
r) and (′Er∗,∗,

′dr) be spectral sequences con-
verging to G∗ and ′G∗, respectively. Let φ : E → ′E be a morphism of bigraded
spectral sequences, and let ψ : G∗ → ′G∗ be a morphism of filtered graded abelian
groups. Then we say that the spectral sequence morphism φ converges to the
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filtration-preserving morphism ψ if the diagram

(1.3) E∞s,∗
∼= //

φ∞s,∗

��

FsG∗
Fs−1G∗

ψ̄s,∗

��

′E∞s,∗
∼= //

Fs
′G∗

Fs−1
′G∗

commutes for each s.

Remark 1.2.12. If we have resolved the extension problems for spectral se-
quences (Er, dr) and (′Er, ′dr) converging to G = G∗ and ′G = ′G∗, respectively,
and there is a morphism φ : E → ′E converging to ψ : G → ′G, then we can in-
ductively attempt to determine ψ from φ∞. Assuming that we have determined
ψs−1, we obtain ψ̄s from φ∞s via the commutative diagram (1.3). It then remains to
identify ψs from diagram (1.2). In general there can be several different homomor-
phisms FsG→ Fs

′G that make the diagram commute. Any two possible choices of
ψs differ by a composite of the form

FsG −→
FsG

Fs−1G

f−→ Fs−1
′G −→ Fs

′G ,

where f is any homomorphism. Having determined ψs for all finite s, we can then
pass to a colimit to obtain ψ.

((ETC: Discuss examples of filtration shifts, later.))

Remark 1.2.13. In diagram (1.2), if ψs−1 and ψ̄s are isomorphisms, then so
is ψs. In Theorem 2.4.5 ((ETC: and later)) we use this to give conditions which
ensure that ψ : G→ ′G is an isomorphism.

1.3. Long exact sequences as spectral sequences

The associated long exact sequence in homology

· · · → Hn+1(X,A)
∂n+1−→ Hn(A)

i−→ Hn(X)
j−→ Hn(X,A)

∂n−→ Hn−1(A)→ . . .

of a pair (X,A) lets us analyze the homology of X in terms of the homology of A
and the relative homology of (X,A). This requires determining the connecting
homomorphisms ∂n, calculating their kernels and cokernels, and synthesizing the
result from the extension

0→ cok(∂n+1) −→ Hn(X) −→ ker(∂n)→ 0 .

Spectral sequences provide a framework for a similar analysis and synthesis, when
the pair A ⊂ X is generalized to a longer sequence

· · · ⊂ Xs−1 ⊂ Xs ⊂ · · · ⊂ X

of subspaces of X. In this section we spell out how the study of H∗(X) in terms of
the long exact sequence above can be expressed in terms of the spectral sequence
formalism.



1.3. LONG EXACT SEQUENCES AS SPECTRAL SEQUENCES 9

Let (X,A) be a pair of spaces. We will specify an associated spectral sequence
(Er, dr)r≥1. First, let E1 = E1

∗,∗ be given by

E1
s,t =





Ht(A) if s = 0,

H1+t(X,A) if s = 1,

0 otherwise.

Next, let d1 : E1
s,t → E1

s−1,t be given by

d1
1,t = ∂1+t : H1+t(X,A) −→ Ht(A)

for s = 1, and d1
s,t = 0 otherwise. We can depict the (E1, d1)-term in the (s, t)-

plane, with horizontal coordinate s and vertical coordinate t, as on the left hand
side below.

...
...

t Ht(A) H1+t(X,A)
∂1+t
oo

...
...

1 H1(A) H2(X,A)
∂2oo

0 H0(A) H1(X,A)
∂1oo

t/s 0 1

//

OO
...

...

t E1
0,t E1

1,t

d11,t
oo

...
...

...

1 E1
0,1 E1

1,1

d11,1
oo

0 E1
0,0 E1

1,0

d11,0
oo

t/s 0 1

//

OO

In the abstract notation, these correspond to the groups and homomorphisms on
the right hand side above. The columns with s < 0 or s > 1 consist of trivial
groups, so we have a two-column spectral sequence. To simplify drawing these
diagrams let us assume that H0(X,A) = 0, so that the rows with t < 0 also consist
of trivial groups, even if this is not strictly necessary for the argument. In this
case the E1-term is concentrated in the first quadrant in the (s, t)-plane, and we
speak of a first quadrant homological spectral sequence. Clearly d1d1 = 0, since
d1
s,td

1
s+1,t : E

1
s+1,t → E1

s−1,t maps from a trivial group, or to a trivial group, or

both, for each pair (s, t), so (E1, d1) is a bigraded abelian group with differential
of bidegree (−1, 0).

The E2-term of this spectral sequence must be given by the homology groups
E2
s,t = H(E1, d1)s,t. The d1-cycles are

ker(d1)s,t =





Ht(A) for s = 0,

ker(∂1+t) for s = 1,

0 otherwise,

and the d1-boundaries are

im(d1)s,t =

{
im(∂1+t) for s = 0,

0 otherwise.
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Hence

E2
s,t
∼=





cok(∂1+t) for s = 0,

ker(∂1+t) for s = 1,

0 otherwise.

We depict this in the (s, t)-plane, as on the left hand side below, with E2
s,t in the

position where we had E1
s,t earlier.

...
...

t cok(∂1+t) ker(∂1+t)

...
...

1 cok(∂2) ker(∂2)

0 cok(∂1) ker(∂1)

t/s 0 1

//

OO
...

...

t E2
0,t E2

1,t

...
...

...

1 E2
0,1 E2

1,1

0 E2
0,0 E2

1,0

t/s 0 1

//

OO

These groups have the names given on the right hand side above, in the spectral
sequence notation. Since the E2-term consists of subquotients of the E1-term, it
remains concentrated in the first quadrant, under our assumption that H0(X,A)
vanishes.

All components d2
s,t : E

2
s,t → E2

s−2,t+1 of the d2-differential must be zero, be-

cause the source E2
s,t can only be nonzero for 0 ≤ s ≤ 1, in which case s − 2 < 0

and the target E2
s−2,t+1 is trivial. Hence we must have d2 = 0, and then d2d2 = 0

is obvious. It follows that H(E2, d2) ∼= E2, since ker(d2) = E2 and im(d2) = 0,
so that E3 ∼= E2. In the same way it follows that dr = 0 for all r ≥ 2, and that
Er ∼= E2 for all r ≥ 2. In other words, the spectral sequence collapses at the
E2-term. The limiting term is thus E∞ ∼= E2, with components

E∞s,t ∼=





cok(∂1+t) for s = 0,

ker(∂1+t) for s = 1,

0 otherwise.

The picture of the E∞-term in the (s, t)-plane is identical to that of the E2-term,
except that the group labeled E2

s,t is now labeled E∞s,t.
We have now specified a spectral sequence (Er, dr) with E1-term given in terms

of H∗(A) and H∗(X,A). To make sense of the assertion that this spectral sequence
converges to G∗ = H∗(X), we must also specify a filtration of H∗(X). This is done
by setting

FsHn(X) =





0 for s < 0,

im(i : Hn(A)→ Hn(X)) for s = 0,

Hn(X) for s ≥ 1.
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Then

0 = F−1H∗(X) ⊂ F0H∗(X) ⊂ F1H∗(X) = H∗(X)

is a bounded filtration of the graded abelian group H∗(X). The claim that the
spectral sequence (Er∗,∗, d

r) converges to H∗(X), denoted

Ers,t =⇒ Hs+t(X) ,

is the assertion that there are isomorphisms

E∞s,t ∼=
FsHs+t(X)

Fs−1Hs+t(X)

for all (s, t). Both sides are trivial if s < 0 or s > 1, hence are obviously isomorphic.
When s = 0, the assertion is that

cok(∂1+t) ∼=
im(i : Ht(A)→ Ht(X))

0

for each t. When s = 1, the assertion is that

ker(∂1+t) ∼=
H1+t(X)

im(i : H1+t(A)→ H1+t(X))

for each t. Both of these follow from the part

H1+t(A)
i1+t−→ H1+t(X)

j1+t−→ H1+t(X,A)
∂1+t−→ Ht(A)

it−→ Ht(X)

of the long exact sequence in homology for the pair (X,A), in view of the isomor-
phisms

cok(∂1+t) =
Ht(A)

im(∂1+t)
=
Ht(A)

ker(it)
∼= im(it)

and

ker(∂1+t) = im(j1+t) ∼=
H1+t(X)

ker(j1+t)
=
H1+t(X)

im(i1+t)
.

What remains to be done, in order to determine H∗(X), is to resolve the
extension problems, i.e., to find F0H∗(X) and F1H∗(X) = H∗(X). The initial step
is easy, since convergence in bidegree (s, t) = (0, n) tells us that

F0Hn(X) = im(i : Hn(A)→ Hn(X)) ∼= E∞0,n = cok(∂1+n) .

The next, and final, step is to determine F1Hn(X) = Hn(X) from the extension

0→ F0Hn(X) −→ Hn(X) −→ Hn(X)

F0Hn(X)
→ 0 .

By convergence in bidegree (s, t) = (1, n− 1)

Hn(X)

F0Hn(X)
∼= ker(∂n) .

Hence, this extension is nothing but the short exact sequence

0→ cok(∂1+n) −→ Hn(X) −→ ker(∂n)→ 0 ,

which we recalled at the beginning of this section. The role of the spectral is thus
to calculate cok(∂1+n) and ker(∂n), and convergence tells us that we have this short
exact sequence, while the actual resolution of this extension problem is in a sense
external to the spectral sequence.
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Nonetheless, we can often visualize the extension problem in the same coordi-
nate system as the spectral sequence, by placing these short exact sequences along
lines of constant total degree. In the (s, t)-plane, this amounts to lines of slope −1.

...

'' ''

...

t cok(∂1+t)
((
((

ker(∂1+t)

Ht(X)
'' ''

t− 1 cok(∂t)
''

''

ker(∂t)

... . . .

'' ''

...

1 cok(∂2)
((
((

ker(∂2)

H1(X)
'' ''

0 H0(X) ker(∂1)

t/s 0 1

//

OO
...

%% %%

...

t E∞0,t &&
&&

E∞1,t

Ht(X)
&& &&

t− 1 E∞0,t−1
%%

%%

E∞1,t−1

... . . .

%% %%

...

1 E∞0,1 &&
&&

E∞1,1

H1(X)
&& &&

0 E∞0,0 E∞1,0

t/s 0 1

//

OO

If we draw the filtration and the filtration quotients as follows

0 // // F0Hn(X) // // Hn(X)

����

F0Hn(X) Hn(X)/F0Hn(X) ,

then we can imagine the upper row as being placed along the line s + t = n, with
FsHn(X) in bidegree (s, t) = (s, n − s), and with the quotients in the lower row
appearing as the E∞-term in the same bidegree. Note that in a homological spectral
sequence, the differentials map to the left, while the inclusions in the filtration map
to the right.

To summarize, this section has spelled out what we have in mind when we say
that there is a convergent spectral sequence

Ers,t =⇒ Hs+t(X)

with

E1
s,t =





Ht(A) for s = 0,

H1+t(X,A) for s = 1,

0 otherwise.

Sometimes we might add detail, such as saying that the d1-differential is given by
d1

1,t = ∂1+t : H1+t(X,A) → Ht(A), or that the convergence is with respect to the
filtration with F0Hn(X) = im(i : Hn(A)→ Hn(X)) and F1Hn(X) = Hn(X).

Remark 1.3.1. If (X,A, x0) is a pair of based spaces, the long exact sequence
in homotopy

· · · → πn(A, x0)
i−→ πn(X,x0)

j−→ πn(X,A, x0)
∂n−→ πn−1(A, x0)→ . . .



1.4. TWO LINKED LONG EXACT SEQUENCES 13

can also, usually, be viewed as a spectral sequence converging to π∗(X,x0), with

E1
s,t =





πt(A, x0) for s = 0,

π1+t(X,A, x0) for s = 1,

0 otherwise.

To ensure that this is a bigraded abelian group, and that π∗(X,x0) is a filtered
graded abelian group, we may assume that X and A are 0-connected with abelian
fundamental groups. This then implies that π1(X,A, x0) inherits an abelian group
structure from π1(X,x0). ((ETC: Without these hypotheses one has a fringed
spectral sequence, considered principally by Bousfield and Kan.))

1.4. Two linked long exact sequences

We now consider the case of a triple (X,K,A) of spaces, with A ⊂ K ⊂ X.
This leads to the following diagram of (spaces and) pairs of spaces

A // K //

��

X

��

(K,A) // (X,A)

��

(X,K)

to which we can associate the long exact sequences

· · · → Hn(A)
iK,A−→ Hn(K)

jK,A−→ Hn(K,A)
∂K,A−→ Hn−1(A)→ . . .

· · · → Hn(A)
iX,A−→ Hn(X)

jX,A−→ Hn(X,A)
∂X,A−→ Hn−1(A)→ . . .

· · · → Hn(K)
iX,K−→ Hn(X)

jX,K−→ Hn(X,K)
∂X,K−→ Hn−1(K)→ . . .

and

· · · → Hn(K,A)
iX,K,A−→ Hn(X,A)

jX,K,A−→ Hn(X,K)
∂X,K,A−→ Hn−1(K,A)→ . . . .

The last connecting homomorphism can be factored as the composite

∂X,K,A = jK,A∂X,K : Hn(X,K)
∂X,K−→ Hn−1(K)

jK,A−→ Hn−1(K,A) .

We would like to calculate H∗(X), supposing that we know the homologies H∗(A),
H∗(K,A) and H∗(X,K) of the “minimal” pairs along the diagonal in the diagram
above. These involve pairs that are closer together than H∗(K), H∗(X,A) and
H∗(X), and may therefore be easier to determine.

Using only exact sequences, the calculation might be done in two steps, in
two different ways. On one hand, we might first calculate H∗(K) from H∗(A) and
H∗(K,A), and then calculate H∗(X) from H∗(K) and H∗(X,K). On the other
hand, we might first calculate H∗(X,A) from H∗(K,A) and H∗(X,K), and then
calculate H∗(X) from H∗(A) and H∗(X,A). Either approach involves passing to
subquotients, resolving extensions, passing to subquotients again, and resolving
extensions again. Instead, we will express the calculation in terms of a single
spectral sequence, where all of the passages to subquotients is performed first, in a
symmetric manner, and only thereafter are the extension problems resolved.
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Here is the basic result that we will prove.

Proposition 1.4.1. Let (X,K,A) be a triple of spaces. There is a convergent
spectral sequence

Ers,t =⇒s Hs+t(X)

with

E1
s,t =





Ht(A) for s = 0,

H1+t(K,A) for s = 1,

H2+t(X,K) for s = 2,

0 otherwise.

The d1-differentials are given by the connecting homomorphisms

d1
s,t =





∂K,A : H1+t(K,A)→ Ht(A) for s = 1,

∂X,K,A : H2+t(X,K)→ H1+t(K,A) for s = 2,

0 otherwise.

The abutment is filtered by

FsHn(X) =





0 for s < 0,

im(iX,A : Hn(A)→ Hn(X)) for s = 0,

im(iX,K : Hn(K)→ Hn(X)) for s = 1,

Hn(X) for s ≥ 2.

Proof. Note that the description of the E1-term and the d1-differential only
depend on two of the long exact sequences listed above, namely the ones associated
to the pairs (K,A) and (X,K). We can wrap each of these up into an exact triangle,
and the two exact triangles are then linked together at a common vertex, given by
H∗(K).

(1.4) H∗(A)
iK,A

// H∗(K)
iX,K

//

jK,A

��

H∗(X)

jX,K

��

H∗(K,A)

∂K,A

ee

H∗(X,K)

∂X,K

ff

Here the dashed arrows denote homomorphisms of degree −1, sending Hn(K,A)
to Hn−1(A) and Hn(X,K) to Hn−1(K), respectively. The E1-term is then given
by H∗(A) and the groups in the lower row, while the d1-differentials are given by
∂K,A and the composite jK,A∂X,K , all of which are visible in this diagram.

The filtration on the abutment is also visible in this diagram, being given by
the image of the composite iX,KiK,A for s = 0, the image of iX,K for s = 1, and
by H∗(X) itself for s = 2.
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As before, we can depict the (E1, d1)-term in the (s, t)-plane, as in the following
diagram.

...
...

...

t+ 1 Ht+1(A) Ht+2(K,A)
∂K,A
oo Ht+3(X,K)

∂X,K,A
oo

t Ht(A) Ht+1(K,A)
∂K,A
oo Ht+2(X,K)

∂X,K,A
oo

...
...

...

1 H1(A) H2(K,A)
∂K,A
oo H3(X,K)

∂X,K,A
oo

0 H0(A) H1(K,A)
∂K,A
oo H2(X,K)

∂X,K,A
oo

t/s 0 1 2

//

OO

The columns with s < 0 or s > 2 consist of trivial groups. In abstract notation,
this appears as below.

...
...

...

t+ 1 E1
0,t+1 E1

1,t+1

d11,t+1
oo E1

2,t+1

d12,t+1
oo

t E1
0,t E1

1,t

d11,t
oo E1

2,t

d12,t
oo

...
...

...

1 E1
0,1 E1

1,1

d11,1
oo E1

2,1

d12,1
oo

0 E1
0,0 E1

1,0

d11,0
oo E1

2,0

d12,0
oo

t/s 0 1 2

//

OO

Again, let us assume that H0(K,A), H0(X,K) and H1(X,K) vanish, so that the
rows with t < 0 are trivial and the spectral sequence is concentrated in the first
quadrant. The proposition still holds without this assumption, but there may then
be nonzero groups in bidegrees (1,−1), (2,−2) and (2,−1), respectively.

The condition that d1
s,td

1
s+1,t = 0 needs only be verified for s = 1, when it

asserts that the composite

∂K,A∂X,K,A : Hn+1(X,K)
∂X,K,A−→ Hn(K,A)

∂K,A−→ Hn−1(A)
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is zero. This follows from the factorization ∂X,K,A = jK,A∂X,K and the fact that
∂K,AjK,A = 0, both of which are visible in the diagram (1.4) with two linked exact
triangles.

By the defining property of a spectral sequence, the E2-term must now be
given by the homology of the E1-term with respect to these d1-differentials. The
d1-cycles are

ker(d1)s,t =





Ht(A) for s = 0,

ker(∂K,A : H1+t(K,A)→ Ht(A)) for s = 1,

ker(∂X,K,A : H2+t(X,K)→ H1+t(K,A)) for s = 2,

0 otherwise.

The d1-boundaries are

im(d1)s,t =





im(∂K,A : H1+t(K,A)→ Ht(A)) for s = 0,

im(∂X,K,A : H2+t(X,K)→ H1+t(K,A)) for s = 1,

0 otherwise.

Hence the E2-term satisfies

E2
s,t
∼=





cok(∂K,A : H1+t(K,A)→ Ht(A)) for s = 0,

ker(∂K,A : H1+t(K,A)→ Ht(A))

im(∂X,K,A : H2+t(X,K)→ H1+t(K,A))
for s = 1,

ker(∂X,K,A : H2+t(X,K)→ H1+t(K,A)) for s = 2,

0 otherwise,

and we may assume that this isomorphism is the identity.
We must now specify the d2-differentials in the spectral sequence. They can

only be nonzero when mapping from bidegree (s, t) with s = 2, since for other
values of s the source or target (or both) is a trivial group. The interesting case is
therefore

d2
2,t : E

2
2,t = ker(∂X,K,A)t+2 −→ cok(∂K,A)t+1 = E2

0,t+1

of bidegree (−2, 1). Here ker(∂X,K,A)t+2 ⊂ Ht+2(X,K) while cok(∂K,A)t+1 is a
quotient of Ht+1(A).

Since ∂X,K,A = jK,A∂X,K , the restriction of ∂X,K defines a homomorphism

∂̃X,K : ker(∂X,K,A)t+2 −→ ker(jK,A)t+1 = im(iK,A)t+1

where im(iK,A)t+1 ⊂ Ht+1(K). Furthermore, iK,A induces an isomorphism

īK,A : cok(∂K,A)t+1 =
Ht+1(A)

ker(iK,A)t+1

∼=−→ im(iK,A)t+1 .

We then define

d2
2,t = ī−1

K,A∂̃X,K
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to be ∂̃X,K followed by the inverse of īK,A:

(1.5) cok(∂K,A)t+1

īK,A

∼=
// im(iK,A)t+1

ker(∂X,K,A)t+2

∂̃X,K
hh

d22,t

ZZ

In terms of diagram (1.4), we calculate d2
2,t(x) for a class

x ∈ E2
2,t = ker(∂X,K,A)t+2 ⊂ Ht+2(X,K)

by applying ∂X,K to get an element ∂X,K(x) ∈ ker(jK,A)t+1 = im(iK,A)t+1 ⊂
Ht+1(K), writing this in the form

∂X,K(x) = iK,A(y)

for an element y ∈ Ht+1(A), and setting d2
2,t(x) = [y] to be the homology class of y

in the quotient E2
0,t+1 = cok(∂K,A)t+1 of Ht+1(A). Any two choices y and y′ with

the same image under iK,A differ by an element in ker(iK,A) = im(∂K,A), hence
define the same class [y] = [y′] in cok(∂K,A).

The (E2, d2)-term has the following shape.

...
...

...

t+ 1 cok(∂K,A)t+1 E2
1,t+1 ker(∂X,K,A)t+3

d22,t+1

ll

t cok(∂K,A)t E2
1,t ker(∂X,K,A)t+2

d22,t

ll

...
...

...

d22,t−1

ll

1 cok(∂K,A)1 E2
1,1 ker(∂X,K,A)1

d22,1

ll

0 cok(∂K,A)0 E2
1,0 ker(∂X,K,A)2

d22,0

ll

t/s 0 1 2

//

OO
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where each subquotient E2
1,t = ker(∂K,A)1+t/ im(∂X,K,A)1+t of E1

1,t = H1+t(K,A)

is unaffected by the d2-differentials. In generic notation, this appears as below.

...
...

...

t+ 1 E2
0,t+1 E2

1,t+1 E2
2,t+1

d22,t+1

kk

t E2
0,t E2

1,t E2
2,t

d22,t

kk

...
...

...

d22,t−1

kk

1 E2
0,1 E2

1,1 E2
2,1

d22,1

kk

0 E2
0,0 E2

1,0 E2
2,0

d22,0

kk

t/s 0 1 2

//

OO

It is clear that d2d2 = 0, and that dr = 0 for r ≥ 3, since for each of these
homomorphisms the source or target, or both, must be a trivial group. Hence
the spectral sequence collapses at the E3-term, which equals the Er-term for each
3 ≤ r ≤ ∞, and has the following form.

...
...

...

t+ 1 cok(d2
2,t) ker(∂K,A)t+2/ im(∂X,K,A)t+2 ker(d2

2,t+1)

t cok(d2
2,t−1) ker(∂K,A)t+1/ im(∂X,K,A)t+1 ker(d2

2,t)

...
...

...

1 cok(d2
2,0) ker(∂K,A)2/ im(∂X,K,A)2 ker(d2

2,1)

0 cok(∂K,A)0 ker(∂K,A)1/ im(∂X,K,A)1 ker(d2
2,0)

t/s 0 1 2

//

OO

We shall make these entries more explicit in a moment, and connect them to the
subquotients of the filtration of H∗(X) given in the statement of the proposition.
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First, let us exhibit the generic notation for the components of this E∞-term.

...
...

...

t+ 1 E∞0,t+1 E∞1,t+1 E∞2,t+1

t E∞0,t E∞1,t E∞2,t

...
...

...

1 E∞0,1 E∞1,1 E∞2,1

0 E∞0,0 E∞1,0 E∞2,0

t/s 0 1 2

//

OO

Recall that

F0Hn(X) = im(iX,A)n

F1Hn(X) = im(iX,K)n

F2Hn(X) = Hn(X) ,

so that

0 ⊂ F0H∗(X) ⊂ F1H∗(X) ⊂ F2H∗(X) = H∗(X)

is a bounded filtration of H∗(X). The following three lemmas will therefore com-
plete the proof of the proposition. �

Lemma 1.4.2. There is a preferred isomorphism

E∞0,n ∼= F0Hn(X) .

Proof. Recall diagram (1.5). The cokernel

E∞0,n = E3
0,n = cok(d2

2,n−1)

maps isomorphically by īK,A to the cokernel

im(iK,A)n

im(∂̃X,K)n
=

im(iK,A)n
im(iK,A)n ∩ im(∂X,K)n

=
im(iK,A)n

im(iK,A)n ∩ ker(iX,K)n
,

which maps isomorphically by iX,K to

iX,K(im(iK,A))n = im(iX,A)n = F0Hn(X) .

�

Lemma 1.4.3. There is a preferred isomorphism

E∞1,n−1
∼=
F1Hn(X)

F0Hn(X)
.
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Proof. The quotient group

E∞1,n−1 = E2
1,n−1 =

ker(∂K,A)n
im(∂X,K,A)n

=
im(jK,A)n

im(jK,A∂X,K)n
=

im(jK,A)n
jK,A(ker(iX,K))n

.

receives an isomorphism induced by jK,A from

Hn(K)

ker(jK,A)n + ker(iX,K)n
=

Hn(K)

im(iK,A)n + ker(iX,K)n
,

and this group maps isomorphically under iX,K to

iX,K(Hn(K))

iX,K(im(iK,A))n
=
F1Hn(X)

F0Hn(X)
.

�

Lemma 1.4.4. There is a preferred isomorphism

E∞2,n−2
∼=

Hn(X)

F1Hn(X)
.

Proof. The subgroup

E∞2,t = E3
2,t = ker(d2

2,t) = ker(∂̃X,K)t+2 = ker(∂X,K)t+2 = im(jX,K)t+2

of Hn(X,K) receives an isomorphism induced by jX,K from

Hn(X)

ker(jX,K)n
=

Hn(X)

im(iX,K)n
=

Hn(X)

F1Hn(X)
.

�

Remark 1.4.5. The d2-differentials in this three-column spectral sequence were
not fully determined by the statement of the proposition. For instance, we could
have reversed the sign of some of the d2-differentials and obtained a slightly different
spectral sequence, with the same (E1, d1)-term and filtered abutment. In order to
be clear about which spectral sequence one has in mind one must therefore be more
specific about how the spectral sequence arises, beyond just giving the initial term.
In many cases this complete precision is not necessary, but one should be aware of
the issue.

Remark 1.4.6. Another way to depict the two exact triangles in (1.4) is the
following pair of long exact sequences, each shown as a “staircase” shape.

. . . // Hn+1(K,A) // Hn(A)

��

. . . // Hn+1(X,K) // Hn(K) //

��

Hn(K,A) // Hn−1(A)

��

Hn(X) // Hn(X,K) // Hn−1(K) //

��

Hn−1(K,A) // . . .

Hn−1(X) // Hn−1(X,K) // . . .



CHAPTER 2

Exact Couples

Almost every spectral sequences arises from a generalization of diagram (1.4)
to the case where there are infinitely many long exact sequences that are chained
together at common vertices. This algebraic structure is called an exact couple, and
was introduced by William Massey [Mas52], [Mas53]. We prefer to display exact
couples in an unrolled form, as in Michael Boardman’s paper [Boa99, (0.1)].

2.1. Unrolled exact couples

Definition 2.1.1. An unrolled exact couple (A,E) = (As, Es;αs, βs, γs)s is a
diagram of the form

. . . // As−2

αs−1
//

��

As−1
αs //

βs−1

��

As
αs+1

//

βs

��

As+1
//

βs+1

��

. . .

. . . Es−1

γs−1

bb

Es

γs

aa

Es+1

γs+1

aa

. . . ,

bb

in which each triangle forms a long exact sequence

· · · → As−1
αs−→ As

βs−→ Es
γs−→ As−1 → . . . .

Here each As and Es is a graded abelian group, and αs, βs and γs are graded
morphisms of graded abelian groups.

Remark 2.1.2. In the long circulated preprint form of Boardman’s paper, this
structure was called an unraveled exact couple. Frequently, αs and βs preserve the
total degree, and γs reduces the total degree by 1, so that we have a long exact
sequence of abelian groups

· · · → (As−1)n
αs−→ (As)n

βs−→ (Es)n
γs−→ (As−1)n−1 → . . .

for each s. If we set As,t = (As)s+t and Es,t = (Es)s+t, with t a complementary
degree, this appears as follows

· · · → As−1,t+1
αs−→ As,t

βs−→ Es,t
γs−→ As−1,t → . . . ,

so that each αs has (s, t)-bidegree (1,−1), each βs has bidegree (0, 0), and each γs
has bidegree (−1, 0).

Definition 2.1.3. A morphism of exact couples φ : (A,E)→ (′A, ′E) consists
of degree-preserving homomorphisms φs : As → ′As and φs : Es → ′Es, for s ∈ Z,

21
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making each diagram

As−1
αs //

φs−1

��

As
βs //

φs

��

Es
γs //

φs

��

As−1

φs−1

��
′As−1

′αs // ′As
′βs // ′Es

′γs // ′As−1

commute.

Example 2.1.4. A filtration of a space X is a sequence of subspaces

· · · ⊂ Xs−1 ⊂ Xs ⊂ . . .

where s ∈ Z. The (unrolled) exact couple in homology associated to such a filtration
(Xs)s is the chain of exact triangles

. . . // H∗(Xs−2)
αs−1

// H∗(Xs−1)
αs //

βs−1

��

H∗(Xs)
αs+1

//

βs

��

H∗(Xs+1) //

βs+1

��

. . .

H∗(Xs−1, Xs−2)

γs−1

ff

H∗(Xs, Xs−1)

γs

gg

H∗(Xs+1, Xs)

γs+1

gg

with

As = H∗(Xs)

Es = H∗(Xs, Xs−1)

and αs = iXs,Xs−1 , βs = jXs,Xs−1 , γs = ∂Xs,Xs−1 , so that

· · · → H∗(Xs−1)
αs−→ H∗(Xs)

βs−→ H∗(Xs, Xs−1)
γs−→ H∗−1(Xs−1)→ . . .

is the long exact sequence in homology of the pair (Xs, Xs−1). The solid arrows αs
and βs preserve the total grading, while the dashed arrows γs have total degree −1.

Example 2.1.5. Let p be a prime. There is an (unrolled) exact couple (A,E)
with As = Z, Es = Z/p and αs : Z→ Z given by multiplication by p, for each s ∈ Z.
The morphisms βs : Z → Z/p are the canonical surjections, while each γs is zero.
The whole diagram

. . . //
p
// Z //

p
// Z //

p
//

����

Z //
p
//

����

Z //
p
//

����

. . .

Z/p
0

``

Z/p
0

bb

Z/p
0

bb

is concentrated in total degree 0. Let Zp = limn Z/pn denote the p-adic integers.
There is a second exact couple with the same groups Es, given by the diagram

. . . //
p
// Zp //

p
// Zp //

p
//

����

Zp //
p
//

����

Zp //
p
//

����

. . .

Z/p
0

aa

Z/p
0

aa

Z/p
0

aa

.



2.1. UNROLLED EXACT COUPLES 23

Example 2.1.6. Let (Xs)s and (Ys)s be filtrations of the spaces X and Y ,
respectively. A map φ : X → Y is filtration-preserving if φ(Xs) ⊂ Ys for each s.
Such a map induces a morphism φ of exact couples, given by the homomorphisms

φs : H∗(Xs) −→ H∗(Ys)

φs : H∗(Xs, Xs−1) −→ H∗(Ys, Ys−1)

induced by the evident restrictions of φ.

Remark 2.1.7. In Massey’s paper, the exact triangles are rolled up further, by
setting

A =
⊕

s

As and E =
⊕

s

Es .

An exact couple is then a diagram

A
α // A

β

��

E

γ

__

that is exact at each point, meaning that im(α) = ker(β), im(β) = ker(γ) and
im(γ) = ker(α). Boardman’s unrolled presentation has the advantage that it vi-
sually emphasizes the filtration degree s. As a matter of notation, Massey writes
(A,C; f, g, h), Saunders Mac Lane [ML63, Ch. XI, (5.1)] and George Whitehead
[Whi78, §XIII.2] write (D,E; i, j, ∂), and Boardman writes (A,E; i, j, k), where we
write (A,E;α, β, γ).

Remark 2.1.8. Exact couples can also be fully unrolled in the plane, so that
each long exact sequence appears as a staircase in the following whole-plane dia-
gram.

. . .

��

. . .

��

. . . // Es−1,t+2

γs−1
// As−2,t+2

βs−2
//

αs−1

��

Es−2,t+2

γs−2
// As−3,t+2

βs−3
//

αs−2

��

Es−3,t+2
// . . .

. . . // Es,t+1
γs // As−1,t+1

βs−1
//

αs

��

Es−1,t+1

γs−1
// As−2,t+1

βs−2
//

αs−1

��

Es−2,t+1
// . . .

. . . // Es+1,t

γs+1
// As,t

βs //

αs+1

��

Es,t
γs // As−1,t

βs−1
//

αs

��

Es−1,t
// . . .

. . . // Es+2,t−1

γs+2
// As+1,t−1

βs+1
//

αs+2

��

Es+1,t−1

γs+1
// As,t−1

βs //

αs+1

��

Es,t−1
// . . .

. . . // Es+3,t−2

γs+3
// As+2,t−2

βs+2
//

��

Es+2,t−2

γs+2
// As+1,t−2

βs+1
//

��

Es+1,t−2
// . . .

. . . . . .
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See [Spa66, §9.1.6], [Whi78, Fig. 13.1]. In most cases the groups As,t for varying t
play a similar role, but appear in many places in this diagram. The same issue
applies for the groups Es,t for varying t.

2.2. The spectral sequence associated to an exact couple

Given an exact couple, we can construct a spectral sequence.

Theorem 2.2.1. Let (As, Es;αs, βs, γs)s be an exact couple. Then there is a
spectral sequence (Er, dr)r≥1 with

E1
s = Es

and

d1
s = βs−1γs : E1

s −→ E1
s−1

for all s ∈ Z. If αs and βs have total degree 0 and γs has total degree −1, then

drs,t : E
r
s,t −→ Ers−r,t+r−1

has bidegree (−r, r + 1), where Ers,t = (Ers )s+t is a subquotient of E1
s,t = (Es)s+t.

The E1-term of the spectral sequence is thus visible in the lower row of the
unrolled exact couple, with each d1-differential being given by the composite of two
homomorphisms.

. . . E1
s−1

oo E1
s

d1soo E1
s+1

d1s+1
oo . . .oo

. . . Es−1
oo Es

βs−1γs
oo Es+1

βsγs+1
oo . . .oo

To construct the Er-term of the spectral sequence, we consider the following part
of the unrolled exact couple.

As−r
αr−1

// As−1
αs // As

αr−1
//

βs

��

As+r−1

Es

γs

bb

Here αr−1 denotes the composite of (r − 1) instances of the maps αs, for s in a
suitable range.

Definition 2.2.2. For r ≥ 1 and s ∈ Z let

Zrs = γ−1
s im(αr−1 : As−r → As−1)

be the r-th cycle group, and let

Brs = βs ker(αr−1 : As → As+r−1)

be the r-th boundary group, both in filtration s. Here Zrs is the preimage under
γs : Es → As−1 of the image of αr−1 : As−r → As−1, while Brs is the image under
βs : As → Es of the kernel of αr−1 : As → As+r−1. These are both graded subgroups
of Es, with components Zrs,t and Brs,t contained in Es,t = (Es)s+t.
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Lemma 2.2.3. There are inclusions

0 = B1
s ⊂ · · · ⊂ Brs ⊂ Br+1

s ⊂ · · · ⊂ im(βs)

= ker(γs) ⊂ Zr+1
s ⊂ Zrs ⊂ · · · ⊂ Z1

s = Es .

Proof. The inclusions of ker(γs) and the cycle groups follow from the inclu-
sions

0 ⊂ im(αr : As−r−1 → As−1) ⊂ im(αr−1 : As−r → As−1) .

The preimage Z1
s of im(α0) = As−1 is the whole of Es. The inclusions of boundary

groups and im(βs) follow from the inclusions

ker(αr−1 : As → As+r−1) ⊂ ker(αr : As → As+r) ⊂ As .

The image B1
s of ker(α0) = 0 is trivial. For each finite r ≥ 1 we have

Brs ⊂ im(βs) = ker(γs) ⊂ Zrs
by exactness at Es. �

Definition 2.2.4. For r ≥ 1 and s ∈ Z let

Ers = Zrs/B
r
s

and Ers,t = Zrs,t/B
r
s,t so that Er = Er∗,∗ is the Er-term of the spectral sequence. In

particular, E1
s = Es/0 ∼= Es.

Remark 2.2.5. As r increases, each Er-term is a successively smaller subquo-
tient of the E1-term, since the cycle groups Zrs decrease and the boundary groups
Brs increase in size. Each term Eq thus gives an upper bound for the subsequent
terms Er with r ≥ q. If Eqs,t = 0 for (s, t) in some region of the (s, t)-plane, then
Ers,t = 0 for all r ≥ q and (s, t) in this region. In other words, if a term of a spectral
sequence is concentrated in some region, such as the first quadrant, then so is the
remainder of the spectral sequence.

In order to have a spectral sequence, we must identify Er+1 as the homology
of Er with respect to a dr-differential. To define the dr-differential, we use the
following part of the unrolled exact couple.

As−r−1

αs−r
// As−r

αr−1
//

βs−r

��

As−1
αs // As

βs

��

Es−r

γs−r

dd

Es

γs

bb

Definition 2.2.6. For each x ∈ Zrs ⊂ Es in the r-th cycle group we write
[x] ∈ Ers for its equivalence class modulo the r-th boundary group. Let the dr-
differential

drs : Ers −→ Ers−r
be defined by

drs : [x] 7−→ [βs−r(y)]

where y ∈ As−r is chosen to satisfy γs(x) = αr−1(y). In particular, d1
s = βs−1γs.

Lemma 2.2.7. drs is well defined.
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Proof. Since x ∈ Zrs we have γs(x) ∈ im(αr−1 : As−r → As−1), so there exists
a y ∈ As−r with αr−1(y) = γs(x). The image βs−r(y) then lies in im(βs−r) ⊂ Zrs−r,
hence defines a class [βs−r(y)] in Ers−r.

Another choice of y′ ∈ As−r with αr−1(y′) = γs(x) differs from y by a class
y′ − y ∈ ker(αr−1 : As−r → As−1), hence βs−r(y′) differs from βs−r(y) by a class

βs−r(y
′ − y) ∈ βs−r ker(αr−1 : As−r → As−1) = Brs−r .

This means that [βs−r(y)] = [βs−r(y′)] as elements of Ers−r.
Any other choice of x′ ∈ Zrs representing the same class [x′] = [x] in Ers differs

from x by an element x′−x ∈ Brs . Since Brs ⊂ ker(γs), it follows that γs(x
′) = γs(x),

so x and x′ lead to the same choices for y and the same value of [βs−r(y)]. �

To discuss dr-cycles in filtration s we use the diagram above, while for dr-
boundaries in filtration s we can use the following variant.

As−1
αs // As

αr−1
//

βs

��

As+r−1

αs+r
// As+r

βs+r

��

Es

γs

bb

Es+r

γs+r

dd

Lemma 2.2.8.

ker(dr)s = ker(drs) = Zr+1
s /Brs

im(dr)s = im(drs+r) = Br+1
s /Brs .

Hence drdr = 0 and the projection Zr+1
s → ker(drs) induces an isomorphism Er+1

s
∼=

H(Er, dr)s.

Proof. The displayed identities compare subgroups of Ers = Zrs/B
r
s .

First, let x ∈ Zrs , choose y ∈ As−r with αr−1(y) = γs(x), and suppose that
[x] ∈ ker(drs). This means that βs−r(y) ∈ Brs−r, so there exists a y′ ∈ ker(αr−1) ⊂
As−r with βs−r(y) = βs−r(y′). Then y− y′ ∈ ker(βs−r) = im(αs−r) equals αs−r(z)
for some z ∈ As−r−1, and αr(z) = αr−1(y−y′) = αr−1(y)−αr−1(y′) = γs(x)−0 =
γs(x), which proves that x ∈ Zr+1

s . Hence ker(drs) ⊂ Zr+1
s /Brs .

Conversely, if x ∈ Zr+1
s then we can write γs(x) = αr(z) = αr−1(y) for some

z ∈ As−r−1 and y = αs−r(z) ∈ im(αs−r) = ker(βs−r). Then βs−r(y) = 0, so drs
maps [x] to [0], and [x] ∈ ker(drs). Hence Zr+1

s /Brs ⊂ ker(drs).
Next, let x ∈ Zrs+r, choose y ∈ As with αr−1(y) = γs+r(x), and consider

[βs(y)] ∈ im(drs+r). Then αr(y) = αs+rα
r−1(y) = αs+rγs+r(x) = 0, so y ∈

ker(αr : As → As+r) and βs(y) ∈ Br+1
s . Hence im(drs+r) ⊂ Br+1

s /Brs .
Conversely, if βs(y) ∈ Br+1

s with y ∈ ker(αr), then αr−1(y) ∈ ker(αs+r) =
im(γs+r), so we can write αr−1(y) = γs+r(x). Then x ∈ Zrs+r and drs+r maps [x]
to [βs(y)]. Hence Br+1

s /Brs ⊂ im(drs+r).
It follows from Br+1

s ⊂ Zr+1
s that im(dr)s ⊂ ker(dr)s, so drsd

r
s+r = 0 and

dr : Er → Er is a differential of filtration degree −r. The isomorphism

Zr+1
s /Br+1

s

∼=−→ Zr+1
s /Brs

Br+1
s /Brs

shows that Er+1
s
∼= H(Er, dr)s, as claimed. �
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Proof of Theorem 2.2.1. We specified the Er-terms and dr-differentials
in Definitions 2.2.4 and 2.2.6, and checked the spectral sequence condition in
Lemma 2.2.8.

The explicit form of the E1-differential and d1-differential follows easily by
inspection of the definitions.

If αs and βs have total degree 0 while γs has total degree −1, then drs : Ers →
Ers−r has total degree −1 and reduces the filtration degree s by r. Hence it must
increase the complementary degree t by (r − 1). �

Lemma 2.2.9. Each morphism φ : (A,E) → (′A, ′E) of exact couples induces
a morphism φ : (Er, dr) → (′Er, ′dr) of spectral sequences. Hence the associated
spectral sequence defines a functor

Exact Couples −→ Spectral Sequences .

Proof. It is straightforward to check that φs : Es → ′Es restricts to homo-
morphisms φs : Zrs → ′Zrs , φs : Brs → ′Brs and φs : Ers → ′Ers for all r ≥ 1 and s, and
that these commute with the differentials dr and ′dr, as well as the isomorphisms
H(Er, dr) ∼= Er+1 and H(′Er, dr) ∼= ′Er+1. �

Remark 2.2.10. We are following the notation of [Boa99, §0], but translated
into homological indexing. (We will explain cohomological indexing later ((ETC:
where?)).) Beware that the dr-cycles ker(dr) are the quotient Zr+1/Br of the
(r + 1)-th cycle group, and the dr-boundaries im(dr) are the quotient Br+1/Br of
the (r + 1)-th boundary group, so that there is an offset by one from r to (r + 1)
in the indexing of these bigraded groups.

In [ML63, Ch. XI, (1.4)], our Zr and Br are denoted Cr−1 and Br−1, re-
spectively. In that notation, the dr−1-cycles are a quotient of Cr−1 and the dr−1-
boundaries are a quotient of Br−1. Note, however, that Mac Lane uses different
indexing in [ML63, §XI.3].

2.3. The E∞-term of a spectral sequence

In every spectral sequence starting at the E1-term, the Er-terms can be ex-
pressed as in Definition 2.2.4 in terms of chains of cycle groups and boundary
groups, as in Lemma 2.2.3.

Lemma 2.3.1. Let (Er, dr)r≥p be an Ep-spectral sequence. There are inclusions

0 = Bps ⊂ · · · ⊂ Brs ⊂ Br+1
s ⊂ · · · ⊂ Zr+1

s ⊂ Zrs ⊂ · · · ⊂ Zps = Eps

and isomorphisms Zrs/Z
r+1
s
∼= Br+1

s−r/B
r
s−r such that

Ers
∼= Zrs/B

r
s

and drs : Ers → Ers−r corresponds to the composite

Zrs/B
r
s

π−→ Zrs/Z
r+1
s
∼= Br+1

s−r/B
r
s−r

ι−→ Zrs−r/B
r
s−r

for all r ≥ p and s ∈ Z.

Here π and ι denote the canonical projection and inclusion, respectively.

Proof. We show this by induction on r ≥ p. Suppose that Ers
∼= Zrs/B

r
s for

some r and all s. Then the subgroup ker(dr)s ⊂ Ers corresponds to a subgroup of
Zrs/B

r
s , which must have the form Zr+1

s /Brs for some Zr+1
s ⊂ Zrs . Similarly, the
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subgroup im(dr)s ⊂ ker(dr)s corresponds to a subgroup of Zr+1
s /Brs , which must

be of the form Br+1
s /Brs for some Br+1

s ⊂ Zr+1
s . We have the following inclusions

Brs ⊂ Br+1
s ⊂ Zr+1

s ⊂ Zrs
and isomorphisms

Er+1
s
∼= H(Er, dr)s =

ker(dr)s
im(dr)s

∼=
Zr+1
s /Brs

Br+1
s /Brs

∼= Zr+1
s /Br+1

s .

This completes the inductive step. The dr-differential factors as

Ers
π−→ Ers

ker(dr)s

∼=−→ im(dr)s−r
ι−→ Ers−r

and corresponds to the composition

Zrs/B
r
s

π−→ Zrs/Z
r+1
s

∼=−→ Zrs/B
r
s

Zr+1
s /Brs

∼=−→ Br+1
s−r/B

r
s−r

ι−→ Zrs−r/B
r
s−r .

The composite of the two inner isomorphisms is the required isomorphism from
Zrs/Z

r+1
s to Br+1

s−r/B
r
s−r, which leads to the asserted expression for drs. �

Lemma 2.3.2. When (Er, dr) is the E1-spectral sequence associated to an exact
couple (A,E), then the subgroups Zr and Br of E1 in Lemma 2.3.1 agree with the
subgroups Zr and Br of E in Lemma 2.2.3.

Proof. This follows directly from Lemma 2.2.8. �

Definition 2.3.3. Let (Er, dr) be an Ep-spectral sequence. For each s ∈ Z we
let the infinite cycles

Z∞s =
⋂

r≥p
Zrs

be the intersection (or limit) of the r-th cycle groups, and we let the infinite bound-
aries

B∞s =
⋃

r≥p
Brs

be the union (or colimit) of the r-th boundary groups. In each case r ranges over
the integers ≥ p. Hence there are inclusions

0 ⊂ · · · ⊂ Brs ⊂ · · · ⊂ B∞s ⊂ Z∞s ⊂ · · · ⊂ Zrs ⊂ · · · ⊂ Eps
for all r ≥ p and s ∈ Z. We define the E∞-term of the spectral sequence to be the
(bi-)graded group

E∞ = (E∞s )s = E∞∗,∗
with

E∞s = Z∞s /B
∞
s

for each s ∈ Z.

Remark 2.3.4. Since E∞s is a subquotient of Ers for each r, we can think of the
earlier terms in the spectral sequence as a shrinking sequence of majorizing bounds
for the E∞-term. ((ETC: In what sense do the Er-terms converge to the E∞-term?
The formation of Z∞ as the limit limr Z

r is not exact, and creates difficulties that
are best managed by also introducing the right derived limit group Rlimr Z

r.))
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Proof of Lemma 1.2.3. Fix a bidegree (s, t). If drs,t and drs+r,t−r+1 are both

zero for all r ≥ q(s, t) then Zrs,t/Z
r+1
s,t = 0 and Br+1

s,t /B
r
s,t = 0 by Lemma 2.3.1, so

Zrs,t = Zr+1
s,t = Z∞s,t and Brs,t = Br+1

s,t = B∞s,t for all r ≥ q(s, t), and Ers,t
∼= Er+1

s,t
∼=

E∞s,t for all r ≥ q(s, t). �

Lemma 2.3.5. A morphism φ : E → ′E of spectral sequences induces compatible
morphisms φr : Zr → ′Zr and φr : Br → ′Br for all r ≥ p, including r = ∞. This
also defines a morphism φ∞ : E∞ → ′E∞.

Proof. By induction on r ≥ p we have vertical maps φrs, as shown in the
following commutative diagram.

Brs // //

φrs

��

Br+1
s

// //

$$ $$

φr+1
s

��

Zr+1
s

// //

%% %%
φr+1
s

��

Zrs

!! !!
φrs

��

im(dr)s // //

φrs

��

ker(dr)s // //

φrs

��

Ers

φrs

��

′Brs // // ′Br+1
s

// //

$$ $$

′Zr+1
s

// //

$$ $$

′Zrs

!! !!

im(′dr)s // // ker(′dr)s // // ′Ers

There are unique dotted maps φr+1
s making the whole diagram commute, be-

cause the lower parallelograms are pullbacks. Hence the maps Br+1
s → ′Zrs and

Br+1
s → im(′dr)s with equal composites to ′Ers admit a unique common lift to
′Br+1
s . Likewise, the maps Zr+1

s → ′Zrs and Zr+1
s → ker(′dr)s with equal compos-

ites to ′Ers admit a unique common lift to ′Zr+1
s .

The map φ∞s : Z∞s → ′Z∞s is then given by the intersection (= limit) of the
maps ψrs : Zrs → ′Zrs , and φ∞s : B∞s → ′B∞s is given by the union (= colimit) of the
maps ψrs : Brs → ′Brs . The induced map of quotient groups is φ∞s : E∞s → ′E∞s . �

Proof of Lemma 1.2.4. Fix a bidegree (s, t). If (Ers,t)r and (′Ers,t)r both
stabilize for r ≥ q = q(s, t), then Z∞s = Zrs , Brs = B∞s , ′Z∞s = ′Zrs and ′Brs = ′B∞s
for r ≥ q, hence φrs = φ∞s as maps of infinite cycles, infinite boundaries and E∞-
terms. �

The E∞-term does not depend on where we start indexing the spectral se-
quence.

Lemma 2.3.6. Let (Er, dr)r≥p be an Ep-spectral sequence, let q ≥ p, and let
(′Er, ′dr)r≥q be the Eq-spectral sequence with Er = ′Er and dr = ′dr for r ≥ q.
Then there is a canonical isomorphism

E∞ ∼= ′E∞ .

Proof. The sequence

0 = ′Bqs ⊂ · · · ⊂ ′Brs ⊂ ′Br+1
s ⊂ · · · ⊂ ′Zr+1

s ⊂ ′Zrs ⊂ · · · ⊂ ′Zqs = ′Eqs
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equals

0 = Bqs/B
q
s ⊂ · · · ⊂ Brs/Bqs ⊂ Br+1

s /Bqs ⊂ . . .
· · · ⊂ Zr+1

s /Bqs ⊂ Zrs/Bqs ⊂ · · · ⊂ Zqs/Bqs = Eqs

so

′Z∞s =
⋂

r

Zrs/B
q
s
∼= Z∞s /B

q
s

′B∞s =
⋃

r

Brs/B
q
s
∼= B∞s /B

q
s

and

′E∞s ∼=
Z∞s /B

q
s

B∞s /B
q
s

∼= E∞s .

�

Remark 2.3.7. The only slightly tricky step here is the commutation of quo-
tients (which are colimits) and intersections (which are limits), giving the isomor-
phism

κ : (
⋂

r

Zrs )/Bqs
∼=−→
⋂

r

(Zrs/B
q
s) .

((ETC: Under what hypotheses does this hold in an abelian category?))

The following result allows us to make deductions about a morphism between
two spectral sequences, even if we are not able to calculate all of their differentials.

Proposition 2.3.8. Let φ : (Er, dr)r≥p → (′Er, ′dr)r≥p be a morphism of Ep-
spectral sequences. Suppose that there is a q <∞ such that

φq : Eq∗,∗
∼=−→ ′Eq∗,∗

is an isomorphism. Then

φr : Er∗,∗
∼=−→ ′Er∗,∗

is an isomorphism for all r ≥ q, including r =∞.

Proof. Ignoring the Er-terms for r < q, we may assume that p = q and
that φp : Ep → ′Ep is an isomorphism. It then follows for each r ≥ p, by induc-
tion, that φr : Er → ′Er, φr : ker(dr) → ker(′dr) and φr : im(dr) → im(′dr) are
isomorphisms, in view of the commutative diagrams

Er
φr

∼=
//

dr

��

′Er

′dr

��

Er
φr

∼=
// ′Er

and

H(Er, dr)
φr∗
∼=
//

∼=
��

H(′Er, ′dr)

∼=
��

Er+1 φr+1

// ′Er+1 .
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Since ker(dr) = Zr+1/Br and im(dr) = Br+1/Br with 0 = Bp ⊂ Zp = Ep, and
likewise for ′dr, it follows that

φr : Zr
∼=−→ ′Zr

φr : Br
∼=−→ ′Br

are isomorphisms for all r ≥ p. Passing to intersections and unions, we deduce that

φ∞ : Z∞
∼=−→ ′Z∞

φ∞ : B∞
∼=−→ ′B∞

are isomorphisms, which implies that φ∞ : E∞ → ′E∞ is an isomorphism, as
claimed. �

Remark 2.3.9. This proposition shows that if φ : (A,E) → (′A, ′E) is a mor-
phism of exact couples such that φ : E → ′E is an isomorphism, then the induced
morphism of E1-spectral sequences φ : (Er, dr) → (′Er, ′dr) is an isomorphism.
This may well happen even if φ : A→ ′A is not an isomorphism, so different exact
couples may give rise to the same spectral sequence. ((ETC: Forward reference to
examples.))

((ETC: One can weaken the hypothesis that φqs,t is an isomorphism to allow
q to vary with s and t, but subject to further compatibility conditions. How can
these conditions be formulated?))

2.4. Discrete and exhaustive convergence

We now generalize Definition 1.2.8, by weakening the bounded above condition.

Definition 2.4.1. A filtration (FsG∗)s of a graded abelian group G∗ is ex-
haustive if ⋃

s

FsG∗ = G∗ .

It is discrete if there is an integer a such that Fa−1G∗ = 0, and it is degreewise
discrete if for each total degree n there is an integer a = a(n) such that Fa−1Gn = 0.

Remark 2.4.2. We might say “bounded below” in place of “discrete”, but this
may become confusing when we also discuss decreasing filtrations. The terminology
“degreewise discrete” is suggested by thinking of the subgroups FsGn for s ∈ Z as
forming a neighborhood basis of the origin for a linear topology on Gn. The cosets
x + FsGn for s ∈ Z then form a neighborhood basis around x. The resulting
topology is discrete if and only if FsGn = 0 for some s. ((ETC: This is related to,
but not equal to, the condition on a filtered chain complex called “regularity” in
[CE56, §XV.4].)) Later, we shall define “Hausdorff” and “complete” filtrations, in
such a way that the algebraic terminology matches that from point set topology.

Definition 2.4.3. Let (Er∗,∗, d
r)r be a spectral sequence and let (FsG∗)s be a

filtration of a graded abelian group G∗. Suppose that the filtration is exhaustive
and degreewise discrete. Then we say that the spectral sequence converges to G∗,
written

Er∗,∗ =⇒ G∗ ,
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if there are isomorphisms

E∞s,t ∼=
FsGs+t
Fs−1Gs+t

for all (s, t).

Remark 2.4.4. The following isomorphism result is often used in conjunction
with Proposition 2.3.8 to show that a map of spectral sequences can be used to
establish an isomorphism G∗ ∼= ′G∗, even if we do not know enough about the
differentials dr and ′dr in these spectral sequences to actually calculate their abut-
ments.

Theorem 2.4.5. Let φ : (Er, dr)r≥p → (′Er, ′dr)r≥p be a morphism of Ep-
spectral sequences, converging to a morphism ψ : G∗ → ′G∗ of filtered graded abelian
groups. Suppose that each filtration is degreewise discrete and exhaustive, and sup-
pose that

φ∞ : E∞∗,∗
∼=−→ ′E∞∗,∗

is an isomorphism. Then

ψ : G∗
∼=−→ ′G∗

is an isomorphism.

Proof. Fix a total degree n. We prove for each s, by induction, that

ψs : FsGn −→ Fs
′Gn

is an isomorphism. The assumption that the filtrations (FsG∗)s and (Fs
′G∗)s are

degreewise discrete ensures that the (ungraded) filtrations (FsGn)s and (Fs
′Gn)s

are discrete, so that there is an integer a with Fa−1Gn = 0 and Fa−1
′Gn = 0.

Hence ψa−1 is trivially an isomorphism. Consider the vertical map of short exact
sequences

0 // Fs−1Gn //

ψs−1

��

FsGn //

ψs

��

FsGn
Fs−1Gn

//

ψ̄s
��

0

0 // Fs−1
′Gn // Fs

′Gn //
Fs
′Gn

Fs−1
′Gn

// 0 .

We may assume, by induction starting with s = a, that ψs−1 is an isomorphism.
Furthermore, by convergence, the commutative diagram

E∞s,n−s
φ∞

∼=
//

∼=
��

′E∞s,n−s

∼=
��

FsGn
Fs−1Gn

ψ̄s //
Fs
′Gn

Fs−1
′Gn

and the assumption that φ∞ is an isomorphism, we know that ψ̄s is an isomor-
phism. It then follows (by a very special case of the snake lemma) that ψs is an
isomorphism.
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To complete the proof we use that both filtrations are exhaustive to pass to
unions over s and conclude that

ψ : Gn =
⋃

s

FsGn
∼=−→
⋃

s

Fs
′Gn = ′Gn

is an isomorphism. �

2.5. Discrete convergence for exact couples

We return to the setting of the spectral sequence (Er, dr) associated to an exact
couple (A,E), where we assume that each αs preserves the total degree. We will
show that if the sequence of graded abelian groups

(2.1) · · · → As−2
αs−1−→ As−1

αs−→ As
αs+1−→ As+1 → . . .

is (degreewise) discrete, then the spectral sequence converges (strongly) to the
colimit

A∞ = colim
s

As

of this sequence. In a later section ((ETC: where?)) we will discuss what happens
when the sequence is not discrete.

Definition 2.5.1. The sequence (2.1) is discrete if there is an integer a such
that As = 0 for all s < a. More generally, it is degreewise discrete if for each total
degree n there is an integer a(n) such that (As)n = 0 for all s < a(n).

Definition 2.5.2. The colimit A∞ = colimsAs of the sequence (2.1) is the
initial graded abelian group that receives compatible structure morphisms

is : As −→ A∞

for each s ∈ Z. Explicitly,

A∞ =
⊕

s

As/(∼)

where ∼ identifies x ∈ As−1 with αs(x) ∈ As, for all s.

Remark 2.5.3. Hatcher [Hat02, p. 243] writes “direct limit” for what we call
directed colimits, of which the sequential colimit formed here is a special case.
See Mac Lane’s book [ML71, Ch. III] for the categorical context behind algebraic
colimits and limits. By “compatible” we mean that isαs = is−1 for each s. By
“initial” we mean that for any other graded abelian group B with compatible
homomorphisms js : As → B there exists a unique homomorphism j : A∞ → B such
that js = jis for each s. This characterizes A∞, with the structure morphisms is,
up to unique isomorphism.

A∞

j

��

. . . // As−1

is−1 //

αs //

js−1
//

As

is

66

//

js
((

. . .

B
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Lemma 2.5.4. Each element y ∈ A∞ is of the form y = is(x) for some s ∈ Z
and x ∈ As. An element x ∈ As maps to zero in A∞, meaning that is(x) = 0, only
if there is some u ≥ 0 with αs+u · · ·αs+1(x) = 0 in As+u.

Proof. ((ETC)) �

Lemma 2.5.5. There is a short exact sequence

0→
⊕

s

As
1−α−→

⊕

s

As
π−→ A∞ → 0 ,

where 1 denotes the identity map and

α : (xs)s 7−→ (αs(xs−1))s

for each sequence (xs)s with only finitely many nonzero terms.

Proof. In view of the explicit formula for A∞ = colimsAs, we only need to
argue that 1−α is injective. Let x = (xs)s ∈

⊕
sAs, and choose a such that xs = 0

for all s < a. If (1−α)(x) = 0 then xs = αs(xs−1) for all s. It follows by induction
on s, starting with s = a, that xs = 0 for all s. Hence x = 0. �

Definition 2.5.6. For s ∈ Z let

FsA∞ = im(is : As → A∞) .

This defines an increasing filtration

· · · ⊂ Fs−1A∞ ⊂ FsA∞ ⊂ · · · ⊂ A∞
of graded abelian groups.

Lemma 2.5.7. The filtration of A∞ = colimsAs by FsA∞ = im(is : As → A∞)
is exhaustive.

Proof. Each y ∈ A∞ has the form y = is(x) for some x ∈ As, and then
y ∈ FsA∞. Hence

⋃
s FsA∞ = A∞. �

Lemma 2.5.8. Consider an exact couple (A,E) such that the sequence (2.1) is
degreewise discrete. Then

Z∞s = ker(γs)

for each s, and the filtration (FsA∞)s is degreewise discrete.

Proof. We always have ker(γs) ⊂ Z∞s . If x ∈ Z∞s then x ∈ Zrs for each r,
so γs(x) ∈ As−1 lies in the image of αr−1 : As−r → As−1 for each r. Let n be
the total degree of γs(x). By assumption there is an a(n) such that (As−r)n = 0
whenever s − r < a(n). It follows that the image of (As−r)n in (As−1)n is trivial
for all sufficiently large r, which means that γs(x) = 0. Hence x ∈ ker(γs).

If (As)n = 0 for all s < a(n) then (FsA∞)n = 0 for s < a(n), so the filtration
is degreewise discrete whenever the sequence is. �

Lemma 2.5.9. Let (A,E) be any exact couple, and set A∞ = colimsAs. Then

B∞s = βs ker(is : As → A∞)

for each s.
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Proof. It is elementary that B∞s equals
⋃

r

Brs =
⋃

r

βs ker(αr−1 : As → As+r−1) = βs
⋃

r

ker(αr−1 : As → As+r−1) ,

which equals

βs ker(is : As → A∞)

by Lemma 2.5.4, since x ∈ As maps to zero under some αr−1 if and only if it maps
to zero under is. �

Lemma 2.5.10. Let (A,E) be any exact couple, and filter A∞ = colimsAs by
FsA∞ = im(is : As → A∞). There is a preferred isomorphism

ker(γs)

βs ker(is : As → A∞)
∼=

FsA∞
Fs−1A∞

for each s ∈ Z.

Proof.
ker(γs)

βs ker(is : As → A∞)
=

im(βs)

βs ker(is : As → A∞)

receives an isomorphism induced by βs from

As
ker(βs) + ker(is : As → A∞)

=
As

im(αs) + ker(is : As → A∞)

which maps isomorphically by is to

im(is : As → A∞)

is im(αs)
=

im(is : As → A∞)

im(is−1 : As−1 → A∞)
=

FsA∞
Fs−1A∞

.

�

Proposition 2.5.11. Let (A,E) be an exact couple with associated spectral
sequence (Er, dr) and E∞-term (E∞s )s. Let A∞ = colimsAs be filtered by FsA∞ =
im(is : As → A∞).

(1) There is always a preferred injective homomorphism

FsA∞
Fs−1A∞

//
ζ
// E∞s ,

which is an isomorphism if Z∞s = ker(γs).
(2) In particular, if each αs preserves total degree and the sequence

· · · → As−1
αs−→ As → . . .

is degreewise discrete, then ζ is an isomorphism and the spectral sequence

Ers =⇒s A∞

converges.

Proof. This summarizes the previous four lemmas, keeping in mind that we
always have the inclusion ker(γs) ⊂ Z∞s . �

For filtrations that are discrete, the notions of weak convergence, convergence
and strong convergence coincide. We may therefore replace “convergence” with
“strong convergence” in the definition and proposition above.
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Example 2.5.12. For the first exact couple in Example 2.1.5, the colimit A∞ =
Z[1/p] is exhaustively filtered by FsA∞ = p−sZ ⊂ Z[1/p]. For the second exact
couple, A∞ = Zp[1/p] = Qp equals the group of p-adic (rational) numbers. It is
exhaustively filtered by FsA∞ = p−sZp ⊂ Zp[1/p]. Neither of these filtrations are
discrete. However, the second is “Hausdorff” and “complete”, in a sense we will
discuss in Chapter 8. In both cases the associated spectral sequence collapses at
the E1-term, since the connecting homomorphisms γs are all zero.

2.6. Derived exact couples

((ETC: Massey’s alternative approach to the spectral sequence associated to
an exact couple, given iteratively by deriving the exact couple.))



CHAPTER 3

Filtrations

We now consider how filtered chain complexes and filtered spaces give rise to
exact couples, with associated spectral sequences.

3.1. Filtered chain complexes

Definition 3.1.1. An increasing filtration (FsC∗)s = (FsC∗, ∂)s of a chain
complex C∗ = (C∗, ∂) is a sequence of subcomplexes

· · · ⊂ (Fs−1C∗, ∂) ⊂ (FsC∗, ∂) ⊂ · · · ⊂ (C∗, ∂) .

For each s ∈ Z there is a short exact sequence of chain complexes

(3.1) 0→ Fs−1C∗
i−→ FsC∗

j−→ FsC∗
Fs−1C∗

→ 0 .

We refer to the grading of C∗ = (Cn)n, and of each subcomplex FsC∗ = (FsCn)n,
as the total degree, while s is the filtration degree. We say that the filtration is
exhaustive if ⋃

s

FsC∗ = C∗ .

It is degreewise discrete if for each degree n there is an integer a = a(n) such that
Fa−1Cn = 0.

Definition 3.1.2. The exact couple (As, Es;αs, βs, γs)s associated to a filtered
chain complex (FsC∗)s is the diagram

. . .
αs−1

// H∗(Fs−1C∗)
αs // H∗(FsC∗)

αs+1
//

βs

��

. . .

. . . H∗(FsC∗/Fs−1C∗)

γs

hh

. . . ,

where

(As)∗ = H∗(FsC∗)

(Es)∗ = H∗(FsC∗/Fs−1C∗)

with αs and βs induced by i and j, and γs equal to the connecting homomorphism
associated to the short exact sequence (3.1).

More explicitly, the bigrading is given by

As,t = Hs+t(FsC∗)

Es,t = Hs+t(FsC∗/Fs−1C∗) ,

so that αs has bidegree (1,−1), βs has bidegree (0, 0) and γs has bidegree (−1, 0).
Thus αs and βs preserve the total degree n = s+ t, while γs reduces it by 1.

37
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Definition 3.1.3. Given a filtration (FsC∗)s of C∗ = (C∗, ∂), let

FsH∗(C∗) = im(H∗(FsC∗)→ H∗(C∗))

for each s.

Note the two different roles played by the notation “Fs” in this definition. On
the left hand side it refers to the filtration of the abutment H∗(C∗), while on the
right hand side it refers to the filtration of the chain complex (C∗, ∂).

Lemma 3.1.4. If (FsC∗)s exhausts C∗, then the canonical morphism

A∞ = colim
s

H∗(FsC∗)
∼=−→ H∗(C∗)

is an isomorphism, which restricts to isomorphisms

FsA∞ ∼= FsH∗(C∗)

for all s. If (FsC∗)s is degreewise discrete, then the sequence

· · · → As−1
αs−→ As → . . .

is degreewise discrete.

Proof. The first claims follow from the well-known isomorphism

colim
s

H∗(FsC∗)
∼=−→ H∗(colim

s
FsC∗) .

If Fa−1Cn = 0 for some n and a = a(n), then FsCn = 0 and Hn(FsC∗) = (As)n = 0
for all s < a, which implies the last claim. �

Lemma 3.1.5. Each morphism ψ : (FsC∗)s → (Fs
′C∗)s of filtered chain com-

plexes induces a morphism φ : (A,E) → (′A, ′E) of exact couples. Hence the asso-
ciated exact couple defines a functor

Filtered Chain Complexes −→ Exact Couples .

Proof. φ : As → ′As and φ : Es → ′Es are induced by the chain maps

ψs : FsC∗ −→ Fs
′C∗

ψ̄s :
FsC∗
Fs−1C∗

−→ Fs
′C∗

Fs−1
′C∗

by passage to homology. �

Proposition 3.1.6. Let C∗ = (C∗, ∂) be a chain complex with a filtration
(FsC∗)s = (FsC∗, ∂)s that is exhaustive and degreewise discrete. The associated
spectral sequence has E1-term

E1
s,∗ = H∗(FsC∗/Fs−1C∗)

and d1-differential d1
s : E1

s,∗ → E1
s−1,∗ the composite

d1
s = βs−1γs : H∗(FsC∗/Fs−1C∗) −→ H∗−1(Fs−1C∗) −→ H∗−1(Fs−1C∗/Fs−2C∗) ,

which equals the connecting homomorphism associated to the short exact sequence

0→ Fs−1C∗/Fs−2C∗
i−→ FsC∗/Fs−2C∗

j−→ FsC∗/Fs−1C∗ → 0

of chain complexes. The spectral sequence converges to H∗(C∗), with the filtration
given by

FsH∗(C∗) = im(H∗(FsC∗)→ H∗(C∗)) .
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Proof. The spectral sequence is the one associated in Theorem 2.2.1 to the
exact couple of Definition 3.1.2. The (strong) convergence follows from Lemma 3.1.4
and Proposition 2.5.11. �

Corollary 3.1.7. Let C∗ and ′C∗ be chain complexes, with filtrations (FsC∗)s
and (Fs

′C∗)s that are exhaustive and degreewise discrete. Let ψ : C∗ → ′C∗ be a
filtration-preserving map of filtered chain complexes, and suppose that the induced
map

φr : Er −→ ′Er ,

of Er-terms of the associated homology spectral sequences, is an isomorphism for
some r = q. Then

ψ∗ : H∗(C∗) −→ H∗(
′C∗)

is an isomorphism.

3.2. Filtered spaces

Recall Example 2.1.4. The following terminology from Neil Strickland’s note
[Str, Def. 3.4] may not be standard, but is useful.

Definition 3.2.1. A space X is strongly filtered by a sequence of subspaces

· · · ⊂ Xs−1 ⊂ Xs ⊂ · · · ⊂ X
if for each compact subset K ⊂ X there is an s with K ⊂ Xs.

Lemma 3.2.2. If X is strongly filtered by (Xs)s, then the singular chain complex
(C∗(X), ∂) is exhaustively filtered by the subcomplexes

· · · ⊂ C∗(Xs−1) ⊂ C∗(Xs) ⊂ · · · ⊂ C∗(X) .

If Xa−1 = ∅ for some a, then the filtration (C∗(Xs))s is discrete.

Proof. The only thing to prove is that each singular simplex σ : ∆n → X,
viewed as an element of Cn(X), lies in the image from some Cn(Xs). Since the
image σ(∆n) ⊂ X is compact, this follows from the assumption that the filtration
is strong. �

In this situation, concerning singular complexes of topological spaces, there are
no examples where (C∗(Xs))s is degreewise discrete but not (uniformly) discrete.
The two- and three-column spectral sequences from Sections 1.3 and 1.4 are now
special cases of the following result.

Proposition 3.2.3. If X is strongly filtered by (Xs)s, then the associated ho-
mology spectral sequence

Ers,∗ =⇒s H∗(X)

has E1-term

E1
s,t = Hs+t(Xs, Xs−1)

and the differential d1
s equals the connecting homomorphism in the long exact se-

quence of the triple (Xs, Xs−1, Xs−2). If Xa−1 = ∅, then E1
s = 0 for all s < a, and

the spectral sequence converges to H∗(X) with the filtration

FsH∗(X) = im(H∗(Xs)→ H∗(X)) .

Proof. Combine Proposition 3.1.6 with Lemma 3.2.2. �
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Remark 3.2.4. The convergence statement tells us that there is an exhaustive
filtration

0 = Fa−1Hn(X) ⊂ · · · ⊂ Fs−1Hn(X) ⊂ FsHn(X) ⊂ · · · ⊂ Hn(X)

in each total degree n, with filtration quotients determined by the E∞-term, through
isomorphisms

E∞s,n−s ∼=
FsHn(X)

Fs−1Hn(X)

for all s. Hence the components of E∞∗,∗ in bidegrees (s, n−s), on a line of slope −1,
give the associated graded of this exhaustive filtration. By induction on s, starting
at s = a, we can thus attempt to determine FsHn(X) as an extension of E∞s,n−s by
Fs−1Hn(X). The union of these groups, over all s, then gives us Hn(X).

((ETC: Draw a generic chart for this?))
Many strongly filtered spaces are of the following form.

Lemma 3.2.5 ([Ste67, Lem. 9.3]). Let X be filtered by an exhaustive sequence
of T1 subspaces

· · · ⊂ Xs−1 ⊂ Xs ⊂ · · · ⊂ X
such that Xs−1 is closed in Xs for each s, and suppose that X has the weak (=
colimit) topology. Then X is strongly filtered by these (Xs)s.

Proof. We have X =
⋃
sXs since the filtration is exhaustive. To be a T1

space is equivalent to asking that each singleton subset is closed. This is satisfied
by all (weak) Hausdorff spaces. The weak topology on X is defined so that a subset
A ⊂ X is closed in X if and only if A ∩Xs is closed in Xs for each s.

Following Steenrod, we argue that if K ⊂ X is compact, then K ⊂ Xs for
some s. If not, we can choose a point xs ∈ K ∩ (X −Xs) for each s. Let

Am = {xs | s ≥ m} ⊂ K ∩ (X −Xm) ,

so that

· · · ⊃ Am−1 ⊃ Am ⊃ . . .
is a collection of subsets of K, such that each finite subcollection has nonempty
intersection Am1 ∩ · · · ∩ Amn = Am (with m = max{m1, . . . ,mn}), but the whole
collection satisfies

⋂
mAm = ∅. If we show that each Am is closed in K, then

this contradicts the finite intersection property of compact spaces, and proves that
K ⊂ Xs for some s. To see that each Am is closed, note that each intersection
Am ∩Xs ⊂ {xm, . . . , xs−1} is finite, hence is closed in Xs since this is a T1 space.
By the definition of the weak topology this proves that Am is closed in X, hence
also in the subspace K. �

The cellular complex (CCW∗ (X), ∂) calculating the homology of a CW com-
plex X is a very special case of this spectral sequence. Other notations for the cel-
lular complex are Γ∗(X), as in [Whi78, §II.2], or W∗(X). Let us write HCW

n (X) =
Hn(CCW∗ (X), ∂) for the cellular homology groups. The usual argument for why cel-
lular homology is isomorphic to singular homology [Whi78, Thm. II.2.19], [Hat02,
Thm. 2.35], is contained within our more elaborate algebraic work, as we can now
spell out.
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Proposition 3.2.6. Let X be a CW complex, with skeleton filtration

∅ = X(−1) ⊂ · · · ⊂ X(s−1) ⊂ X(s) ⊂ · · · ⊂ X .

The associated homology spectral sequence has (E1, d1) = (CCW∗ (X), ∂), concen-
trated on the line t = 0. Hence

E2
s,t =

{
HCW
s (X) for t = 0,

0 otherwise,

and the spectral sequence collapses at E2 = E∞. The filtration of Hn(X) satisfies

FsHn(X) =

{
0 for s < n,

HCW
n (X) for s ≥ n.

Hence HCW
∗ (X) ∼= H∗(X).

Proof. The CW complex X is strongly filtered by its skeleta. By definition,
E1
s,t = Hs+t(X

(s), X(s−1)) equals

CCWs (X) ∼= Z{n-cells of X}

when t = 0, and is trivial when t 6= 0. Likewise, d1
s,t = ∂s when t = 0 and is zero

otherwise.

2 0 . . . 0 0 . . .

1 0 . . . 0 0 . . .

0 CCW0 (X) . . .
∂1oo CCWs−1 (X)

∂s−1
oo CCWs (X)

∂soo . . .
∂s+1
oo

t/s 0 . . . s− 1 s . . .

//

OO

Hence E2
s,t = Hs(C

CW
∗ (X), ∂) = HCW

s (X) equals the cellular homology of X when
t = 0, and is trivial otherwise. Each dr-differential for r ≥ 2 increases t, hence must
be zero, so E2 = E∞. In each total degree n there is only one nonzero group of the
form E∞s,n−s, namely E∞n,0 = E2

n,0 = HCW
n (X). The short exact sequences

0→ Fs−1Hn(X) −→ FsHn(X) −→ E∞s,n−s → 0

for s < n simplify to

0→ 0 −→ FsHn(X) −→ 0→ 0

and imply that FsHn(X) = 0 for s < n by induction on s. The short exact sequence
sequence for s = n simplifies to an isomorphism

0→ 0 −→ FnHn(X)
∼=−→ HCW

n (X)→ 0 .

Thereafter, for s > n they simplify to isomorphisms

0→ HCW
n (X)

∼=−→ FsHn(X) −→ 0→ 0 .

Hence FsHn(X) ∼= HCW
n (X) for s > n. �
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3.3. The Atiyah–Hirzebruch spectral sequence

Let G be an abelian group. Singular homology with coefficients in G is an
example of a homology theory, sometimes referred to as “ordinary” homology. Since
ca. 1960 many other “generalized” or “extraordinary” homology theories have come
to play important roles in algebraic topology. The following definition is close to
the axiomatization by Samuel Eilenberg and Norman Steenrod from [ES52, §I.3],
but omits their dimension axiom and adds John Milnor’s additivity axiom [Mil62].

Definition 3.3.1. A (generalized) homology theory M on the category of CW
pairs is a functor assigning to each CW pair (X,A) a graded abelian group

M∗(X,A) = (Mn(X,A))n ,

and a natural transformation

∂ : M∗(X,A) −→M∗−1(A)

of degree −1, such that

(1) Exactness: the sequence

· · · →M∗(A)
i∗−→M∗(X)

j∗−→M∗(X,A)
∂−→M∗−1(A)→ . . .

is long exact.
(2) Homotopy invariance: if f ' g : (X,A) → (Y,B) are homotopic, then

f∗ = g∗.
(3) Excision: if X = A ∪ B is a union of subcomplexes, then the inclusion

induces an isomorphism

M∗(B,A ∩B)
∼=−→M∗(X,A) .

(4) Additivity: the canonical map
⊕

α

M∗(Xα)
∼=−→M∗(

∐

α

Xα)

is an isomorphism.

Definition 3.3.2. The coefficient groups of a homology theory M is the graded
abelian group

M∗ = (Mn(point))n .

We say that M∗ is bounded below if there is an a such that Mn = 0 for all n < a.
We say that M∗ is bounded above if there is a b such that Mn = 0 for all n > b.

Example 3.3.3. Let G be an abelian group. The coefficient groups of ordinary
homology with coefficients in G, i.e., the homology theory HG given by

HGn(X) = Hn(X;G)

for all n, equals G in degree 0 and 0 in all other degrees. This is the content of the
Eilenberg–Steenrod dimension axiom.

Lemma 3.3.4. For any homology theory M there are isomorphisms

Ms+t(D
s, ∂Ds) ∼= M̃s+t(S

s) ∼= Mt

for all s ≥ 0, t ∈ Z.

Proof. This is clear for s = 0, and follows by induction for s ≥ 1. �
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Remark 3.3.5. For any graded abelian group G∗ there is a generalized homol-
ogy theory with Mn(X) =

⊕
i+j=nHi(X;Gj), but it carries more-or-less the same

information as ordinary homology. Other important examples of (co-)homology the-
ories include the topological K-theories KO∗(X) and K∗(X) = KU∗(X) defined
by Michael Atiyah and Friedrich Hirzebruch [AH59], following Alexander Grothen-
dick [BS58], and the bordism theories N∗(X) = MO∗(X) and Ω∗(X) = MSO∗(X)
defined by Atiyah [Ati61a], building on the work of René Thom [Tho54]. By con-
struction, these involve vector bundles over X and closed manifolds mapping to X,
respectively, rather than simplices in X, and often turn out to emphasize differ-
ent information than the ordinary homology of X. We will later ((ETC: where?))
present generalized (co-)homology theories by the objects, called spectra, of a sta-
ble (homotopy) category, and analyze the coefficient groups (and rings) of some of
these homology theories.

Definition 3.3.6. Let X be a CW complex exhaustively filtered by subcom-
plexes

· · · ⊂ Xs−1 ⊂ Xs ⊂ · · · ⊂ X ,

and let M be a homology theory. The associated exact couple is the diagram

. . . // M∗(Xs−1)
i∗ // M∗(Xs) //

j∗

��

. . .

M∗(Xs, Xs−1)

∂

gg

with

(As)∗ = M∗(Xs)

(Es)∗ = M∗(Xs, Xs−1) .

Lemma 3.3.7 ([Mil62, Lem. 1]). The canonical homomorphism

colim
s

M∗(Xs)
∼=−→M∗(X)

is an isomorphism.

Proof. There is a homotopy cofiber sequence
∨

s

Σ+Xs
1−α−→

∨

s

Σ+Xs −→ Σ+T

where Σ+Y = Σ(Y+), and T ' X is the mapping telescope of (Xs)s. In view of
Lemma 2.5.5 the associated long exact sequence in reduced M -homology breaks up
into short exact sequences

0→
⊕

s

M∗(Xs)
1−α−→

⊕

s

M∗(Xs) −→M∗(T )→ 0

that exhibit M∗(T ) as colimsM∗(Xs). �

Proposition 3.3.8. Let (Xs)s and M∗ be as in Definition 3.3.6. The associated
spectral sequence has

E1
s,t = Ms+t(Xs, Xs−1)

and d1
s,t is equal to the composite

Ms+t(Xs, Xs−1)
∂−→Ms+t−1(Xs−1)

j∗−→Ms+t−1(Xs−1, Xs−2) .
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If Xa−1 = ∅ for some a, then the spectral sequence converges to M∗(X) with the
filtration

FsM∗(X) = im(M∗(Xs)→M∗(X)) .

Proof. This follows from Proposition 2.5.11. �

When X is equipped with its skeleton filtration, we can make the E1- and
E2-term explicit.

Proposition 3.3.9. Let X be a CW complex filtered by its skeleta

∅ = X(−1) ⊂ X(0) ⊂ · · · ⊂ X(s−1) ⊂ X(s) ⊂ · · · ⊂ X ,

and let M be a homology theory. The associated spectral sequence

Ers,∗ =⇒s M∗(X)

has (E1, d1)-term given by the cellular complex (CCW∗ (X;M∗), ∂), with

E1
s,t
∼= CCWs (X;Mt) = Hs(X

(s), X(s−1);Mt)

and d1
s,t equal to the connecting homomorphism

∂s : Hs(X
(s), X(s−1);Mt) −→ Hs−1(X(s−1), X(s−2);Mt)

for homology with coefficients in the group Mt. Hence

E2
s,t
∼= HCW

s (X;Mt) ∼= Hs(X;Mt)

is given by the cellular (or singular) homology of X in degree s, with coefficients
in Mt.

. . . . . . . . . . . . . . .

t CCW0 (X;Mt) . . .
∂1oo CCWs−1 (X;Mt)

∂s−1
oo CCWs (X;Mt)

∂soo . . .
∂s+1
oo

. . . . . . . . . . . . . . .

0 CCW0 (X;M0) . . .
∂1oo CCWs−1 (X;M0)

∂s−1
oo CCWs (X;M0)

∂soo . . .
∂s+1
oo

t/s 0 s− 1 s

//

OO

Proof. To identify the E1-term we use the excision and additivity isomor-
phisms

E1
s,t = Ms+t(X

(s), X(s−1)) ∼= Ms+t(
∐

α

(Ds, ∂Ds)) ∼=
⊕

α

Ms+t(D
s, ∂Ds) ,

where α indexes the s-cells of X. By Lemma 3.3.4 the right hand side is isomorphic
to ⊕

α

Mt
∼= CCWs (X;Mt) .

The degree formula for the connecting homomorphism ∂s implies that d1
s,t corre-

sponds to the cellular boundary homomorphism

∂s : CCWs (X;Mt) −→ CCWs−1 (X;Mt) .
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Granting this, we can pass to homology to deduce that

E2
s,t
∼= HCW

s (X;Mt) .

By Proposition 3.2.6, and its evident analogue for homology with coefficients, we
know that this cellular homology is isomorphic to singular homology with coeffi-
cients in Mt. �

Definition 3.3.10. The spectral sequence

E2
s,t = Hs(X;Mt) =⇒s Ms+t(X)

is called the Atiyah–Hirzebruch spectral sequence of X for the homology theory M .

This spectral sequence can be defined for general spaces X by CW approxima-
tion. It is then natural in the homology theory M and in the space X.

Corollary 3.3.11. If θ : M → N is a morphism of homology theories that
induces an isomorphism of coefficient groups, then θ∗ : M∗(X) ∼= N∗(X) for any
CW complex X.

Proof. The natural transformation θ induces an isomorphism CCW∗ (X;M∗) ∼=
CCW∗ (X;N∗) of Atiyah–Hirzebruch E1-terms, which implies the result by Proposi-
tion 2.3.8 and Theorem 2.4.5. �

Corollary 3.3.12. If f : X → Y induces an isomorphism f∗ : H∗(X) ∼= H∗(Y )
in integral homology, then it induces an isomorphism f∗ : M∗(X) ∼= M∗(Y ) for any
generalized homology theory M .

Proof. The map f induces an isomorphism

H∗(X;M∗)
∼=−→ H∗(Y ;M∗)

of Atiyah–Hirzebruch E2-terms, which implies the result by Proposition 2.3.8 and
Theorem 2.4.5. �

The Eilenberg–Steenrod uniqueness theorem [ES52, Thm. III.10.1] also follows
easily from this formalism. ((ETC: Also discuss compatibility of connecting homo-
morphisms?))

Theorem 3.3.13. Let G be an abelian group and let M be a homology theory
with coefficient groups M0 = G and Mt = 0 for t 6= 0. Then M is naturally
isomorphic to HG, so that

Mn(X) ∼= Hn(X;G)

for all n.

Proof. The Atiyah–Hirzebruch spectral sequence of X for M has E2-term

E2
s,t =

{
Hs(X;G) for t = 0,

0 otherwise.

Since this is concentrated on the line t = 0, the dr-differentials for r ≥ 2 must
vanish, so that E2 = E∞ is concentrated on the line t = 0. Since E∞n,0 is the only
group in total degree n, the extension problems are very easy, and we conclude that
Mn(X) ∼= E∞n,0 ∼= Hn(X;G) for each n. �



46 3. FILTRATIONS

According to Whitehead [Whi78, p. 604] the existence of the spectral sequence
in Definition 3.3.10 was folklore by 1955, but Atiyah and Hirzebruch [AH61] were
the first to make significant use of it, in the case of topological K-theory.

Example 3.3.14. Complex K-theory is a (co-)homology theory K = KU with
coefficient groups

KUn ∼=

{
Z for n even,

0 for n odd.

If H∗(X) is concentrated in even degrees, it follows that the E2-term of the Atiyah–
Hirzebruch spectral sequence

E2
s,t = Hs(X;KUt) =⇒s KUs+t(X)

is concentrated in even total degrees s+t. Since each dr-differential reduces the total
degree by one, they must all vanish, so the Atiyah–Hirzebruch spectral sequence
collapses at the E2-term. If, furthermore, H∗(X) is free in each degree, then there
exists a (non-canonical) sum formula

KUn(X) ∼=
⊕

s≡n mod 2

Hs(X) ,

since each extension

0→ Fs−1KUn(X) −→ FsKUn(X) −→ Hs(X;KUn−s)→ 0

satisfies Hs(X;KUn−s) ∼= Hs(X) for n− s even and Hs(X;KUn−s) = 0 for n− s
odd. This applies, for instance, when X = CP∞.

3.4. Mapping cones and telescopes

((ETC: Also consider sequences of chain complexes or spaces, using mapping
cones to form relative homology. Compare with mapping telescopes to discuss
convergence.))

3.5. Cartan–Eilenberg systems

The exact couple associated to a filtration of chain complexes, or of spaces, is
part of a larger web of exact sequences, which we call a Cartan–Eilenberg system.
This structure was introduced in [CE56, §XV.7], and will be our formalism of
choice when we construct products in spectral sequences in Chapter 5.

Definition 3.5.1. A (homological) finite Cartan–Eilenberg system (H∗, η, ∂)
consists of graded abelian groups

H∗(i, j)

for all integers i ≤ j, structure homomorphisms preserving degree

η : H∗(i, j) −→ H∗(i
′, j′)

for all integers i ≤ j and i′ ≤ j′ with i ≤ i′ and j ≤ j′, and connecting homomor-
phisms reducing degree by 1

∂ : H∗(j, k) −→ H∗−1(i, j)

for all integers i ≤ j ≤ k. These must satisfy:
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(1) Functoriality: η : H∗(i, j)→ H∗(i, j) equals the identity, and

η ◦ η : H∗(i, j)→ H∗(i
′, j′)→ H∗(i

′′, j′′)

equals η : H∗(i, j) → H∗(i′′, j′′) for all integers i ≤ j, i′ ≤ j′ and i′′ ≤ j′′

with i ≤ i′ ≤ i′′ and j ≤ j′ ≤ j′′.
(2) Naturality: The diagrams

H∗(j, k)
∂ //

η

��

H∗−1(i, j)

η

��

H∗(j′, k′)
∂ // H∗−1(i′, j′)

commute, for all integers i ≤ j ≤ k and i′ ≤ j′ ≤ k′ with i ≤ i′, j ≤ j′

and k ≤ k′.
(3) Exactness: The sequence

. . .
∂−→ H∗(i, j)

η−→ H∗(i, k)
η−→ H∗(j, k)

∂−→ H∗−1(i, j)
η−→ . . .

is exact, for all integers i ≤ j ≤ k.

Definition 3.5.2. By an extended integer we mean an element of

{−∞} ∪ Z ∪ {∞} ,
linearly ordered with −∞ minimal and ∞ maximal.

An extended Cartan–Eilenberg system (H∗, η, ∂) is defined as a finite Cartan–
Eilenberg system, except that all references to “integers” are replaced with “ex-
tended integers”, and subject to the following additional condition.

(4) Colimit: For each extended integer i the canonical homomorphism

colim
j

H∗(i, j)
∼=−→ H∗(i,∞)

is an isomorphism.

Example 3.5.3. Let (FsC∗)s be an increasing filtration of a chain complex C∗.
We obtain a finite Cartan–Eilenberg system by setting

H∗(i, j) = H∗(FjC∗/FiC∗)

for integers i ≤ j, letting η : H∗(i, j) → H∗(i′, j′) be induced by the chain map
FjC∗/FiC∗ → Fj′C∗/Fi′C∗, and setting ∂ : H∗(j, k) → H∗−1(i, j) equal to the
connecting homomorphism associated to the short exact sequence

0→ FjC∗/FiC∗ −→ FkC∗/FiC∗ −→ FkC∗/FjC∗ → 0

of chain complexes.
Suppose also that the filtration exhausts C∗. Letting F−∞C∗ = 0 and F∞C∗ =

C∗, the same expressions then define an extended Cartan–Eilenberg system. In
particular H∗(−∞, s) = H∗(FsC∗) and H∗(−∞,∞) = H∗(C∗).

Example 3.5.4. Let (Xs)s be an increasing filtration of a space X. We obtain
a finite Cartan–Eilenberg system by setting

H∗(i, j) = H∗(Xj , Xi)

for integers i ≤ j, letting η : H∗(i, j) → H∗(i′, j′) be induced by the inclusion
(Xj , Xi)→ (Xj′ , Xi′), and setting ∂ : H∗(j, k)→ H∗−1(i, j) equal to the connecting
homomorphism in the long exact homology sequence for the triple (Xk, Xj , Xi).
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Suppose also that X is strongly filtered. Letting X−∞ = ∅ and X∞ = X, the
same expressions then define an extended Cartan–Eilenberg system. In particular
H∗(−∞, s) = H∗(Xs) and H∗(−∞,∞) = H∗(X).

Remark 3.5.5. It follows from exactness that H∗(j, j) = 0 for each j. We can
visualize a finite Cartan–Eilenberg system as a triangular diagram with H∗(i, j) in
“matrix” position (i, j) (going i steps down and j steps to the right), and with a
connecting homomorphism ∂ : H∗(j, k) → H∗(i, j) for each rectangle with corners
at (i, j), (i, k), (j, j) and (j, k).

. . .

��

. . .

��

. . .

��

. . .

��

. . .

i 0 // H∗(i, j) //

��

. . . //

��

H∗(i, k) //

��

. . .

j 0 // . . . //

��

H∗(j, k) //

��

∂

ii

. . .

0 // . . . //

��

. . .

0 // . . .

j k

An extended Cartan–Eilenberg system is then augmented with a top row (for i =
−∞) and a right hand column (for j = ∞). The colimit condition specifies the
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right hand column in terms of the remainder of the diagram.

−∞ . . . //

��

H∗(−∞, j) //

��

. . . //

��

H∗(−∞, k) //

��

. . . //

��

H∗(−∞,∞)

��. . . //

��

. . . //

��

. . . //

��

. . . //

��

. . . //

��

. . .

��

i 0 // H∗(i, j) //

��

. . . //

��

H∗(i, k) //

��

. . . //

��

H∗(i,∞)

��

j 0 // . . . //

��

H∗(j, k) //

��

∂

ii

∂

__

. . . //

��

H∗(j,∞)

��

∂

ll

∂

gg

0 // . . . //

��

. . . //

��

. . .

��0 // . . . // . . .

j k ∞

((ETC: Define a morphism φ : H∗ → ′H∗ of (finite or extended) Cartan–
Eilenberg systems.))

Example 3.5.6. The exact couples in Example 2.1.5 arise from Cartan–Eilenberg
systems. Let H∗(−∞, j) = p−jZ ⊂ Z[1/p] = H∗(−∞,∞), and set H∗(i, j) =
p−jZ/p−iZ for i ≤ j. Then H∗(i, j) ∼= Z/pj−i.

−∞ . . . // pZ //

��

Z //

��

p−1Z //

��

. . . //

��

Z[1/p]

��. . . // . . . //

��

. . . //

��

. . . //

��

. . . //

��

. . .

��

−1 0 // Z/p //

��

Z/p2 //

��

. . . //

��

Z[1/p]/pZ

��

0 0 // Z/p //

��

. . . //

��

Z[1/p]/Z

��

1 0 // . . . // Z[1/p]/p−1Z

−1 0 1 ∞

For the second example, replace Z with Zp everywhere. The finite parts of these
Cartan–Eilenberg systems are isomorphic, since p−jZ/p−iZ ∼= p−jZp/p−iZp.



50 3. FILTRATIONS

There are two exact couples associated to any extended Cartan–Eilenberg sys-
tem, generating the same spectral sequence. We concentrate on the one given by
the top row and the superdiagonal.

Definition 3.5.7. The (top) exact couple (As, Es)s associated to an extended
Cartan–Eilenberg system (H∗, η, ∂) is given by the diagram

. . .
η
// H∗(−∞, s− 1)

η
// H∗(−∞, s)

η
//

η

��

. . .

. . . H∗(s− 1, s)

∂

hh

where

(As)∗ = H∗(−∞, s)
(Es)∗ = H∗(s− 1, s)

with αs and βs given by the structure homomorphisms η, while γs is given by the
connecting homomorphism ∂.

The spectral sequence (Er, dr)r≥1 associated to (H∗, η, ∂) is the spectral se-
quence associated to the exact couple (As, Es)s.

Lemma 3.5.8. Each morphism ψ : C∗ → ′C∗ of filtered chain complexes induces
a morphism φ : H∗ → ′H∗ of extended Cartan–Eilenberg systems, and each such
morphism induces a morphism φ : (A,E) → (′A, ′E) of exact couples. Hence the
functor of Lemma 3.1.5 factors as a composite

Filtered Chain Complexes −→ Cartan–Eilenberg Systems −→ Exact Couples .

Proposition 3.5.9. In the spectral sequence (Er, dr)r≥1 associated to an ex-
tended Cartan–Eilenberg system (H∗, η, ∂) we have

Zrs = ∂−1 im(η : H∗−1(−∞, s− r)→ H∗−1(−∞, s− 1))

= ker(∂ : H∗(s− 1, s)→ H∗−1(s− r, s− 1))

= im(η : H∗(s− r, s)→ H∗(s− 1, s))

and

Brs = η ker(η : H∗(−∞, s)→ H∗(−∞, s+ r − 1))

= im(∂ : H∗+1(s, s+ r − 1)→ H∗(s− 1, s))

= ker(η : H∗(s− 1, s)→ H∗(s− 1, s+ r − 1)) ,

so that η induces an isomorphism

Ers
∼=−→ im(η : H∗(s− r, s)→ H∗(s− 1, s+ r − 1)) .

The dr-differential is given by

drs : Ers −→ Ers−r
[x] 7−→ [∂(z)]

where z ∈ H∗(s− r, s), x = η(z) ∈ H∗(s− 1, s) and ∂(z) ∈ H∗−1(s− r − 1, s− r).
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Proof. For the r-th cycles,

∂−1 im(η : H∗−1(−∞, s− r)→ H∗−1(−∞, s− 1))

= ∂−1 ker(η : H∗−1(−∞, s− 1)→ H∗−1(s− r, s− 1))

= ker(∂ : H∗(s− 1, s)→ H∗−1(s− r, s− 1))

by exactness and naturality.

H∗−1(−∞, s− r)
η
// H∗−1(−∞, s− 1)

η

��

0 H∗−1(s− r, s− 1) H∗(s− r, s)

η

��

0 H∗(s− 1, s)

∂

bb

∂

hh

For the r-th boundaries,

η ker(η : H∗(−∞, s)→ H∗(−∞, s+ r − 1))

= η im(∂ : H∗+1(s, s+ r − 1)→ H∗(−∞, s))
= im(∂ : H∗+1(s, s+ r − 1)→ H∗(s− 1, s))

for the same reasons.

H∗(−∞, s)
η
//

η

��

H∗(−∞, s+ r − 1)

H∗(s− 1, s)
η
// H∗(s− 1, s+ r − 1)

0 H∗+1(s, s+ r − 1)

∂

ii

∂

bb

Considering the composition η′′ ◦ η′ (where the primes only serve to keep the
two homomorphisms apart),

H∗(−∞, s)

η

��

H∗−1(s− r, s− 1) H∗(s− r, s)

η′

��

0 H∗(s− 1, s)

∂

gg

η′′
// H∗(s− 1, s+ r − 1)

η
// H∗(s− 1,∞)

0 H∗+1(s, s+ r − 1)

∂

hh

the isomorphism

η′′ : H∗(s− 1, s)/ ker(η′′)
∼=−→ im(η′′)
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restricts to the asserted isomorphism

Ers = Zrs/B
r
s = im(η′)/ ker(η′′)

∼=−→ im(η′′ ◦ η′) .
Note that we already know that Brs = ker(η′′) ⊂ im(η′) = Zrs , so that im(η′) ∩
ker(η′′) = ker(η′′).

If x = η(z) ∈ Zrs ⊂ H∗(s − 1, s) with z ∈ H∗(s − r, s), then ∂(x) = η(y) ∈
H∗−1(−∞, s − 1) with y = ∂(z) ∈ H∗−1(−∞, s − r), by naturality. Hence η(y) =
∂(z) ∈ H∗−1(s− r − 1, s− r), also by naturality. Thus drs([x]) = [η(y)] = [∂(z)].

H∗−1(−∞, s− r)
η
//

η

��

H∗−1(−∞, s− 1)

H∗−1(s− r − 1, s− r)

0 H∗(s− r, s)
∂

ll

∂

ii

η

��

0 H∗(s− 1, s)

∂

[[

�

Remark 3.5.10. The formulas for Zrs , Brs and drs in the proposition above show
that only the finite part of a Cartan–Eilenberg system is needed in order to define
the associated spectral sequence, with E1

s = H∗(s−1, s). The groups H∗(−∞, s) are
not needed in order to construct the spectral sequence. However, they do play a role
in the description of the target group, hence also for the questions of convergence.
((ETC: Technically speaking, we have not shown that the formulas give a spectral
sequence, since the argument for this used the terms (As)s of the exact couple.))

Lemma 3.5.11. The colimit

G∗ = H∗(−∞,∞) ∼= colim
s

H∗(−∞, s)

is exhaustively filtered by

FsG∗ = im(η : H∗(−∞, s)→ H∗(−∞,∞)) .

Lemma 3.5.12. Consider an extended Cartan–Eilenberg system (H∗, η, ∂) such
that the sequence

. . .
η−→ H∗(−∞, s− 1)

η−→ H∗(−∞, s)
η−→ . . .

is degreewise discrete. Then

Z∞s = ker(∂ : H∗(s− 1, s)→ H∗−1(−∞, s− 1))

= im(η : H∗(−∞, s)→ H∗(s− 1, s))

and the filtration (FsG∗)s is degreewise discrete.

Proof. If Hn−1(−∞, j) = 0 for j < a = a(n− 1) then

ker(∂ : Hn(s−1, s)→ Hn−1(−∞, s−1)) = ker(∂ : Hn(s−1, s)→ Hn−1(s−r, s−1))

for all s − r < a, i.e., for all r > s − a, so (Z∞s )n equals this common value of
(Zrs )n. �
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Lemma 3.5.13. Let (H∗, η, ∂) be any extended Cartan–Eilenberg system. Then

B∞s = im(∂ : H∗+1(s,∞)→ H∗(s− 1, s))

= ker(η : H∗(s− 1, s)→ H∗(s− 1,∞)) .

Proof. The union B∞s ∼= colimr B
r
s equals

colim
r

ker(η : H∗(s−1, s)→ H∗(s−1, s+r−1)) ∼= ker(η : H∗(s−1, s)→ H∗(s−1,∞))

since H∗(s− 1,∞) ∼= colimrH∗(s− 1, s+ r − 1). �

Lemma 3.5.14. Let (H∗, η, ∂) be any extended Cartan–Eilenberg system. There
is a preferred isomorphism

im(η : H∗(−∞, s)→ H∗(s− 1, s))

ker(η : H∗(s− 1, s)→ H∗(s− 1,∞))
∼=

FsG∗
Fs−1G∗

for each s ∈ Z.

Proposition 3.5.15. Let (H∗, η, ∂) be an extended Cartan–Eilenberg system,
with associated spectral sequence (Er, dr) and filtered target G∗ = H∗(−∞,∞).

(1) There is always a preferred injective homomorphism

FsG∗
Fs−1G∗

//
ζ
// E∞s,∗ ,

which is an isomorphism if Z∞s = im(η : H∗(−∞, s)→ H∗(s− 1, s)).
(2) In particular, if the sequence

. . .
η−→ H∗(−∞, s− 1)

η−→ H∗(−∞, s)
η−→ . . .

is degreewise discrete, then ζ is an isomorphism and the spectral sequence

Ers,∗ =⇒s G∗

converges.





CHAPTER 4

The Serre Spectral Sequence

4.1. Maps, fiber bundles and fibrations

Leray [Ler46a], [Ler46b] was led to spectral sequences by studying the relation
between H∗(B) and H∗(E), where p : E → B is a given map. To outline the main
features we use the modern language of sheaf theory, as it was reworked by Cartan
in his 1951 seminar. For each open U ⊂ B let EU = p−1(U) be the part of E
above B. In each degree t the association

U 7−→ F t(U) = Ht(EU )

is a contravariant functor from the category of open subsets of B, partially ordered
by inclusions, to the category of abelian groups, i.e., an abelian presheaf on B. It
is not a sheaf, because

Ht(EU∪V ) −→ Ht(EU )⊕Ht(EV )

is not generally injective, but it can be sheafified. For each point b ∈ B let Fb =

p−1(b) be the fiber at b. The stalk of this presheaf (and the associated sheaf F̃ t)
at this point is the colimit

colim
b∈U

Ht(EU ) ,

which canonically maps to Ht(Fb), and for “nice” p : E → B this map is an iso-
morphism. There results a cohomologically indexed Leray spectral sequence

Es,t2 = Hs(B; F̃ t) =⇒s H
s+t(E) ,

where the E2-term is given in terms of sheaf cohomology.
To stay within the realm of topological spaces and their (co-)homology, one

would like to replace sheaf cohomology with ordinary cohomology of the base
space B, and to replace the coefficient sheaf with the ordinary cohomology of the
fiber Fb. Some hypothesis on the map p : E → B will be needed in order to control
how the fiber varies with b.

When p : E → B is a fiber bundle with fiber F , so that B is covered by open
subsets U for which there are homeomorphisms hU making the diagram

U × F hU
∼=

//

p1
""

EU

p
~~

U

commute, this problem was considered by Guy Hirsch [Hir47], [Hir48] and by
Tatsuji Kudo [Kud50], [Kud52]. Here Kudo adapted Leray’s algebraic framework
to the case where the base space B is a simplicial complex with skeleton filtration

∅ = B(−1) ⊂ B(0) ⊂ · · · ⊂ B(s−1) ⊂ B(s) ⊂ · · · ⊂ B .

55
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He filtered the total space E by the preimages Es = p−1(B(s)), so that

∅ = E−1 ⊂ E0 ⊂ · · · ⊂ Es−1 ⊂ Es ⊂ · · · ⊂ E .

Kudo thus obtained a convergent homological spectral sequence

E1
s,t = Hs+t(Es, Es−1) =⇒ Hs+t(E) .

For each s-simplex σ ⊂ B there is a homeomorphism of pairs

hσ : (σ × Fb, ∂σ × Fb)
∼=−→ (p−1(σ), p−1(∂σ))

where Fb = p−1(b) for a chosen point b ∈ ∂σ. By excision and the Künneth theorem,
this induces isomorphisms

E1
s,t = Hs+t(Es, Es−1) ∼=

⊕

σ

Hs+t(p
−1(σ), p−1(∂σ))

∼=
⊕

σ

Hs+t(σ × Fb, ∂σ × Fb) ∼=
⊕

σ

Hs(σ, ∂σ)⊗Ht(Fb) ,

where σ ranges over the s-simplices in B. When the fiber bundle admits a connected
structure group G, e.g. if B is 1-connected, then there are preferred isomorphisms
Ht(Fb) ∼= Ht(F ), so that the E1-term can be identified with

⊕

σ

Hs(σ, ∂σ)⊗Ht(F ) ∼=
⊕

σ

Ht(F ) = ∆s(B;Ht(F )) ,

i.e., the simplicial s-chains of B with coefficients in Ht(F ). Moreover, Kudo verified
that the d1-differential

d1
s,t : Hs+t(Es, Es−1) −→ Hs+t−1(Es−1, Es−2)

corresponds to the simplicial boundary homomorphism

∂s : ∆s(B;Ht(F )) −→ ∆s−1(B;Ht(F ))

under these identifications. Hence the spectral sequence E2-term satisfies

E2
s,t
∼= H∆

s (B;Ht(F )) .

Since simplicial and singular homology agree for simplicial complexes, this estab-
lishes a spectral sequence of the form

E2
s,t = Hs(B;Ht(F )) =⇒s Hs+t(E) ,

converging to the homology of the total space. Kudo also discusses the case of non-
connected structure group G, which is relevant for non-simply connected bases B,
and which leads to an E2-term expressed in terms of Steenrod’s (co-)homology with
local coefficients [Ste43], [Hat02, §3.H].

There are many geometrically interesting examples of such fiber bundles, arising
from the theory of Lie groups and their homogeneous spaces. However, to analyze
the (co-)homology of Eilenberg–MacLane spaces, Jean–Pierre Serre [Ser51] was led
to consider the more general situation of the path–loop fibration p : PX → X, with
fiber ΩX, which is not a fiber bundle. However, this map has the homotopy lifting
property with respect to arbitrary source spaces, hence is a fibration p : E → B in
the sense of Witold Hurewicz [Hur55]. Serre recognized that this lifting property
allowed him to construct a spectral sequence of the same form

E2
s,t = Hs(B;Ht(F )) =⇒s Hs+t(E)
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as before, by filtering a version of the singular chain complex (C∗(E), ∂). This
filtration is different from the one used by Kudo, and does not assume that B
has a skeletal filtration. To make this work, Serre uses singular cubes in place of
singular simplices. Moreover, for this argument the map p : E → B would only
need to satisfy the homotopy lifting condition with respect to maps from compact
polyhedra (or finite CW complexes), and this larger class of maps is now known as
Serre fibrations. Furthermore, Serre showed that the cup product in cohomology
is compatible with the differentials in the cohomological version of his spectral
sequence, leading to a ring spectral sequence in the sense of the “anneau spectral”
of Leray. This is a key feature needed to make precise calculations with spectral
sequences, which we will return to later ((ETC: where?)).

Definition 4.1.1. A map p : E → B is a Hurewicz fibration if it has the
homotopy lifting property with respect to each space T . In other words, for each
commutative square of solid arrows

T //

i0

��

E

p

��

I × T //

<<

B

there exists a dotted arrow making both trianges commute. The map p : E → B is
a Serre fibration if it has the homotopy lifting property with respect to the n-disk
Dn for each n ≥ 0.

Each fiber bundle over a paracompact (e.g., metric) base space is a Hurewicz
fibration [Hur55, §4], and each Hurewicz fibration is a Serre fibration. Pullback
preserves fiber bundles, Hurewicz fibrations and Serre fibrations.

For a Hurewicz fibration p : E → B with contractible base space, the inclusion
Fb ⊂ E of any fiber Fb = p−1(b) is a homotopy equivalence. Let p : E → B be a
Hurewicz fibration over a general base. For any path β : I → B from β(0) = b0 to
β(1) = b1, the pullback β∗p : β∗E → I is a Hurewicz fibration over a contractible
base, so the inclusions

Fb0
'−→ β∗E

'←− Fb1
are homotopy equivalences. This defines a homotopy equivalence e : Fb0 ' Fb1 , up
to homotopy. Let ′β be another path from b0 to b1. A path homotopy h : I×I → B
from β to ′β leads to another Hurewicz fibration over a contractible base, so that
all of the inclusions

β∗E

'
��

Fb0

'
<<

' //

'
""

h∗E Fb1

'
bb

'oo

'
||

′β∗E

'

OO

are homotopy equivalences. It follows that the composite equivalence e : Fb0 '
β∗E ' Fb1 is homotopic to the composite equivalence ′e : Fb0 ' ′β∗E ' Fb1 .
Passing to homology, a choice of β gives well-defined isomorphisms e∗ : Ht(Fb0) ∼=
Ht(β

∗E) ∼= Ht(Fb1) for all t, and homotopic paths β and ′β give the same composite
isomorphism e∗ : Ht(Fb0) ∼= Ht(Fb1). If B is 1-connected, with base point b0, this
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gives canonical isomorphisms Ht(F ) ∼= Ht(Fb) for each b ∈ B. In general, it gives a
local coefficient system Ht(F ) on B, i.e., a functor from the fundamental groupoid
of B to abelian groups. If B is 0-connected, with fundamental group π = π1(B, b0),
then this structure can equivalently be encoded as an action of π on Ht(F ) for
F = Fb0 .

The equivalent inclusions of fibers can be made compatible, for varying b ∈ B,
as follows. For brevity, we write (B,A)× F for (B × F,A× F ). ((ETC: This will
be generalized by the convolution product of filtrations, later.))

Proposition 4.1.2 ([Spa66, ?], [Whi78, Cor. I.7.27]). Any Hurewicz fibration
p : E → B over a contractible base space B is fiber homotopy trivial, meaning that
there are maps f : B × F → E and g : E → B × F and homotopies gf ' 1 and
fg ' 1, all four of which commute with the projections p1 : B × F → B and
p : E → B. In particular, for any A ⊂ B with EA = p−1(A) there is a homotopy
equivalence of pairs

f : (B,A)× F '−→ (E,EA) .

We refer to the cited sources for the proof.

4.2. Homology of fiber sequences

Consider a Hurewicz fibration p : E → B, with B a CW complex. Let

Es = p−1(B(s))

be the preimage of the s-skeleton of the base B. The total space E is then strongly
filtered by the sequence

∅ = E−1 ⊂ E0 ⊂ · · · ⊂ Es−1 ⊂ Es ⊂ · · · ⊂ E ,
since for any compact K ⊂ E there is an s with p(K) ⊂ B(s), and then K ⊂ Es.
By [Whi78, Thm. I.7.14] each inclusion Es−1 ⊂ Es is a (closed) cofibration.

Definition 4.2.1. The (homological) Serre spectral sequence of p : E → B is
the spectral sequence

E1
s,t(p) = Hs+t(Es, Es−1) =⇒s Hs+t(E)

associated to the filtration (Es)s.

By Proposition 3.2.3 the d1-differential equals the connecting homomorphism

d1
s,t = (∂s)s+t : Hs+t(Es, Es−1) −→ Hs+t−1(Es−1, Es−2)

of the triple (Es, Es−1, Es−2). The E1-term is concentrated in the right half-plane
(s ≥ 0), and the spectral sequence converges to H∗(E) with the filtration

FsH∗(E) = im(H∗(Es)→ H∗(E)) .

We shall see in Proposition 4.2.3 that this is a first quadrant spectral sequence, so
that (FsH∗(X))s is degreewise bounded.

Remark 4.2.2. This construction is closer to that of Kudo [Kud50] than
that of Serre [Ser51], but the E2-terms will be isomorphic. Serre also established
multiplicative properties for the cohomology version of his spectral sequence, which
led him to stronger conclusions than those that follow from the additive structure.
The name “Serre spectral sequence” thus reflects the extra versatility and power
achieved by Serre’s approach.
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Since B is the disjoint union of its path components, there is a corresponding
sum decomposition of E, and we can assume that B is 0-connected without signif-
icant loss of generality. We can then also assume that B is 0-reduced, in the sense
that it only has a single 0-cell, given by the base point b0 ∈ B. The 0-th filtration
E0 = p−1(B(0)) is then equal to the fiber

F = p−1(b0)

of p : E → B at the base point. We write

F −→ E
p−→ B

to refer to this context. ((ETC: Beware the double usage of E for total space and
spectral sequence terms, and the double usage of F for fiber and various filtrations.))

Proposition 4.2.3 ([Whi78, Thm. XIII.4.6]). There are natural isomorphisms

Hs+t(Es, Es−1) ∼= CCWs (B; Ht(F )) ,

where Ht(F ) denotes the local coefficient system on B given by Ht(Fb) at b ∈ B. If
B is 1-connected, then this equals the usual cellular s-chains CCWs (B;Ht(F )) with
coefficients in the abelian group Ht(F ).

Proof. Let α run over the s-cells of B, so that we have a pushout square
∐
α ∂D

s
α

//

φ

��

∐
αD

s
α

Φ

��

B(s−1) // B(s) ,

with attaching maps φ =
∐
α φα and characteristic maps Φ =

∐
α Φα. Form the

pullbacks of p : E → B along the evident maps to B, to obtain another pushout
((ETC: check)) square ∐

α φ
∗
αE //

��

∐
α Φ∗αE

��

Es−1
// Es .

By additivity and excision we obtain isomorphisms
⊕

α

Hs+t(Φ
∗
αE, φ

∗
αE) ∼= Hs+t(

∐

α

Φ∗αE,
∐

α

φ∗αE) ∼= Hs+t(Es, Es−1) .

Proposition 4.1.2 applies to the pullback

p : Φ∗αE −→ Ds
α

Let d0 ∈ ∂Ds
α ⊂ Ds

α be a base point, let bα = φα(d0), and let Fbα = p−1(bα) be the
fiber above this point. There is then a fiber homotopy equivalence

Ds
α × Fbα

'−→ Φ∗αE

over Ds
α, which restricts to the identity over d0. In particular, there is a homotopy

equivalence of pairs

(Ds
α, ∂D

s
α)× Fbα

'−→ (Φ∗αE, φ
∗
αE)

and isomorphisms

Hs+t((D
s
α, ∂D

s
α)× Fbα)

∼=−→ Hs+t(Φ
∗
αE, φ

∗
αE) .
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By the Künneth theorem, the homology cross product induces an isomorphism

Hs(D
s
α, ∂D

s
α)⊗Ht(Fbα)

∼=−→ Hs+t((D
s
α, ∂D

s
α)× Fbα) .

Taken together, we have isomorphisms
⊕

α

Hs(D
s
α, ∂D

s
α)⊗Ht(Fbα) ∼= Hs+t(Es, Es−1)

for all s and t. By definition, the left hand side is CCWs (B; Ht(F )). If B is 1-
connected, then the canonical isomorphisms Ht(Fbα) ∼= Ht(F ) identify the direct
sum above with

CCWs (B;Ht(F )) ∼=
⊕

α

Hs(D
s
α, ∂D

s
α)⊗Ht(F ) .

�

Proposition 4.2.4 ([Whi78, Thm. XIII.4.8]). The square

Hs+t(Es, Es−1)
d1s,t
//

∼=
��

Hs+t−1(Es−1, Es−2)

∼=
��

CCWs (B; Ht(F ))
∂s // CCWs−1 (B; Ht(F ))

commutes.

Proof sketch. Let α and β index the s- and (s − 1)-cells of B, with char-
acteristic maps Φα and Ψβ , respectively. We have fiber homotopy equivalences

Φ∗αE ' Ds
α × Fbα over Ds

α and Ψ∗βE ' D
s−1
β × Fbβ over Ds−1

β .
In the cellular complex for B, the boundary ∂s has components

Hs(D
s
α, ∂D

s
α)

Φiα−→ Hs(B
(s), B(s−1))

∂−→ H̃s−1(B(s−1))
q−→ H̃s−1(B(s−1)/B(s−2))

pβΨ−1

−→ H̃s−1(Ds−1
β /∂Ds−1

β ) ,

where we use the isomorphisms

Φ:
⊕

α

Hs(D
s
α, ∂D

s
α)

∼=−→ Hs(B
(s), B(s−1))

Ψ:
⊕

β

H̃s−1(Ds−1
β /∂Ds−1

β )
∼=−→ H̃s−1(B(s−1)/B(s−2)) .

This component can also be factored as

Hs(D
s
α, ∂D

s
α)

∂∼= H̃s−1(∂Ds
α)

φα−→ H̃s−1(B(s−1))
q−→ H̃s−1(B(s−1)/B∧β )

Ψ−1
β∼= H̃s−1(Ds−1

β /∂Ds−1
β ) ,

where B∧β ⊂ B(s−1) is the complement of Ψβ(intDs−1
β ).
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We must identify the corresponding composite

Hs+t((D
s
α, ∂D

s
α)× Fbα)

Φiα−→ Hs+t(Es, Es−1)

∂−→ H̃s+t−1(Es−1)
q−→ H̃s+t−1(Es−1/Es−2)

pβΨ−1

−→ H̃s−1(Ds−1
β /∂Ds−1

β ∧ Fbβ+) ,

where now

Φ:
⊕

α

Hs+t((D
s
α, ∂D

s
α)× Fbα)

∼=−→ Hs+t(Es, Es−1)

Ψ:
⊕

β

H̃s+t−1(Ds−1
β /∂Ds−1

β ∧ Fbβ+)
∼=−→ H̃s+t−1(Es−1/Es−2) .

This can also be factored as

Hs+t((D
s
α, ∂D

s
α)× Fbα)

∂−→ H̃s+t−1(∂Ds
α × Fbα)

φα−→ H̃s+t−1(Es−1)
q−→ H̃s+t−1(Es−1/E

∧
β )

Ψ−1
β∼= H̃s+t−1(Ds−1

β /∂Ds−1
β ∧ Fbβ+) ,

where E∧β = p−1(B∧β ) ⊂ Es−1. It thus suffices to verify that the following diagram
commutes

H̃s−1(∂Ds
α)⊗Ht(Fbα)

Ψ−1
β qφα⊗e

//

×
��

H̃s−1(Ds−1
β /∂Ds−1

β )⊗Ht(Fbβ )

× ∼=
��

H̃s+t−1(∂Ds
α × Fbα)

Ψ−1
β qφα

// H̃s+t−1(Ds−1
β /∂Ds−1

β ∧ Fbβ+) .

For this, which takes some effort, we refer to [Whi78, §XIII.5]. �

Theorem 4.2.5. The Serre spectral sequence

Ers,t(p) =⇒s Hs+t(E)

for F → E
p→ B has E2-term

E2
s,t(p)

∼= Hs(B; Ht(F )) .

If B is 1-connected, this simplifies to

E2
s,t(p)

∼= Hs(B;Ht(F )) .

Proof. This follows from (E1
∗,∗, d

1) ∼= (CCW∗ (B; H∗(F )), ∂) by passage to ho-
mology. �

Remark 4.2.6. In the context of the Serre spectral sequence, the filtration
degree s and complementary degree t are also referred to as the base degree and
fiber degree, respectively. This makes sense, since the E2-term in bidegree (s, t) is
given in terms ofHs(B), suitably interpreted, andHt(F ). The total degree s+t then
refers both to the total algebraic degree, and to the grading of the homology H∗(E)
of the total space.
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In view of the universal coefficient exact sequence

0→ Hs(B)⊗Ht(F ) −→ Hs(B;Ht(F )) −→ Tor(Hs−1(B), Ht(F ))→ 0

this achieves the aim of obtaining a spectral sequence that connects the ordinary
homology groups H∗(F ), H∗(E) and H∗(B) in one whole.

Remark 4.2.7. There are also relative versions of the Serre spectral sequence.
If A ⊂ B is a subcomplex, then we can filter E by p−1(A ∪ B(s)) and obtain a
spectral sequence

E2
s,t = Hs(B,A; Ht(F )) =⇒s Hs+t(E,EA)

where EA = p−1(A). If p′ : E′ ⊂ E → B is a subfibration with fibers F ′, then we
can filter (E,E′) by (p−1(B(s)), (p′)−1(B(s))) and obtain a spectral sequence

E2
s,t = Hs(B; Ht(F, F

′)) =⇒s Hs+t(E,E
′) .

When (EA, E
′) is an excisive pair we can combine the previous two cases, as in

E2
s,t = Hs(B,A; Ht(F, F

′)) =⇒s Hs+t(E,EA ∪ E′) ,

where EA ∩ E′ = E′A = (p′)−1(A).

((ETC: Relax the condition that B be a CW complex, by comparison with a
CW approximation.))

4.3. The Wang and Gysin sequences

Hsien-Chung Wang [Wan49] studied fiber bundles with base space a sphere,
obtaining a long exact sequence as in the following theorem, which follows in greater
generality from the Serre spectral sequence.

Theorem 4.3.1. Let

F
i−→ E

p−→ B

be a (Hurewicz) fiber sequence, with B ' Su a 1-connected CW complex. There is
a long exact sequence

· · · → Hn−u+1(F )
∂−→ Hn(F )

i∗−→ Hn(E)
i!−→ Hn−u(F )

∂−→ Hn−1(F )→ . . .

Proof. Clearly u ≥ 2. By the universal coefficient theorem,

Hs(B;Ht(F )) ∼=

{
Ht(F ) for s ∈ {0, u},
0 otherwise.

This shows that the E2-term of the Serre spectral sequence for F → E → B is
concentrated in the two columns s = 0 and s = u. For degree reasons dr = 0 except
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for r = u, so E2 = Eu.

...
...

...

t+ u− 1 Ht+u−1(F ) 0 Ht+u−1(F )

du

kk

t Ht(F ) 0 Ht(F )

du
kk

...
...

...

du

kk

u− 1 Hu−1(F ) 0 Hu−1(F )

du

kk

0 H0(F ) 0 H0(F )

du
kk

t/s 0 . . . u

//

OO

At this stage we have differentials

duu,t : Ht(F ) ∼= Euu,t −→ Eu0,t+u−1
∼= Ht+u−1(F )

leading to an Eu+1-term with

Eu+1
s,t =





cok(duu,t−u+1) for s = 0,

ker(duu,t) for s = u,

0 otherwise.

Since dr = 0 for all r > u, the spectral sequence collapses at this term, so that
Eu+1
s,t = E∞s,t in all bidegrees. By the convergence of the spectral sequence, we have

isomorphisms

FsHn(E) ∼= E∞0,n
for 0 ≤ s < u, a short exact sequence

0→ Fu−1Hn(E) −→ FuHn(E) −→ E∞u,n−u → 0 ,

and identities

FsHn(E) = Hn(E)

for s ≥ u. In other words, we have a short exact sequence

0→ cok(duu,n−u+1)
i∗−→ Hn(E)

i!−→ ker(duu,n−u)→ 0 .

Writing out the definition of the cokernel and kernel gives the exact sequence

Hn−u+1(F )
du−→ Hn(F ) −→ Hn(E) −→ Hn−u(F )

du−→ Hn−1(F ) ,

as claimed. �

Remark 4.3.2. For B = Su, and more generally for fibrations over a suspension
B = ΣW , the Wang sequence can be established without spectral sequences, using
the Mayer–Vietoris sequence for the covering of E by p−1(C+W ) and p−1(C−W ),
where ΣW = C+W ∪W C−W is a union of two cones. See [Whi78, §VII.1].
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Several years earlier, Werner Gysin [Gys42] studied fiber bundles with fiber
a sphere, obtaining the equivalent of a long exact sequence as in the following
theorem. This also follows in greater generality from the Serre spectral sequence.
To avoid a discussion of local coefficients or orientability, we restrict to the case
where B is 1-connected.

Theorem 4.3.3. Let
F

i−→ E
p−→ B

be a (Hurewicz) fiber sequence, with H∗(F ) ∼= H∗(Sv) and B a 1-connected CW
complex. There is a long exact sequence

· · · → Hn+1(B)
∂−→ Hn−v(B)

p!−→ Hn(E)
p∗−→ Hn(B)

∂−→ Hn−v−1(B)→ . . .

((ETC: We call p! the Gysin homomorphism.))

Proof. We assume v ≥ 1. By the universal coefficient theorem

Hs(B;Ht(F )) ∼=

{
Hs(B) for t ∈ {0, v},
0 otherwise.

This shows that the E2-term of the Serre spectral sequence for F → E → B is
concentrated in the two rows t = 0 and t = v. For degree reasons dr = 0 except for
r = v + 1, so E2 = Ev+1.

v H0(B) Hs−v−1(B) Hs−v(B) . . . . . . . . .

0 0 0 0 0 0

0 H0(B) Hs−v−1(B) . . . Hv+1(B)

dv+1

jj

Hs(B)

dv+1

jj

Hs+1(B)

dv+1

jj

t/s 0 s− v − 1 . . . v + 1 s s+ 1

//

OO

At this stage we have differentials

dv+1
s,0 : Hs(B) ∼= Ev+1

s,0 −→ Ev+1
s−v−1,v

∼= Hs−v−1(B)

leading to an Ev+2-term with

Ev+2
s,t =





ker(dv+1
s,0 ) for t = 0,

cok(dv+1
s+v+1,0) for t = v,

0 otherwise.

Since dr = 0 for all r > v + 1, the spectral sequence collapses at this term, so that
Ev+2
s,t = E∞s,t in all bidegrees. By the convergence of the spectral sequence, we have

FsHn(E) = 0 for s < n− v, isomorphisms

FsHn(E) ∼= E∞n−v,v

for n− v ≤ s < n, and a short exact sequence

0→ Fn−1Hn(E) −→ Hn(E) −→ E∞n,0 → 0 .

In other words, we have a short exact sequence

0→ cok(dv+1
n+1,0)

p!−→ Hn(E)
p∗−→ ker(dv+1

n,0 )→ 0 .
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Writing out the definition of the cokernel and kernel gives the exact sequence

Hn+1(B)
∂−→ Hn−v(B)

p!−→ Hn(E)
p∗−→ Hn(B)

∂−→ Hn−v−1(B) ,

as claimed. �

Remark 4.3.4. The Gysin sequence can be established without spectral se-
quences, using the Thom isomorphism. Let

Mp = (I × E) ∪E B

be the mapping cylinder of p : E → B, so that p factors as the inclusion E ∼=
{1} × E ⊂Mp followed by the homotopy equivalence

q : Mp
'−→ B .

When E = S(ξ) is the unit sphere bundle in a Euclidean Rv+1-bundle E(ξ) → B,
the mapping cylinder can be identified with the unit disc bundle Mp ∼= D(ξ), so
that (Mp,E) ∼= (D(ξ), S(ξ)). When B is 1-connected (or the spherical fibration is
orientable) there is a Thom isomorphism

Φ: Hn(Mp,E)
∼=−→ Hn−v−1(B)

given by the cap product U ∩ (−) with a Thom class

U ∈ Hv+1(Mp,E) .

In the fiber bundle case, U is characterized by the property that for each b ∈ B the
restriction

i∗b : Hv+1(Mp,E) −→ Hv+1(CFb, Fb) ∼= H̃v(Fb) ∼= Z
maps U to a generator. Here Fb = p−1(b) is the fiber in E over b, and CFb ∼= q−1(b)
is the fiber in Mp, which is identified with the cone on Fp. In the Euclidean bundle
case, Fb ∼= Sv is the unit sphere and CFb ∼= Dv+1 is the unit disc in the fiber of
E(ξ) → B over b. Substituting H∗(Mp) ∼= H∗(B) and H∗(Mp,E) ∼= H∗−v−1(B)
in the long exact homology sequence

· · · → Hn+1(Mp) −→ Hn+1(Mp,E) −→ Hn(E) −→ Hn(Mp) −→ Hn(Mp,E)→ . . .

of the pair (Mp,E) then gives the Gysin sequence. See [MS74] or [Whi78, §VII.5].

The following examples show that Serre spectral sequences can sometimes be
used “in reverse” to calculate H∗(F ) when H∗(E) and H∗(B) are known, or to
calculate H∗(B) when H∗(F ) and H∗(E) are known. This is most feasible when
H∗(E) is as simple as possible, such as when E is contractible.

Definition 4.3.5. Let I = [0, 1]. The path–loop fibration of a based space (X,x0)
is the fiber sequence

ΩX
i−→ PX

p−→ X ,

where PX is the path space of based maps ξ : (I, 0)→ (X,x0) and p is the Hurewicz
fibration with p(ξ) = ξ(1). The fiber ΩX is the loop space of X.

Lemma 4.3.6. The path space PX is contractible.

Proof. We deform each path ξ : s 7→ ξ(s) to the constant path s 7→ x0 via the
paths s 7→ ξ(st) for 0 ≤ t ≤ 1. �
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Proposition 4.3.7. For u ≥ 2 and n ≥ 0 there are isomorphisms

Hn(ΩSu) ∼=

{
Z for n ≡ 0 mod u− 1,

0 otherwise.

Proof. Since H∗(PSu) = Z is concentrated in degree 0, the Wang sequence

· · · → Hn−u+1(ΩSu)
∂−→ Hn(ΩSu)

i∗−→ Hn(PSu) −→ Hn−u(ΩSu)→ . . .

breaks up into isomorphisms

Hn−u+1(ΩSu)
∼=−→ H̃n(ΩSu) .

Since Hn(ΩSu) is 0 for n < 0 and Z for n = 0, the proposition follows by induction
on n. The differential pattern in the two-column Serre spectral sequence is shown
below, with H∗(Su) on the s-axis and H∗(ΩSu) on the t-axis.

. . . . . . . . . . . .

3(u− 1) Z 0 0 . . .

0 0 0 0

2(u− 1) Z 0 0 Z
du

hh

0 0 0 0

u− 1 Z 0 0 Z
du

hh

0 0 0 0

0 Z 0 0 Z
du

ii

t/s 0 u

//

OO

�

Remark 4.3.8. More precise work shows that ΩSu is equivalent to the James
construction J(Su−1), see [Hat02, §3.2, §4.J]. The loop composition induces a
Pontryagin product in H∗(ΩSu), and

H∗(ΩS
u) ∼= Z[ξ]

is the polynomial algebra on ξ, with |ξ| = u − 1. In other words, ξk generates
Hk(u−1)(ΩS

u) for each k ≥ 0, and the remaining homology groups are trivial.
Suppose that u is odd. Then it follows by dualization that the cup product in
cohomology satisfies

H∗(ΩSu) ∼= Γ(x)

with |x| = u− 1 even. Here

Γ(x) = Z{γk(x) | k ≥ 0}
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is the divided power algebra on x, with the multiplication

γi(x) · γj(x) = (i, j)γi+j(x)

where (i, j) = (i + j)!/i!j! denotes the binomial coefficient. Moreover, γ0(x) = 1,
γ1(x) = x and |γk(x)| = k|x|. The terminology comes from the algebra embedding

Γ(x) ⊂ Q[x]

sending γk(x) to the divided k-th power xk/k!.

Remark 4.3.9. The quasi-inverse process to looping a space, X 7→ ΩX, is
called delooping. Not every space admits a delooping, and some spaces admit
multiple inequivalent deloopings, but for (almost all) topological groups G there is
a well-defined space BG with a homotopy equivalence G ' ΩBG. This delooping
BG of G is called its classifying space.

Definition 4.3.10. Let G be a topological group. A map p : P → B is a
principal G-bundle if G acts from the right on P and B admits a cover by open
subsets U such that there are G-equivariant homeomorphisms U × G ∼= p−1(U)
that commute with the projections to U . In particular G acts freely on P , and
P/G ∼= B. A principal G-bundle p : EG → BG is universal if EG is contractible.
In this case the base space BG is called a classifying space for G.

A universal G-bundle classifies principal G-bundles in the following sense.
((ETC: Reference to Steenrod’s book [Ste51]? Is Dold’s numerability needed for a
good universal property?))

Proposition 4.3.11. Let p : EG → BG be a universal G-bundle, and let
p : P → B be a principal G-bundle with B a CW complex. Then there exists a

map f : B → BG and a G-map f̂ : P → EG such that the square

P
f̂
//

p

��

EG

p

��

B
f
// BG

commutes, and any two such pairs (f, f̂) are homotopic. Pullback along f defines
a bijection

f∗ : [B,BG]
∼=−→ BunG(B)

between the homotopy classes of maps f : B → BG and the isomorphism classes of
principal G-bundles p : P → B.

Example 4.3.12. Let G = U(1) = S(C) be the circle group, viewed as the
complex numbers of unit length. It acts freely on EG = S∞ = S(C∞), viewed
as the unit sphere in C∞, and the orbit space BG = EG/G ∼= CP∞ is infinite
complex projective space. The fiber bundle

S1 −→ S∞
p−→ CP∞

is, in particular, a (Hurewicz) fibration. As is well known, the homology ofH∗(CP∞)
is easily read off from a minimal cell structure on CP∞, but the following proposi-
tion shows how this can be deduced from the Gysin sequence.



68 4. THE SERRE SPECTRAL SEQUENCE

Proposition 4.3.13. For n ≥ 0 there are isomorphisms

Hn(CP∞) ∼=

{
Z for n ≡ 0 mod 2,

0 otherwise.

Proof. Since H∗(S∞) = Z is concentrated in degree 0, the Gysin sequence

· · · → Hn−1(CP∞) −→ Hn(S∞)
p∗−→ Hn(CP∞)

∂−→ Hn−2(CP∞)→ . . .

breaks up into isomorphisms

H̃n(CP∞)
∼=−→ Hn−2(CP∞) .

Since Hn(CP∞) is 0 for n < 0 and Z for n = 0, the proposition follows by induction
on n. The differential pattern in the two-row Serre spectral sequence is shown below,
with H∗(S1) on the t-axis and H∗(CP∞) on the s-axis.

1 Z 0 Z 0 Z 0 . . .

0 Z 0 Z
d2

ii

0 Z
d2

ii

0 . . .

d2

jj

t/s 0 1 2 3 4 5 . . .

//

OO

�

Remark 4.3.14. For compact Lie groupsG, a universalG-bundle p : EG→ BG
can be constructed geometrically using Stiefel manifolds. Milnor [Mil56] gave a
construction of a universal G-bundle for general topological groups G, subject to
some point-set topological restrictions. Building on work of James Milgram [Mil67]
and Norman Steenrod [Ste67], [Ste68], Michael McCord gave the following func-
torial construction, which we will also make use of in our discussion of orthogonal
Eilenberg–MacLane spectra.

Definition 4.3.15 ([McC69, §5]). For a monoid G and a pointed set (X,x0)
let B(G,X) be the set of functions u : X → G with u(x0) = e and u(x) 6= e only
for finitely many points x ∈ X. We view u as a finite set of points in X with labels
in G. For each n ≥ 0 let Bn(G,X) ⊂ B(G,X) be the subset consisting of the u
such that u(x) 6= e for at most n points x ∈ X.

Definition 4.3.16 ([McC69, Def. 9.5]). Let G be a topological monoid, and
consider I = [0, 1] based at 0. Let ∆n ⊂ In be the set of n-tuples 0 ≤ t1 ≤ t2 ≤
· · · ≤ tn ≤ 1, and let the surjection

νn : ∆n ×Gn −→ Bn(G, I)

send (t1, . . . , tn, g1, . . . , gn) to the function u : I → G given by u(t) = ga · · · gb if
ta−1 < ta = t = tb < tb+1. Give Bn(G, I) the quotient topology from ∆n×Gn, and
give B(G, I) the weak (= colimit) topology from the Bn(G, I).

Let q : I → I/{0, 1} ∼= S1 be the quotient map, and give B(G,S1) the quotient
topology induced by the map

p = B(G, q) : B(G, I) −→ B(G,S1) .

((ETC: Compare this with the geometric realization of the simplicial bar con-
struction.))



4.4. EDGE HOMOMORPHISMS AND THE TRANSGRESSION 69

Theorem 4.3.17 ([McC69, Thm. 9.17]). Let G be a topological group, such
that the inclusion {e} ⊂ G is a (Hurewicz) cofibration. Then

p : EG = B(G, I) −→ B(G,S1) = BG

is a universal G-bundle.

Definition 4.3.18. Let G be a topological group with classifying space BG,
and let A be an abelian group. A class c ∈ Hi(BG;A) is called a characteristic
class for principal G-bundles. To each principal G-bundle p : P → B classified by
a map f : B → BG we associate the cohomology class

c(p : P → B) = c(f) = f∗(c) ∈ Hi(B;A) ,

which varies naturally with p : P → B under pullback.

Remark 4.3.19. The standard reference for characteristic classes is the book by
Milnor and Stasheff [MS74]. The key examples are the Euler class e ∈ Hk(BSO(k)),
the Stiefel–Whitney classes wi ∈ Hi(BO;F2), the Chern classes ci ∈ H2i(BU), and
the Pontryagin classes pi ∈ H4i(BO). Here O =

⋃
k O(k) and U =

⋃
k U(k) are

the infinite orthogonal and unitary groups, respectively. These define natural co-
homology classes e ∈ Hk(B) for each oriented Rk-bundle E → B, wi ∈ Hi(B;F2)
and pi ∈ H4i(B) for each Rk-bundle E → B, and ci ∈ H2i(B) for each Ck-bundle
E → B. The latter three are stable, i.e., do not change if we add a trivial bundle
to E.

Remark 4.3.20. The abelian groups

Hgp
s (G) = Hs(BG)

Hs
gp(G) = Hs(BG)

only depend on the topological group G, and are known as the s-th group homology
and group cohomology of G, respectively. When G is discrete, these admit the
algebraic descriptions

Hgp
s (G) ∼= TorZ[G]

s (Z,Z)

Hs
gp(G) ∼= ExtsZ[G](Z,Z) ,

where Z[G] denotes the integral group ring of G.

4.4. Edge homomorphisms and the transgression

We continue in the situation

F
i−→ E

p−→ B

with p a Hurewicz fibration, B a 0-reduced CW complex based at the 0-cell b0,
and F = p−1(b0) the fiber above that point. The inclusion i of the fiber and
the projection p to the base induce homomorphisms i∗ : H∗(F ) → H∗(E) and
p∗ : H∗(E) → H∗(B), called the edge homomorphisms of the Serre spectral se-
quence. They can be factored through the components of the E∞-term that lie on
the vertical and horizontal edges, respectively, of the first quadrant.

Proposition 4.4.1. The edge homomorphism i∗ : Hn(F )→ Hn(E) factors as
the surjection

Hn(F ) ∼= E1
0,n

// // E∞0,n
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followed by the inclusion

E∞0,n ∼= F0Hn(E) // // Hn(E) .

Proof. We have F = E0, since B is 0-reduced, so i∗ factors as the canonical
surjection Hn(F ) → F0Hn(E) followed by the inclusion F0Hn(E) ⊂ Hn(E). The
first isomorphism follows from Hn(F ) = Hn(E0) ∼= CCW0 (B; Hn(F )) = E1

0,n. By
convergence, the second isomorphism follows from E∞0,n ∼= F0Hn(E)/F−1Hn(E),
since F−1Hn(E) is trivial. �

n Hn(F ) E1
1,n

d1oo

n− 1 . . . E2
2,n−1

d2

kk

. . .

0 . . . En+1
n+1,0

dn+1

ii

t/s 0 1 2 n+ 1

//

OO

((ETC: Strictly speaking, d2 and the later differentials land in quotient groups of
E1

0,n = Hn(F ).))

Remark 4.4.2. Every differential dr0,n lands in a trival group, so E1
0,n con-

sists of infinite cycles. However, there may be differentials drr,n−r+1 landing in
bidegree (0, n), for 1 ≤ r ≤ n+ 1, and their cokernels give a sequence of surjections

E1
0,n

// // E2
0,n

// // . . . // // En+1
0,n

// // En+2
0,n = E∞0,n .

If B is 1-connected, then E1
1,n = 0, the first surjection above is the identity, and

Hn(F ) ∼= E2
0,n.

Suppose hereafter that F is 0-connected.

Proposition 4.4.3. The edge homomorphism p∗ : Hn(E)→ Hn(B) factors as
the surjection

Hn(E) // // E∞n,0

followed by the inclusion

E∞n,0 // // E2
n,0
∼= Hn(B) .

Proof. The surjection

Hn(E) = FnHn(E) // // FnHn(E)/Fn−1Hn(E) ∼= E∞n,0

is given by convergence. For r ≥ 2, every dr-differential landing in bidegree (n, 0)
comes from a trivial group, hence is zero. However, there may be nonzero differen-
tials drn,0 for 2 ≤ r ≤ n, and their kernels give a sequence of inclusions

E∞n,0 = En+1
n,0 ⊂ Enn,0 ⊂ · · · ⊂ E2

n,0 .



4.4. EDGE HOMOMORPHISMS AND THE TRANSGRESSION 71

Since F is 0-connected, the coefficient system H0(F ) ∼= Z is constant, so E2
n,0 =

Hn(B; H0(F )) ∼= Hn(B).
To see that the composite Hn(E) → E∞n,0 → Hn(B) equals p∗, use naturality

of Serre spectral sequences with respect to the map from p : E → B to 1: B → B.
((ETC: More detail?)) �

n− 1 En0,n−1

1 E2
n−2,1

0 . . . . . . . . . . . . Hn(B)
d2

jj

dn

ii

t/s 0 n− 2 n

//

OO

((ETC: Strictly speaking, d3 and later differentials are defined on subgroups of
E2
n,0
∼= Hn(B).))

These results, and the following definition, were discussed in [Ser51, §II.7].

Definition 4.4.4. Let q : (E,F ) → (B, b0) denote the map of pairs induced
by p, and suppose n ≥ 1. The additive relation

∂q−1
∗ : Hn(B, b0)

q∗←− Hn(E,F )
∂−→ Hn−1(F ) ,

sending x = q∗(y) to the class of ∂(y), defines a homomorphism

τn : im(q∗) −→ Hn−1(F )/∂ ker(q∗)

called the homology transgression. The elements of im(q∗), on which τn are defined,
are said to be transgressive.

Proposition 4.4.5. The transgression τn corresponds to the differential

dnn,0 : Enn,0 −→ En0,n−1

under isomorphisms Enn,0
∼= im(q∗) and En0,n−1

∼= Hn−1(F )/∂ ker(q∗).

Proof. A relative version of Proposion 4.4.3 factors q∗ : Hn(E,F )→ Hn(B, b0)
as a surjection Hn(E,F ) → Enn,0 followed by an inclusion Enn,0 ⊂ Hn(B, b0). This
gives the isomorphism im(q∗) ∼= Enn,0, and shows that ker(q∗) = ker(Hn(E,F ) →
Hn(E,En−1)) = im(Hn(En−1, F ) → Hn(E,F )). Hence ∂ ker(q∗) is the image of
∂ : Hn(En−1, F )→ Hn−1(F ), and Hn−1(F )/∂ ker(q∗) is the coimage of Hn−1(F )→
Hn−1(En−1).
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Consider the following commutative diagram.

Hn(En, F )
i∗ //

����

Hn(E,F )
∂ //

����

Hn−1(F )

����

Znn,0 // //

��

��

Enn,0
dnn,0

//

��

��

En0,n−1
��

��

Hn(En, En−1)
i∗ // Hn(E,En−1)

∂ // Hn−1(En−1)

The inclusion F = E0 ⊂ En−1 induces the map from the first to the third row, and
the second row consists of the images of this vertical map. On the left hand side
this follows by rewriting the definition of Znn,0 = ∂−1 im(Hn−1(F )→ Hn−1(En−1))
as ker(Hn(En, En−1) → Hn−1(En−1, F )) = im(Hn(En, F ) → Hn(En, En−1)). For
the middle and right hand sides it follows by consideration of the relative fibration
q : (E,F ) → (B, b0) and the restricted fibration En−1 → B(n−1), respectively. Di-
agram chases then confirm that Znn,0 → Enn,0 is the canonical surjection, and that
the induced homomorphism Enn,0 → En0,n−1 equals the dn-differential. �

We can now deduce Serre’s (finite length) exact homology sequence for a fibra-
tion. To avoid a discussion of local coefficients or orientability, we restrict to the
case where B is 1-connected.

Theorem 4.4.6 ([Ser51, Prop. III.5]). Let F → E → B be a Hurewicz fibra-
tion, with B a 1-connected CW complex and F a 0-connected space. Suppose that
Hs(B) = 0 for 0 < s < u and that Ht(F ) = 0 for 0 < t < v. Then there is an exact
sequence

Hu+v−1(F )
i∗−→ Hu+v−1(E)

p∗−→ Hu+v−1(B)
τu+v−1−→ . . .

. . .
τn+1−→ Hn(F )

i∗−→ Hn(E)
p∗−→ Hn(B)

τn−→ Hn−1(F )
i∗−→ . . .

. . .
p∗−→ H2(B)

τ2−→ H1(F )
i∗−→ H1(E)→ 0 .

Proof. By hypothesis, and the universal coefficient theorem, the Serre spec-
tral sequence

E2
s,t = Hs(B;Ht(F )) =⇒s Hs+t(E)
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is concentrated in the region where s ∈ {0, u, u+ 1, . . . } and t ∈ {0, v, v + 1, . . . }.

u+ v − 1 Hu+v−1(F ) 0 0 . . . . . .

n− 1 Hn−1(F ) 0 0 . . . . . .

v Hv(F ) 0 0 Hu(B;Hv(F ))

duu,v

hh

. . .

0 0 0 0 0

0 Z 0 0 Hu(B) Hn(B)

τn

hh

t/s 0 u n

//

OO

Hence the only (nonzero) differentials originating in total degree n = s+ t < u+ v
are the transgressions τn : Hn(B) = Enn,0 → En0,n−1 = Hn−1(F ). The first possible
differential from total degree u+ v is duu,v : Euu,v → Eu0,u+v−1 = Hu+v−1(F ), where

Euu,v is a quotient of E2
u,v = Hu(B;Hv(F )). It follows that in total degrees s+ t <

u+ v the E∞-term is given by

E∞s,t =





Z for (s, t) = (0, 0),

ker(τn) for s = n ≥ 2 and t = 0,

cok(τn) for s = 0 and t = n− 1 ≥ 1,

0 otherwise.

In total degree 1 ≤ n ≤ u+ v − 1 we therefore have

F0Hn(E) = · · · = Fn−1Hn(E) = cok(τn+1)

and a short exact sequence

0→ Fn−1Hn(E) −→ Hn(E) −→ ker(τn)→ 0 .

This gives an exact sequence

Hn+1(B)
τn+1−→ Hn(F )

i∗−→ Hn(E)
p∗−→ Hn(B)

τn−→ Hn−1(F )

for each n ≤ u + v − 2. When n = u + v − 1 the target of τn+1 is a quotient of
Hn(F ), but i∗ nonetheless maps Hn(F ) onto its cokernel. Splicing these together
we obtain Serre’s exact sequence. �

Serre’s sequence agrees with the long exact homology sequence of the pair (E,F ),
in the stated range of degrees. The following reformulation is dual to a form of the
homotopy excision theorem cf. [Hat02, Prop. 4.28].

Proposition 4.4.7. Let F → E → B be a Hurewicz fibration, with B a 1-
connected CW complex and F a 0-connected space. Suppose that Hs(B) = 0 for
0 < s < u and that Ht(F ) = 0 for 0 < t < v. Then

q∗ : Hn(E,F ) −→ Hn(B, b0)

is an isomorphism for n ≤ u+ v − 1 and is surjective for n = u+ v.
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Proof. There is a relative Serre spectral sequence

E2
s,t = Hs(B, b0;Ht(F )) =⇒s Hs+t(E,F )

obtained by omitting the edge s = 0. The differential in lowest possible total degree
is

dv+1 : Ev+1
u+v+1,0 −→ Ev+1

u,v ,

so when n ≤ u+ v the edge homomorphism

q∗ : Hn(E,F ) −→ E∞n,0 = Hn(B)

is an isomorphism for n < u+ v and a surjection when n = u+ v. �

Corollary 4.4.8. If i∗ : Hn(F ) → Hn(E) is an isomorphism for n < k and
surjective for n = k, then Hs(B) = 0 for 0 < s ≤ k.

Proof. We apply the proposition with v = 1. By the long exact homology
sequence for (E,F ) we have Hn(E,F ) = 0 for n ≤ k. Hence, if Hs(B) = 0 for
0 < s < u then 0 = Hu(E,F ) ∼= Hu(B) as long as u ≤ k. By induction on u it
follows that Hs(B) = 0 for 0 < s ≤ k. �

We can also compare Serre’s sequence with the long exact homology sequence
of the pair (Mp,E), where Mp ' B is the mapping cylinder of p : E → B. See
Hall [Hal65] or Clapp [Cla81] for the fact that q : Mp→ B is a Hurewicz fibration.
((ETC: Maybe a relative kind of fibration is needed.))

Proposition 4.4.9. Let F → E → B be a Hurewicz fibration, with B a 1-
connected CW complex and F a 0-connected space. Suppose that Hs(B) = 0 for
0 < s < u and that Ht(F ) = 0 for 0 < t < v. Then

H̃n−1(F ) ∼= Hn(CF,F )
i∗−→ Hn(Mp,E)

is an isomorphism for n < u+ v and is surjective for n = u+ v.

Proof. There is a relative Serre spectral sequence

E2
s,t = Hs(B;Ht(CF,F )) =⇒s Hs+t(Mp,E)

obtained by omitting the edge t = 0 and increasing the fiber degrees by 1. The
differential in lowest possible total degree is

du : Euu,v+1 −→ Eu0,u+v ,

so when n ≤ u+ v the edge homomorphism

i : Hn(CF,F ) −→ E∞0,n ∼= Hn(Mp,E)

is an isomorphism for n < u+ v and a surjection for n = u+ v. �

Corollary 4.4.10. If p∗ : Hn(E)→ Hn(B) is an isomorphism for n < k and
surjective for n = k, then Ht(F ) = 0 for 0 < t < k.

Proof. We apply the proposition with u = 2. By the long exact homology
sequence for (Mp,E), and the equivalence Mp ' B, we have Hn(Mp,E) = 0
for n ≤ k. Hence, if Ht(F ) = 0 for 0 < t < v then Hv(F ) ∼= Hv+1(CF,F ) ∼=
Hv+1(Mp,E) vanishes as long as v + 1 ≤ k. By induction on v it follows that
Ht(F ) = 0 for 0 < t < k. �



4.5. THEOREMS OF HUREWICZ AND FREUDENTHAL 75

4.5. Theorems of Hurewicz and Freudenthal

We can deduce absolute and relative Hurewicz theorems, as well as Freuden-
thal’s suspension theorem, from Serre’s exact sequence. Spectral sequences thus
give an alternative approach to these results, as opposed to the homotopy exci-
sion theorem with its geometric proof, which was used to deduce these results
in [Hat02, §4.2].

Definition 4.5.1. Let sn ∈ H̃n(Sn) be a chosen generator, and let X be any
based space. The (absolute) Hurewicz homomorphism

hn : πn(X) −→ H̃n(X)

is given by

[f ] 7−→ f∗(sn) .

The elements in the image of hn are said to be spherical.
Let dn+1 ∈ Hn+1(Dn+1, Sn) be a chosen generator, and let (X,A) be any pair

of based spaces. The relative Hurewicz homomorphism

hn+1 : πn+1(X,A) −→ Hn+1(X,A)

is given by

[f ] 7−→ f∗(dn+1) .

Remark 4.5.2. With a specified suspension isomorphism

σ : H̃n(X) ∼= H̃n+1(ΣX)

we can demand that Sn+1 = ΣSn and σ(sn) = sn+1. Then hn and hn+1 are com-
patible with Freudenthal’s suspension E : πn(X)→ πn+1(ΣX) and the isomorphism
above. We can also demand that

∂ : Hn+1(Dn+1, Sn) −→ H̃n(Sn)

maps dn+1 to sn, in which case the relative hn+1 and the absolute hn are compatible
with the connecting homomorphisms ∂ : πn+1(X,A)→ πn(A) and ∂ : Hn+1(X,A)→
H̃n(A).

First, we have the absolute Hurewicz theorem for 1-connected CW complexes.
We refer to [Hat02, Thm. 4.32] for a Hurewicz theorem for general spaces.

Theorem 4.5.3. Let X be an (n−1)-connected CW complex, with n ≥ 2. Then

hn : πn(X)
∼=−→ Hn(X)

is an isomorphism.

Proof. We prove this by induction on n. By a theorem of Milnor [Mil59,
Cor. 3], ΩX has the homotopy type of a (n−2)-connected CW complex, so we may
inductively assume that hn−1 : πn−1(ΩX) → Hn−1(ΩX) is an isomorphism. To
start the induction, for n = 2, we appeal to Poincaré’s result [Hat02, Thm. 2A.1]
that h1 : π1(ΩX)→ H1(ΩX) is an isomorphism, where π1(ΩX) = π2(X) is already
abelian.

Consider the homotopy fiber sequence

ΩX −→ PX −→ X
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and the associated commutative diagram

πn−1(ΩX)

hn−1

��

πn(PX,ΩX)
∂
∼=

oo
q∗

∼=
//

��

πn(X)

hn

��

Hn−1(ΩX) Hn(PX,ΩX)
∂
∼=
oo

q∗ // Hn(X) .

The isomorphisms in the upper row follow from the long exact homotopy sequences
of a pair and of a fibration, together with the fact that PX is contractible. The
isomorphism in the lower row follows from the long exact homology sequence of the
pair (PX,ΩX), and the fact just mentioned. By our inductive hypothesis, the left
hand homomorphism hn−1 is an isomorphism.

. . . 0 0 . . . . . .

n− 1 Hn−1(ΩX) 0 0 Hn(X;Hn−1(ΩX)) . . .

0 0 0 0 0

0 Z 0 0 Hn(X)

dn

ii

. . .

t/s 0 n

//

OO

By the Serre spectral sequence, or the exact sequence deduced from it, the homo-
morphism q∗ : Hn(PX,ΩX)→ Hn(X) is an isomorphism, since n ≤ n+ (n−1)−1
for n ≥ 2. Hence hn : πn(X)→ Hn(X) is an isomorphism. �

Corollary 4.5.4. If X is a 1-connected CW complex with Hm(X) = 0 for
0 < m < n then X is (n− 1)-connected.

Proof. For m < n, suppose we have proved that X is (m−1)-connected. Then
hm : πm(X) → Hm(X) is an isomorphism, so the assumption that Hm(X) = 0
implies that πm(X) = 0. Hence X is m-connected. Continue inductively, until
m = n− 1. �

Second, we have a relative Hurewicz theorem for maps of 1-connected CW
complexes. We refer to [Hat02, Thm. 4.37] for a relative Hurewicz theorem for
0-connected spaces.

Definition 4.5.5. A map f : X → Y of 0-connected spaces is n-connected
if f∗ : πm(X) → πm(Y ) is an isomorphism for m < n and surjective for m =
n. Replacing f by the inclusion X ⊂ Mf into the mapping cylinder of f , and
considering the long exact homotopy sequence

· · · → πm(X) −→ πm(Mf) −→ πm(Mf,X)
∂−→ πm−1(X)→ . . .

of the pair (Mf,X), we see that f is n-connected if and only if πm(Mf,X) = 0 for
each m ≤ n.
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Definition 4.5.6. For any map f : X → Y let p : Ef = X ×Y Y I → Y be
the associated path space fibration. There is a homotopy equivalence X → Ef ,
compatible with the two maps to Y . The fiber p−1(y0) = Ff = X ×Y PY of this
fibration is the homotopy fiber of f at y0 ∈ Y . The Serre spectral sequence

E2
s,t = Hs(Y ;Ht(Ff)) =⇒s Hs+t(Ef)

for

Ff −→ Ef
p−→ Y

can be rewritten in the form

E2
s,t = Hs(Y ;Ht(Ff)) =⇒s Hs+t(X) ,

in which case we think of it as being associated to the homotopy fiber sequence

Ff −→ X
f−→ Y .

Milnor [Mil59, Thm. 3] proved that if X and Y are homotopy equivalent to CW
complexes, then so is Ff .

Theorem 4.5.7. Let f : X → Y be a map of 1-connected CW complexes, and
suppose that πm(Mf,X) = 0 for m ≤ n, where Mf ' Y is the mapping cylinder
of f . Then

hn+1 : πn+1(Mf,X)
∼=−→ Hn+1(Mf,X)

is an isomorphism.

Proof. There is only something to prove for n ≥ 1. Using a path space
fibration we may replace f : X → Y with a homotopy equivalent Hurewicz fibration
p : E → B, with B a CW complex. Its fiber F = p−1(b0) is then the homotopy
fiber of f , and πm(Mp,E) = 0 for m ≤ n. In the commutative diagram

πn(F )

hn ∼=
��

πn+1(CF,F )
∂
∼=

oo
i∗
∼=
//

hn+1

��

πn+1(Mp,E)

hn+1

��

Hn(F ) Hn+1(CF,F )
∂
∼=
oo

i∗
∼=
// Hn+1(Mp,E)

the upper row consists of isomorphisms, because F is equivalent to the homotopy
fiber of the inclusion E ⊂ Mp. Likewise, πm−1(F ) ∼= πm(Mp,E) = 0 for m ≤ n,
so F is (n − 1)-connected. If n = 1, then π1(F ) is a quotient of π2(B), since
π1(E) = 0, so π1(F ) is abelian. The absolute Hurewicz theorem for F thus tells us
that the left hand hn is an isomorphism. The lower row consists of isomorphisms
by Proposition 4.4.9, applied to F → E → B with u = 2 and v = n. Hence the
right hand hn+1 is an isomorphism. �

Corollary 4.5.8. Let f : X → Y be a map of 1-connected CW complexes, and
suppose that f∗ : Hm(X)→ Hm(Y ) is an isomorphism for m < n and surjective for
m = n. Then f∗ : πm(X) → πm(Y ) is an isomorphism for m < n and surjective
for m = n.

Proof. An equivalent statement is the following: Let f : X → Y be a map of
1-connected CW complexes, and suppose that Hm(Mf,X) = 0 for m ≤ n. Then
πm(Mf,X) = 0 for m ≤ n.
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For m ≤ n, suppose we have proved that f is (m − 1)-connected. Then
hm : πm(Mf,X) → Hm(Mf,X) is an isomorphism by Theorem 4.5.7, so the as-
sumption that Hm(Mf,X) = 0 implies that πm(Mf,X) = 0. Hence f is m-
connected. Continue inductively, until m = n. �

Third, we turn to Freudenthal’s suspension homomorphism

E : πn(X) −→ πn+1(ΣX) .

Definition 4.5.9. We define the cone and suspension of a based space X to
be CX = I ∧X and ΣX = S1 ∧X ∼= CX/X = I/∂I ∧X, respectively. We write
[t, x] for the image of (t, x) ∈ I×X under the quotent map to CX or CX/X ∼= ΣX.

Lemma 4.5.10. Let η : X → ΩΣX map x to the loop s 7→ [s, x], and let
η̄ : CX → PΣX map [t, x] to the path s 7→ [st, x]. Then the diagram

X //

η

��

CX //

η̄

��

ΣX

=

��

ΩΣX // PΣX
p
// ΣX

commutes.

Proof. Direct from the definitions. �

Proposition 4.5.11. Let X be a (k − 1)-connected CW complex. Then

η∗ : Hn(X)
∼=−→ Hn(ΩΣX)

is an isomorphism for n ≤ 2k − 1.

Proof. There is only something to prove for k ≥ 1. By the previous lemma
we have a commutative diagram

Hn(X)

η∗

��

Hn+1(CX,X)
∂
∼=

oo
∼= //

η̄∗

��

Hn+1(ΣX)

=

��

Hn(ΩΣX) Hn+1(PΣX,ΩΣX)
∂
∼=
oo

q∗ // Hn+1(ΣX) .

Note that ΣX is k-connected and ΩΣX is (k− 1)-connected, so q∗ in the lower row
is an isomorphism for n+ 1 ≤ 2k by Proposition 4.4.7. �

This gives a proof of Freudenthal’s suspension theorem, cf. [Hat02, Cor. 4.24].

Theorem 4.5.12. Let X be a (k − 1)-connected CW complex. Then η : X →
ΩΣX is (2k − 1)-connected, meaning that

η∗ : πn(X) −→ πn(ΩΣX)

and

E : πn(X) −→ πn+1(ΣX)

are isomorphisms for n < 2k − 1 and surjective for n = 2k − 1.
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Proof. When k = 1 we use that X and ΩΣX are 0-connected, so that in the
commutative diagram

π1(X)
η∗ //

h1

����

π1(ΩΣX)

h1
∼=
��

H1(X)
η∗

∼=
// H1(ΩΣX)

the vertical maps are the abelianization homomorphisms, which is surjective for X
and an isomorphism for ΩΣX, since π1(ΩΣX) ∼= π2(ΣX) is commutative. The
lower homomorphism η∗ is an isomorphism by the proposition above, hence the
upper homomorphism η∗ is surjective.

For k ≥ 2 we use that X is 1-connected to deduce that ΣX is 2-connected
and ΩΣX is 1-connected. Hence Corollary 4.5.8 and Proposition 4.5.11 imply that
η : X → ΩΣX is (2k−1)-connected. The suspension homomorphism E corresponds
to η∗ under the isomorphism πn+1(ΣX) ∼= πn(ΩΣX). �

4.6. Finite generation and finiteness

((ETC: Discuss some results from [Ser51, Ch. V].))

Definition 4.6.1. An abelian group G is finitely generated if there exists a
surjective homomorphism

Zk −→ G

for some finite k. In this case,

G ∼= Zr ⊕ Z/m1 ⊕ · · · ⊕ Z/ms

is isomorphic to a finite direct sum of cyclic groups, i.e., groups of the form Z or
Z/m, where m ≥ 2. Here r is the dimension of G ⊗ Q as a Q-vector space, which
we call the rank of the group G.

Definition 4.6.2. A space X has homology of finite type if each group Hn(X)
is finitely generated.

A 1-connected space X has homotopy of finite type if each homotopy group
πn(X) is finitely generated. In this case we also say that X has finite type.

((ETC: What should homotopy of finite type mean for spaces with nontrivial
fundamental group? With multiple path components?))

We will show that a 1-connected space has homology of finite type if and only
if it has (homotopy of) finite type. This applies, for instance, to X = Sn for n ≥ 2.
The following is a special case of [Whi78, Thm. XIII.7.11].

Theorem 4.6.3. Let F → E → B be a Hurewicz fibration, with B a 1-connected
CW complex and F a 0-connected space. If two of the following conditions hold,
then so does the third.

(1) Ht(F ) is finitely generated for each t.
(2) Hn(E) is finitely generated for each n.
(3) Hs(B) is finitely generated for each s.

Proof. There are three cases, which we treat in sequence.
(1) If F and B have homology of finite type, then each group

E2
s,n−s = Hs(B;Hn−s(F ))
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is finitely generated, by the universal coefficient theorem. Hence so is each subquo-
tient

E∞s,n−s ∼= FsHn(E)/Fs−1Hn(E) .

It follows by induction on s ≥ 0 that each FsHn(E) is finitely generated. When
s = n, this equals Hn(E).

(2) If F and E have homology of finite type, then we must show that B has
homology of finite type. Let n ≥ 2 and assume by induction that Hs(B) is finitely
generated for s < n. Then

E2
s,t = Hs(B;Ht(F ))

is finitely generated for each s < n and t, hence so is each subquotient Ers,t in this
region. Since Hn(E) is finitely generated, so is its quotient

E∞n,0 ∼= Hn(E)/Fn−1Hn(E) .

We prove by descending induction on r that Ern,0 is finitely generated. This is clear

for r = n + 1, since En+1
n,0 = E∞n,0. Suppose that Er+1

n,0 is finitely generated, where
r ≥ 2. We have an exact sequence

0→ Er+1
n,0 −→ Ern,0

drn,0−→ Ern−r,r−1 .

Here Ern−r,r−1 is one of the subquotients we have argued must be finitely gen-
erated, hence its subgroup im(drn,0) is also finitely generated. We have assumed

inductively that Er+1
n,0 is finitely generated, so this extension proves that Ern,0 is

finitely generated. Hence

E2
n,0 = Hn(B;H0(F )) ∼= Hn(B)

is finitely generated, as we wanted to prove.
(3) If E and B have homology of finite type, then we must prove that F has

homology of finite type. Let n ≥ 1 and assume by induction that Ht(F ) is finitely
generated for t < n. Then

E2
s,t = Hs(B;Ht(F ))

is finitely generated for each s and t < n, hence so is each subquotient Ers,t in this
region. Since Hn(E) is finitely generated, so is its subgroup

E∞0,n ∼= F0Hn(E) .

We prove by descending induction on r that Er0,n is finitely generated. This is clear

for r = n + 2, since En+2
0,n = E∞0,n. Suppose that Er+1

0,n is finitely generated, where
r ≥ 2. We have an exact sequence

Err,n−r+1

drr,n−r+1−→ Ern,0 −→ Er+1
n,0 → 0 .

Here Err,n−r+1 is one of the subquotients we have argued must be finitely generated,
hence its quotient group im(drr,n−r+1) must also be finitely generated. We have

assumed inductively that Er+1
n,0 is finitely generated, so this extension proves that

Ern,0 is finitely generated. Hence

E2
n,0 = H0(B;Hn(F )) ∼= Hn(F )

is finitely generated, as we wanted to prove. �
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Theorem 4.6.4. Let F → E → B be a Hurewicz fibration, with B a 1-connected
CW complex and F a 0-connected space. If two of the following conditions hold,
then so does the third.

(1) H̃t(F ) is finite for each t.

(2) H̃n(E) is finite for each n.

(3) H̃s(B) is finite for each s.

Sketch proof. In the proof of Theorem 4.6.3 replace “finitely generated” by
“finite”, making allowance for the fact that H0(X) = Z for each of the spaces in
question. �

((ETC: Serre classes.))

Definition 4.6.5. Let G be a discrete group, and n ≥ 0. An Eilenberg–
MacLane space of type (G,n) is a CW complex K(G,n) such that

πiK(G,n) ∼=

{
G for i = n,

0 otherwise.

When viewed as a discrete space, the group G is of type (G, 0).
Eilenberg–MacLane spaces of type (G, 1) can be constructed by giving a pre-

sentation of G in terms of generators and relations, and building a 0-reduced CW
complex X with one 1-cell for each generator and one 2-cell realizing each relation,
so that π1(X) ∼= G. One then attaches k-cells for k ≥ 3 to kill the higher homotopy
groups.

For n ≥ 2 and G abelian an Eilenberg–MacLane space of type (G,n) can be
constructed from a presentation of G by building an (n−1)-reduced CW complex X
with one n-cell for each generator and one (n + 1)-cell for each relation, so that
πn(X) ∼= Hn(X) ∼= G. One then attaches k-cells for k ≥ n + 2 to kill the higher
homotopy groups.

It follows by an obstruction theory argument that any two Eilenberg–MacLane
spaces of the same type (G,n) are homotopy equivalent, by a map that induces the
identity G = G on πn. Hence there is an equivalence

K(G,n− 1) ' ΩK(G,n)

whenever K(G,n) is defined, and there are homotopy fiber sequences

G −→ PK(G, 1)
p−→ K(G, 1)

for any group G, and

K(G,n− 1) −→ PK(G,n)
p−→ K(G,n)

for any abelian group G and n ≥ 1. In particular, for any universal G-bundle

G −→ EG
p−→ BG ' K(G, 1)

the classifying space BG is an Eilenberg–MacLane space of type (G, 1). As noted
in Remark 4.3.20, its (co-)homology groups are the group (co-)homology groups
of G, which admit a purely algebraic description in terms of Tor and Ext over the
ring Z[G].

Proposition 4.6.6. Let G be a finitely generated abelian group. Then each
homology group

Hi(BG) = Hi(K(G, 1))
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is finitely generated. If G is finite, then each reduced homology group H̃i(BG) is
finite.

Proof. We can write G as a finite product

G ∼= Z× · · · × Z× Cm1 × . . . Cms
of cyclic groups, and there is then a homotopy equivalence

BG ' BZ× · · · ×BZ×BCm1
× · · · ×BCms ,

since both sides are Eilenberg–MacLane spaces of type (G, 1). Here BZ ' S1 has
the homotopy type of the circle, and BCm ' S∞/Cm has the homotopy type of
an infinite lens space, i.e., the orbit space for the free action by Cm ⊂ U(1) on the
contractible space S∞ = S(C∞). Both S1 and S∞/Cm admit CW structures with
finitely many cells in each dimension, cf. [Hat02, Ex. 2.43], hence have homology
of finite type. More precisely,

Hi(S
1) ∼=

{
Z for i ∈ {0, 1},
0 otherwise,

and

Hi(BCm) ∼=





Z for i = 0,

Z/m for i ≥ 1 odd,

0 otherwise.

By the Künneth theorem (or Serre spectral sequence for the product fibration), it
follows that the finite product BG has homology of finite type. If G is finite, so
that r = 0, it also follows that the reduced homology groups of BG are finite. �

We can now prove two corollaries from [Ser51, §VI.2].

Proposition 4.6.7. Let G be a finitely generated abelian group, and let n ≥ 1.
Then each homology group

Hi(K(G,n))

is finitely generated.

Proof. This was proved in the previous proposition for n = 1. The cases n ≥ 2
follow by induction, by Theorem 4.6.3 applied to the homotopy fiber sequence

K(G,n− 1) −→ PK(G,n)
p−→ K(G,n) ,

where we know that F ' K(G,n − 1) and E = PK(G,n) ' ∗ have homology of
finite type, while B = K(G,n) is 1-connected. �

Proposition 4.6.8. Let G be a finite abelian group, and let n ≥ 1. Then each
reduced homology group

H̃i(K(G,n))

is finite.

Proof. In the previous proof, replace “finitely generated” by “finite” and
replace the reference to Theorem 4.6.3 with Theorem 4.6.4. �

Recall how Postnikov sections and Whitehead covers can be constructed by the
method of killing homotopy groups.



4.6. FINITE GENERATION AND FINITENESS 83

Lemma 4.6.9. Let X be a 0-connected CW complex, and let n ≥ 0. There is a
homotopy fiber sequence

τ>nX
i−→ X

p−→ τ≤nX

where
p∗ : πm(X) −→ πm(τ≤nX)

is an isomorphism for m ≤ n and πm(τ≤nX) = 0 for m > n. Equivalently,

i∗ : πm(τ>nX) −→ πm(X)

is an isomorphism for m > n and πm(τ>nX) = 0 for m ≤ n.

Proof. We inductively obtain τ≤nX from X by attaching (k + 1)-cells to kill
πk of the previous stage, for each k ≥ n+ 1. If X was (n− 1)-connected, the result
is a K(G,n) with G = πn(X). We let τ>nX be the homotopy fiber of the map
p : X → τ≤nX. �

Definition 4.6.10. We call τ≤nX = τ<n+1X the n-th Postnikov section of X,
and refer to τ>nX = τ≥n+1X as the n-connected cover of X.

Remark 4.6.11. There are equivalences

τ≤n(τ≥nX) ' K(πn(X), n) ' τ≥n(τ≤nX)

obtained by passing to the n-th Postnikov section and the (n− 1)-connected cover,
in either order.

Theorem 4.6.12. Let X be a 1-connected space. Then X has homology of finite
type if and only if it has (homotopy of) finite type.

Proof. We may assume that X is a CW complex, and prove the two implica-
tions in order.

(1) Suppose that X is 1-connected with homology of finite type. Let n ≥ 2
and suppose, by induction, that the (n − 1)-connected cover τ≥nX has homology
of finite type. Then

πn(X) ∼= πn(τ≥nX) ∼= Hn(τ≥nX)

is finitely generated, so K(πn(X), n) has homology of finite type. By Theorem 4.6.3
applied to the homotopy fiber sequence

τ>nX −→ τ≥nX −→ K(πn(X), n)

it follows that τ>nX has homology of finite type, completing the inductive step. In
the course of the proof, we also showed that πn(X) is finitely generated, for each
n ≥ 2, so X has (homotopy of) finite type.

(2) Suppose that X is 1-connected (with homotopy) of finite type. Let n ≥ 2
and consider the map p : X → τ≤nX to the n-th Postnikov section. It induces an
isomorphism on πm for m ≤ n, and a surjection for m = n + 1, hence is (n + 1)-
connected. By the relative Hurewicz theorem 4.5.7, it follows that p∗ : Hn(X) →
Hn(τ≤nX) is an isomorphism. It therefore suffices to prove that τ≤nX has homology
of finite type. This follows by a finite induction from Theorem 4.6.3 applied to the
homotopy fiber sequences

K(πm(X),m) −→ τ≤mX −→ τ<mX ,

since each space K(πm(X),m) has homology of finite type by Proposition 4.6.7. �

Corollary 4.6.13. Each group πi(S
n) is finitely generated.
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Theorem 4.6.14. Let X be a 1-connected space. Then H̃n(X) is finite for
each n if and only if πn(X) is finite for each n.

Proof. In the proof of Theorem 4.6.12, replace “finitely generated” by “finite”
and replace the reference to Theorem 4.6.3 with Theorem 4.6.4. �

Using the multiplicative structure in the cohomology Serre spectral sequence,
we will make the following calculation. See Corollary 6.6.3.

Theorem 4.6.15 (Serre). Let n ≥ 1 be odd. Then

Hi(K(Z, n);Q) ∼=

{
Q for i ∈ {0, n},
0 otherwise.

Granting this, we can make the following deductions.

Corollary 4.6.16. Let n ≥ 1 be odd, and let f : Sn → K(Z, n) represent a
generator of πnK(Z, n) ∼= Z. Then

(1) H0(K(Z, n)) ∼= Z.
(2) Hi(K(Z, n)) = 0 for 0 < i < n.
(3) f∗ : Hn(Sn)→ Hn(K(Z, n)) is an isomorphism.
(4) Hi(K(Z, n)) is finite for each i > n.

Proof. Cases (1), (2) and (3) follow from the Hurewicz theorem. Case (4)
follows from Theorems 4.6.12 and 4.6.15, since a finitely generated abelian group
of rank 0 is finite. �

Theorem 4.6.17 ([Ser51, Prop. V.3]). Let n ≥ 1 be odd. Then πi(S
n) is finite

for each i > n.

Proof. The case n = 1 is well known, so we assume n ≥ 3. Replace the map
f : Sn → K(Z, n) by an equivalent Hurewicz fibration p : E → B with fiber F .
There is then a homotopy fiber sequence

F −→ Sn
f−→ K(Z, n) ,

where F = τ>nS
n is the n-connected cover of Sn. In particular, H̃t(F ) = 0 for

t ≤ n.
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v Hv(F ) 0 0 . . . . . . . . . . . . . . .

. . . 0 0 . . . . . . . . . . . . . . .

n+ 1 . . . 0 0 . . .

ee

. . . . . . . . . . . .

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 Z 0 0 Z . . . . . . . . . . . .

cc

t/s 0 n

//

OO

We claim that Ht(F ) is finite for each t > n. If this is not the case, there is a
minimal v > n such that Hv(F ) is infinite. Consider the Serre spectral sequence

E2
s,t = Hs(K(Z, n);Ht(F )) =⇒s Hs+t(S

n)

with E2
0,v
∼= Hv(F ). By assumption, each group E2

s,t is finite for t < v, except when
(s, t) = (0, 0) or (n, 0). Each differential

drr,v−r+1 : Err,v−r+1 −→ Er0,v

therefore maps from a finite group. It follows by a finite induction that E∞0,v is
infinite. Since this group maps injectively to Hv(S

n) = 0, we have a contradiction.
By Theorem 4.6.14, it follows that πt(F ) is finite for each t > n. The conclusion

then follows from the isomorphisms πt(F ) ∼= πt(S
n), valid for this range of values

of t. �

Theorem 4.6.18 ([Ser51, Cor. V.2]). Let n ≥ 2 be even. Then πi(S
n) is finite

for each i > n, except for i = 2n− 1, and π2n−1(Sn) is the direct sum of Z and a
finite group.

In other words, π2n−1(Sn) is finitely generated of rank 1.

Proof. The Puppe sequence for f : Sn → K(Z, n) extends to the left, to define
a homotopy fiber sequence

K(Z, n− 1) −→ F −→ Sn ,

where F = τ>nS
n is the n-connected cover of Sn. The associated Serre spectral

sequence

E2
s,t = Hs(S

n;Ht(K(Z, n− 1))) =⇒s Hs+t(F )

is concentrated in the two columns s ∈ {0, n}. The entries with t ∈ {0, n − 1} are
isomorphic to Z, the entries with 0 < t < n − 1 are trivial, and the entries with
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t ≥ n are finite.

n . . . 0 0 . . . 0

n− 1 Z 0 0 Z 0

0 0 0 0 0

0 Z 0 0 Z

dn

dd

0

t/s 0 n

//

OO

Since the abutment is n-connected, the differential

dnn,0 : Hn(Sn) −→ Hn−1(K(Z, n− 1))

is an isomorphism. Hence the E∞-term is Z in bidegrees (0, 0) and (n, n−1), finite
in bidegrees (0, t) and (n, t) for t ≥ n, and trivial otherwise. It follows that Hi(F )
is finite for each i > n, except for i = 2n − 1, and H2n−1(F ) the direct sum of Z
and a finite group.

By the universal coefficient theorem, H2n−1(F ) is the direct sum of Z and a
finite group. Using the Eilenberg–MacLane representability theorem for cohomol-
ogy, see Theorem 7.1.2, there is a map f ′ : F −→ K(Z, 2n − 1) representing an
element of infinite order in H2n−1(F ), so that

f ′∗ : H2n−1(F ) −→ H2n−1(K(Z, 2n− 1)) ∼= Z

has finite kernel and cokernel. (We may arrange that the cokernel is trivial.) Note
that 2n− 1 is odd, so Corollary 4.6.16 applies to H∗(K(Z, 2n− 1)).

Let F ′ be the homotopy fiber of f ′, so that we have a homotopy fiber sequence

F ′ −→ F
f ′−→ K(Z, 2n− 1) .

Note that F ′ is at least n-connected.
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v Hv(F
′) 0 0 . . . . . . . . . . . . . . .

. . . 0 0 . . . . . . . . . . . . . . .

. . . 0 0 . . .

ff

. . . . . . . . . . . .

n+ 1 . . . 0 0 . . . . . .

ff

. . . . . . . . .

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 Z 0 0 Z . . . . . . . . . . . .

dd

t/s 0 2n− 1

//

OO

We claim that Ht(F
′) is finite for each t > n. If this is not the case, there is a

minimal v > n such that Hv(F
′) is infinite. Consider the Serre spectral sequence

E2
s,t = Hs(K(Z, 2n− 1);Ht(F

′)) =⇒s Hs+t(F )

with E2
0,v
∼= Hv(F

′). Each differential

drr,v−r+1 : Err,v−r+1 −→ Er0,v

maps from a finite group, except if v = 2n− 2 and r = 2n− 1. In the exceptional
case, the subgroup E∞2n−1,0 of E2

2n−1,0
∼= H2n−1(K(Z, 2n − 1)) equals the image

of the edge homomorphism f ′∗, which has finite index, so also d2n−1
2n−1,0 must have

finite image. It follows that the quotient E∞0,v of E2
0,v
∼= Hv(F

′) must be infinite.
Since E∞0,v is isomorphic to the image of Hv(F

′) → Hv(F ), which is contained in
the kernel of Hv(F )→ Hv(K(Z, 2n− 1)), this contradicts the calculation of H∗(F )
and the fact that f ′∗ has finite kernel.

By Theorem 4.6.14, it follows that πt(F
′) is finite for each t > n. This implies

that πt(F ) is finite for each t > n, except for t = 2n − 1, and that π2n−1(F )
is the direct sum of Z and a finite group. The conclusion then follows from the
isomorphism πt(F ) ∼= πt(S

n), valid for t > n. �





CHAPTER 5

Multiplicative Spectral Sequences

The cohomology groups of a space X come equipped with a cup product, de-
rived from the diagonal map ∆: X → X ×X, which make H∗(X) a graded com-
mutative ring. The corresponding “coring” structure in H∗(X) is less familiar, and
requires flatness hypotheses to be dealt with in purely algebraic terms. We will see
that some spectral sequences converging to H∗(X) respect the cup product struc-
ture in a suitable manner, and this turns out to be a powerful calculational tool.
In particular, this ring structure is what Leray referred to when calling the objects
he studied “anneau spectral”, or “spectral rings”.

Since the first examples of spectral sequences with multiplicative structure arise
from cohomology, we first discuss cohomologically graded spectral sequences. This
amounts to the usual convention of writing a graded abelian group G∗ as a cograded
abelian group G∗, where Gs = G−s. If (C∗, ∂) is a chain complex then (C∗, δ) is
the cochain complex with δ : Cs → Cs+1 given by ∂ : C−s → C−s−1. The r-th
term of a spectral sequence will therefore be written in cohomological notation as
Es,tr = Er−s,−t.

Thereafter we discuss pairings of spectral sequences, and ring spectral se-
quences. These can be seen to arise from pairings of exact couples, but a more
useful formalism is a richer structure called a Cartan–Eilenberg system. Each
Cartan–Eilenberg system gives rise to an exact couple and a spectral sequence,
and a pairing of Cartan–Eilenberg systems gives rise to a pairing of (exact couples
and) spectral sequences.

This applies, in particular, to the cohomological Serre spectral sequence of a
fibration F → E → B, and the resulting ring structure implies a close relationship
between the graded commutative cohomology rings H∗(F ), H∗(E) and H∗(B).
((ETC: Make applications.))

When we come to the Adams spectral sequence, we will also see that a pairing
of spectra gives rise to a pairing of Adams spectral sequences, so that for a ring
spectrum representing a multiplicative cohomology theory, the Adams spectral se-
quence can converge to the graded coefficient ring of that cohomology theory.

5.1. Cohomological grading

Definition 5.1.1. A cohomologically bigraded abelian group A∗,∗ is a doubly-
indexed sequence

A∗,∗ = (As,t)s,t

of abelian groups, where s, t ∈ Z. A morphism f : A∗,∗ → B∗,∗ of (cohomological)
bidegree (u, v) is a sequence of homomorphisms

fs,t : As,t −→ Bs+u,t+v .

A morphism d : E∗,∗ → E∗,∗ is a differential if dd = 0.

89
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Definition 5.1.2. Let p ∈ Z. A cohomological Ep-spectral sequence (Er, dr)r≥p
is a sequence of bigraded abelian groups Er = E∗,∗r and differentials

dr : E∗,∗r −→ E∗,∗r

of bidegree (r, 1− r), together with isomorphisms

H(Er, dr) ∼= Er+1

of bigraded abelian groups, for all r ≥ p.

• • • • •

t • Es,tr
dr

))

• • •

t− r + 1 • • • Es+r,t−r+1
r •

• • • • •

t/s s s+ r

//

OO

We call Er the Er-term and dr the dr-differential. In Es,tr we call s the filtration
degree, t the complementary degree and s + t the total degree. (We could say
“codegree”, but this gets cumbersome.) Note that

ds,tr : Es,tr −→ Es+r,t−r+1
r

increases the filtration degree by r and increases the total degree by 1. Hence

Hs,t(Er, dr) =
ker(ds,tr )

im(ds−r,t+r−1
r )

is the cohomology at the center of the diagram

Es−r,t+r−1
r

ds−r,t+r−1
r −→ Es,tr

ds,tr−→ Es+r,t−r+1
r .

Each homological spectral sequence (Er, dr)r≥p can be viewed as a cohomolog-
ical spectral sequence (Er, dr)r≥p with

Es,tr = Er−s,−t

and
ds,tr = dr−s,−t

for all r ≥ p and s, t ∈ Z. Note that the sign of r is not reversed. Conversely, each
cohomological spectral sequence can be viewed as a homological spectral sequence.

A morphism φ : E → ′E of cohomological Ep-spectral sequences is a sequence
of degree-preserving morphisms

φr : Er −→ ′Er

for each r ≥ p, such that φrdr = ′drφr, and such that the induced morphism
φ∗r : H(Er, dr)→ H(′Er, ′dr) corresponds to φr+1 : Er+1 → ′Er+1.
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Definition 5.1.3. A cohomological unrolled exact couple (A,E) = (As, Es)s
is a diagram of the form

. . . As−1oo

βs−1

��

As
αs−1
oo

βs

��

As+1αsoo

βs+1

��

As+2
αs+1

oo . . .oo

Es−1

γs−1

==

Es

γs

<<

Es+1 ,

γs+1

;;

in which each triangle forms a long exact sequence

· · · → As+1 αs−→ As
βs−→ Es

γs−→ As+1 → . . . .

Here each As and Es is a cohomologically graded abelian group, and αs, βs and γs
are graded morphisms of graded abelian groups.

((ETC: It might be better to write αs in place of αs, but we also want to write
αr−1 for the iterated map, which could then be confusing.))

Each (homological) exact couple (As, Es)s can be viewed as a cohomological
exact couple (As, Es)s with As = A−s and Es = E−s, and vice versa. The following
diagram sits inside the cohomological unrolled exact couple.

As−r+1 As
αr−1

oo

βs

��

As+1αsoo As+r
αr−1

oo

Es
γs

<<

Definition 5.1.4. For r ≥ 1 and s ∈ Z let

Zsr = γ−1
s im(αr−1 : As+r → As+1)

Bsr = βs ker(αr−1 : As → As+r−1)

be the r-th cocycle and coboundary groups in filtration s. Let Zs∞ =
⋂
r Z

s
r and

Bs∞ =
⋃
r B

s
r , and let

Esr = Zsr/B
s
r

for all 1 ≤ r ≤ ∞. There are inclusions

0 = Bs1 ⊂ · · · ⊂ Bsr ⊂ · · · ⊂ Bs∞ ⊂ ker(γs) ⊂ Zs∞ ⊂ · · · ⊂ Zsr ⊂ · · · ⊂ Zs1 = Es ,

a differential

dsr : Esr −→ Es+rr

[x] 7−→ [βs+r(y)]

where γs(x) = αr−1(y), and isomorphisms Hs(Er, dr) ∼= Esr+1. This defines the
spectral sequence associated to the exact couple.

Definition 5.1.5. We give

A−∞ = colim
s

As

the decreasing filtration

A−∞ ⊃ · · · ⊃ F sA−∞ ⊃ F s+1A−∞ ⊃ . . .
with

F sA−∞ = im(As −→ A−∞) .
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Definition 5.1.6. We say that the exact couple (As, Es)s is degreewise discrete
if each αs : As+1 → As preserves the total degree, and for each n there is an integer
b(n) such that (As)n = 0 for s > b(n). ((ETC: This is where “bounded below”
could get confusing.))

Proposition 5.1.7. (1) There is an injective homomorphism

ζ :
F sA−∞

F s+1A−∞
−→ Es∞ ,

which is an isomorphism if Zs∞ = ker(γs).
(2) If the exact couple is degreewise discrete, then ζ is an isomorphism and the

spectral sequence

Es,tr =⇒s (A−∞)s+t

converges.

Definition 5.1.8. A decreasing filtration of a cochain complex C∗ = (C∗, δ)
is a sequence of subcomplexes

C∗ ⊃ · · · ⊃ F sC∗ ⊃ F s+1C∗ ⊃ . . . .

We refer to the grading n of C∗ = (Cn)n and F sC∗ = (F sCn)n as the total degree,
and to s as the filtration degree. We set n = s + t, where t is the complementary
degree. For each s there is a short exact sequence of cochain complexes

0→ F s+1C∗ −→ F sC∗ −→ F sC∗

F s+1C∗
→ 0 .

We call (F sC∗/F s+1C∗)s = (F sCn/F s+1Cn)s,n the associated (bi-)graded abelian
group of the filtration. The filtration is exhaustive if

C∗ =
⋃

s

F sC∗ .

It is degreewise discrete if for each n there is a finite b = b(n) such that F b+1Cn = 0.

Definition 5.1.9. The exact couple associated to a filtered cochain complex
(F sC∗)s is the diagram

. . . H∗(F sC∗)oo

βs

��

H∗(F s+1C∗)
αsoo . . .oo

H∗(F sC∗/F s+1C∗)

γs

55

where

(As)∗ = H∗(F sC∗)

(Es)∗ = H∗(F sC∗/F s+1C∗) .

Here αs and βs preserve the total degree n, while γs increases it by 1. The bigrading
is given by

As,t = Hs+t(F sC∗)

Es,t = Hs+t(F sC∗/F s+1C∗) .
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The associated spectral sequence has

Es,t1 = Hs+t(F sC∗/F s+1C∗) ,

and

ds,t1 = βs+1γs : Es,t1 −→ Es+1,t
1

equals the connecting homomorphism in the long exact cohomology sequence asso-
ciated to the extension

0→ F s+1C∗/F s+2C∗ −→ F sC∗/F s+2C∗ −→ F sC∗/F s+1C∗ → 0

of cochain complexes.

Definition 5.1.10. Given a filtration (F sC∗)s of a cochain complex C∗ =
(C∗, δ), let

F sH∗(C∗) = im(H∗(F sC∗)→ H∗(C∗)) .

This defines a decreasing filtration

· · · ⊃ F sH∗(C∗) ⊃ F s+1H∗(C∗) ⊃ . . .

of the graded abelian group H∗(C∗).

Definition 5.1.11. Let (F sG∗)s be a decreasing filtration of a graded abelian
group G∗ = (Gn)n. Suppose that the filtration is exhaustive and degreewise dis-
crete. A cohomological spectral sequence (Er, dr)r≥p converges to G∗, written

Es,tr =⇒s G
s+t ,

if there are isomorphisms

Es,t∞ ∼=
F sGs+t

F s+1Gs+t

for all (s, t).

Proposition 5.1.12. If (F sC∗)s exhausts C∗ = (C∗, δ) and is degreewise dis-
crete, then the spectral sequence

Es,t1 = Hs+t(F sC∗/F s+1C∗) =⇒s H
s+t(C∗)

converges to H∗(C∗) with the decreasing filtration (F sH∗(C∗))s.

5.2. Cohomology of spaces

Given a sequence of spaces

Y −→ . . . −→ Ys−1
fs−→ Ys −→ . . . −→

it is a nontrivial hypothesis on the maps fs that the induced diagram

C∗(Y ) −→ . . . −→ C∗(Ys−1) −→ C∗(Ys) −→ . . . −→

consists of surjective homomorphisms. This would, however, suffice to ensure that
the dual diagram

C∗(Y ) ⊃ · · · ⊃ C∗(Ys−1) ⊃ C∗(Ys) ⊃ . . .

defines a decreasing filtration of C∗(Y ), when suitably indexed. A more convenient
framework is given by working with relative cochain complexes.
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Definition 5.2.1. Let

· · · ⊂ Xs−1 ⊂ Xs ⊂ · · · ⊂ X

be an increasing filtration of a space X. The singular cochain complex C∗(X) then
has the decreasing filtration

C∗(X) ⊃ · · · ⊃ C∗(X,Xs−1) ⊃ C∗(X,Xs) ⊃ . . .

with

F sC∗(X) = C∗(X,Xs−1)

F sC∗(X)

F s+1C∗(X)
∼= C∗(Xs, Xs−1) .

If Xa−1 = ∅ for some a, then C∗(X) = C∗(X,Xa−1) and the filtration is exhaustive.
If Xb = X for some b then C∗(X,Xb) = 0 and the filtration is (degreewise) discrete.

Remark 5.2.2. Note the index shift in the definition of F sC∗(X), which gives
the convenient form

0→ C∗(X,Xs) −→ C∗(X,Xs−1) −→ C∗(Xs, Xs−1)→ 0

for the short exact sequence defining the associated graded of the filtration. The
hypothesis that Cn(X,Xs−1) vanishes for sufficiently large s (possibly depend-
ing on n) is often not realistic. However, recall from Proposition 2.5.11 that for
convergence we only need that the exact couple is degreewise discrete, i.e., that
Hn(X,Xs−1) = 0 for s sufficiently large, and this is satisfied in many cases.

Proposition 5.2.3. Let (Xs)s be a filtration of X. There is a cohomological
spectral sequence

Es,t1 = Hs+t(Xs, Xs−1) =⇒s H
s+t(X)

with d1 : Es,t1 → Es+1,t
1 equal to the connecting homomorphism in the long exact

cohomology sequence of the triple (Xs+1, Xs, Xs−1).
If Xa−1 = ∅ for some a, and Hn(X,Xs−1) = 0 for all s ≥ b(n), for some b(n)

depending on n, then the spectral sequence converges to Hs+t(X), with the filtration

F sH∗(X) = im(H∗(X,Xs−1)→ H∗(X)) = ker(H∗(X)→ H∗(Xs−1)) .

Proof. This is the spectral sequence associated to the exact couple associated
to the decreasing filtration of C∗(X) given by F sC∗(X) = C∗(X,Xs−1). The
additional hypotheses ensure that the exact couple is discrete and that F aA−∞ =
A−∞ is exhaustively filtered. The second expression for F sH∗(X) is clear from the
long exact cohomology sequence of (X,Xs−1). �
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...
...

t Ht(A)
δt // H1+t(X,A)

...
...

1 H1(A)
δ1 // H2(X,A)

0 H0(A)
δ0 // H1(X,A)

t/s 0 1

//

OO

For a pair of spaces (X,A), we can view the long exact cohomology sequence

· · · → Hn(X,A) −→ Hn(X) −→ Hn(A)
δn−→ Hn+1(X,A)→ . . .

as a cohomological two-column spectral sequence, with

Es,t1 =





Ht(A) for s = 0,

H1+t(X,A) for s = 1,

0 otherwise,

and

d0,t
1 = δt : Ht(A) −→ H1+t(X,A) .

This corresponds to the bounded filtration with X−1 = ∅, X0 = A and X1 = X.
The (E1, d1)-term is shown above. This leads to the following E2 = E∞-term.

...
...

t ker(δt) cok(δt)

...
...

1 ker(δ1) cok(δ1)

0 ker(δ0) cok(δ0)

t/s 0 1

//

OO

The groups Es,n−s∞ give the associated graded of the decreasing filtration

H∗(X) = F 0Hn(X) ⊃ F 1Hn(X) ⊃ 0 ,
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with F 1Hn(X) = im(Hn(X,A) → Hn(X)) = ker(Hn(X) → Hn(A)). Hence
F 1Hn(X) ∼= E1,n−1

∞ , and there is a short exact sequence

0→ F 1Hn(X) −→ Hn(X) −→ E0,n
∞ → 0 .

This is the same extension as that obtained from the long exact cohomology se-
quence, namely

0→ cok(δn−1) −→ Hn(X) −→ ker(δn)→ 0 .

Note that in the cohomological spectral sequence the differentials map from the left
to the right, while the filtration inclusions F s+1Hn(X) ⊂ F sHn(X) map from the
right to the left, when we view them as placed in total degree n, with filtration
quotients identified with the components of the E∞-term.

Proposition 5.2.4. Let X be a CW complex, equipped with the skeleton filtra-
tion. The associated cohomology spectral sequence

Es,t1 = Hs+t(X(s), X(s−1)) =⇒s H
s+t(X)

has (E1, d1)-term equal to the cellular cocomplex (C∗CW (X), ∂), and E2-term equal
to the cellular cohomology H∗CW (X), both of which are concentrated on the line t =
0. It collapses at E2 = E∞, and converges to H∗(X). Hence H∗CW (X) ∼= H∗(X).

Proof. The d1-differential equals the connecting homomorphism in the long
exact cohomology sequence of the triple (X(s+1), X(s), X(s−1)), by naturality with
respect to the vertical map

0 // C∗(X,X(s)) //

��

C∗(X,X(s−1)) //

��

C∗(X(s), X(s−1)) //

=

��

0

0 // C∗(X(s+1), X(s)) // C∗(X(s+1), X(s−1)) // C∗(X(s), X(s−1)) // 0

of short exact sequences of cochain complexes. Convergence follows from X(−1) = ∅
and Hn(X,X(s−1)) = 0 for all s > n, which we can deduce from Hn(X,X(s−1)) = 0
for s > n using the universal coefficient theorem. �

Definition 5.2.5. A (generalized) cohomology theory M on the category of
CW pairs is a contravariant functor assigning to each CW pair (X,A) a graded
abelian group

M∗(X,A) = (Mn(X,A))n ,

and a natural transformation

δ : M∗(A) −→M∗+1(X,A)

of degree +1, such that

(1) Exactness: the sequence

· · · →M∗(X,A)
j∗−→M∗(X)

i∗−→M∗(A)
δ−→M∗+1(X,A)→ . . .

is long exact.
(2) Homotopy invariance: if f ' g : (X,A) → (Y,B) are homotopic, then

f∗ = g∗.
(3) Excision: if X = A ∪ B is a union of subcomplexes, then the inclusion

induces an isomorphism

M∗(X,A)
∼=−→M∗(B,A ∩B) .
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(4) Additivity: the canonical map

M∗(
∐

α

Xα)
∼=−→
∏

α

M∗(Xα)

is an isomorphism.

The coefficient groups of a cohomology theory M is the (cohomologically)
graded abelian group

M∗ = (Mn(point))n .

There are isomorphisms

Ms+t(Ds, ∂Ds) ∼= M̃s+t(Ss) ∼= M t

for all s ≥ 0, t ∈ Z.
Let X be a CW complex. Applying M∗ to the triples (X,X(s), X(s−1)) we

obtain the exact couple

(5.1) . . . M∗(X,X(s−1))oo

βs

��

M∗(X,X(s))
αsoo . . .oo

M∗(X(s), X(s−1))

γs

66

with

As,t = Ms+t(X,X(s−1))

Es,t = Ms+t(X(s), X(s−1)) ∼= CsCW (X;M t) ,

where ds1 : Es,t1 → Es+1,t
1 corresponds to

δs : CsCW (X;M t) −→ Cs+1
CW (X;M t) .

Hence
Es,t2 = Hs

CW (X;M t) ∼= Hs(X;M t) .

Since X(−1) = ∅, the map

M∗(X) = A0,∗ ∼=−→ A−∞,∗

is an isomorphism, and M∗(X) is exhaustively filtered by the graded subgroups

F sM∗(X) = im(M∗(X,X(s−1))→M∗(X)) = ker(M∗(X)→M∗(X(s−1))) .

Definition 5.2.6. The spectral sequence

Es,t2 = Hs(X;M t) =⇒s M
s+t(X)

associated to the exact couple (5.1) is the Atiyah–Hirzebruch spectral sequence for X
and the cohomology theory M .

For now we only prove convergence when X is a finite-dimensional CW com-
plex or M∗ is bounded below, postponing the general case until we have discussed
sequential limits and derived limits.

Proposition 5.2.7. If X is finite-dimensional, then the filtration (F sM∗(X))s
is bounded and the Atiyah–Hirzebruch spectral sequence converges to M∗(X).

Proof. By hypothesis, there is a b such that X = X(b). For all s > b we
then have As = M∗(X,X(s−1)) = 0 and F sA−∞ = 0. This spectral sequence is
concentrated in the columns 0 ≤ s ≤ b. �
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Proposition 5.2.8. If M∗ is bounded below, then the filtration (F sM∗(X))s
is degreewise bounded and the Atiyah–Hirzebruch spectral sequence converges to
M∗(X).

Proof. By hypothesis, there is an integer a such that Mn = 0 for all n < a.
Then Mn(Ds, ∂Ds) = 0 for all s > n − a. Fix an n, and let b ≥ n − a. Then
Mn(X(s), X(b)) = 0 and Mn−1(X(s), X(b)) = 0 for all s > b. Let Y = X/X(b), so
that Y (s) = X(s)/X(b). There is a homotopy cofiber sequence

∨

s>b

Σ+Y
(s) 1−α−→

∨

s>b

Σ+Y
(s) −→ Σ+T

where T ' Y is the mapping telescope of (Y (s))s>b. The associated long exact
sequence in reduced M -cohomology has the form

· · · →
∏

s>b

M̃n−1(Y (s))
δ−→ M̃n(Y ) −→

∏

s>b

M̃n(Y (s))
1−α−→ . . .

which proves that M̃n(Y ) = Mn(X,X(b)) = 0. For all s > n − a we then have
(As)n = Mn(X,X(s−1)) = 0 and (F sA−∞)n = 0. This spectral sequence is con-
centrated in the region s ≥ 0 and t ≥ a. �

We get an Eilenberg–Steenrod uniqueness theorem for cohomology. ((ETC: Also
discuss compatibility of connecting homomorphisms?))

Theorem 5.2.9. Let G be an abelian group and let M be a cohomology theory
with coefficient groups M0 = G and M t = 0 for t 6= 0. Then M is naturally
isomorphic to HG, so that

Mn(X) ∼= Hn(X;G)

for all n.

Proof. The coefficients M∗ are bounded below (and above). The Atiyah–
Hirzebruch spectral sequence of X for M has E2-term

Es,t2 =

{
Hs(X;G) for t = 0,

0 otherwise.

Since this is concentrated on the line t = 0, the dr-differentials for r ≥ 2 must
vanish, so that E2 = E∞ is concentrated on the line t = 0. Since En,0∞ is the only
group in total degree n, the extension problems are very easy, and we conclude that
Mn(X) ∼= En,0∞ ∼= Hn(X;G) for each n. �

((Alternatively, one can consider the exact couple with As = M∗(X(s−1)) and
convergence to the limit A∞ = limsA

s. This is less convenient for pairings.))

5.3. Cohomological Serre spectral sequence

Definition 5.3.1. Let p : E → B be a Hurewicz fibration, with B a CW
complex. Let Es = p−1(B(s)). The (cohomological) Serre spectral sequence of
p : E → B is the spectral sequence

Es,t1 (p) = Hs+t(Es, Es−1) =⇒ Hs+t(E)



5.3. COHOMOLOGICAL SERRE SPECTRAL SEQUENCE 99

associated to the exact couple

. . . H∗(E,Es−1)oo

βs

��

H∗(E,Es)
αsoo . . .oo

H∗(Es, Es−1)

γs

77

with As,t = Hs+t(E,Es−1) and Es,t = Hs+t(Es, Es−1).

Proposition 5.3.2 ([Whi78, XIII.4.6*]). There are natural isomorphisms

Hs+t(Es, Es−1) ∼= CsCW (B; H t(F )) ,

where H t(F ) denotes the local coefficient system on B given by Ht(Fb) at b ∈ B,
with Fb = p−1(b). If B is 1-connected, with base point b0, then this equals the
cellular s-cochains CsCW (B;Ht(F )) with coefficients in the abelian group Ht(F ),
with F = p−1(b0).

Sketch proof. We use the notation from the homological case, Proposi-
tion 4.2.3. By excision and additivity we have isomorphisms

Hs+t(Es, Es−1) ∼= Hs+t(
∐

α

Φ∗αE,
∐

α

φ∗αE) ∼=
∏

α

Hs+t(Φ∗αE, φ
∗
αE) .

By fiber homotopy triviality of Φ∗αE → Ds
α we have isomorphisms

Hs(Ds
α, ∂D

s
α)⊗Ht(Fbα) ∼= Hs+t((Ds

α, ∂D
s
α)× Fbα) ∼= Hs+t(Φ∗αE, φ

∗
αE) .

Fixing an isomorphism

(5.2) CsCW (B; H t(F )) ∼=
∏

α

Hs(Ds
α, ∂D

s
α)⊗Ht(Fbα)

we obtain the stated E1-term. �

Proposition 5.3.3. (As)n = Hn(E,Es−1) = 0 for s > n and (As)n = Hn(E)
for s ≤ 0, so the exact couple (As, Es)s is degreewise bounded, and the Serre spectral
sequence is concentrated in the first quadrant and converges to H∗(E).

Sketch proof. Since H t(F ) is trivial for t < 0 we have Hn(Es, Es−1) = 0
for s > n, which implies that Hn(Eu, Es−1) = 0 for all u ≥ s > n. A mapping
telescope argument then shows that Hn(E,Es−1) = 0, as claimed. �

Proposition 5.3.4 ([Whi78, XIII.4.8*]). The diagram

Hs+t(Es, Es−1)
ds,t1 //

∼=
��

Hs+t+1(Es+1, Es)

∼=
��

CsCW (B; H t(F ))
δs // Cs+1

CW (B; H t(F ))

commutes.

Remark 5.3.5. Whitehead states this with (−1)sδs in place of δs. To give a
correct statement one must make the sign conventions more precise than we have
done above. Working with cubes instead of discs, let us fix generators

γ1 ∈ H1(I, ∂I) and g1 ∈ H1(I, ∂I)
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such that 〈g1, γ1〉 = 1. Using the cross products

Hs(I
s, ∂Is)⊗Hu(Iu, ∂Iu)

×−→ Hs+u(Is+u, ∂Is+u)

Hs(Is, ∂Is)⊗Hu(Iu, ∂Iu)
×−→ Hs+u(Is+u, ∂Is+u)

we can define generators

γs = γ1 × · · · × γ1 ∈ Hs(I
s, ∂Is)

gs = g1 × · · · × g1 ∈ Hs(Is, ∂Is)

such that γs × γu = γs+u and gs × gu = gs+u. In view of the graded commutation
rule

〈gs × gu, γs × γu〉 = (−1)su〈gs, γs〉〈gu, γu〉

it follows that

〈gs, γs〉 = (−1)s(s−1)/2 =

{
+1 for s ≡ 0, 1 mod 4,

−1 for s ≡ 2, 3 mod 4.

It therefore seems best to specify (5.2) so that a sequence

(gs,α ⊗ fα)α ∈
∏

α

Hs(Isα, ∂I
s
α)⊗Ht(Fbα)

is identified with the cellular cochain

γs,α 7−→ (−1)s(s−1)/2fα ∈ CsCW (B; H t(F ))

where γs,α ∈ Hs(I
s
α, ∂I

s
α) ⊂ CCWs (B). It seems that Whitehead [Whi78, p. 630]

instead specifies this isomorphism without the sign (−1)s(s−1)/2, mapping γs,α to
fα, which leads to the extra sign (−1)s in the proposition above.

Theorem 5.3.6. The Serre spectral sequence

Es,t2 (p) =⇒s H
s+t(E)

for F → E
p→ B has E2-term

Es,t2 (p) = Hs(B; H t(F )) .

If B is 1-connected, this simplifies to

Es,t2 (p) = Hs(B;Ht(F )) .

We suppose that B is 0-reduced, with i : F → E the inclusion of the fiber of
p : E → B over the base point b0 ∈ B.

Proposition 5.3.7. The edge homomorphism i∗ : Hn(E)→ Hn(F ) factors as
the surjection

Hn(E) // // E0,n
∞

followed by the inclusion

E0,n
∞ // // E0,n

1
∼= Hn(F ) .
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n Hn(F )
d1 //

d2
++

dn+1

))

E1,n
1

n− 1 . . . E2,n−1
2

. . .

0 . . . En+1,0
n+1

t/s 0 1 2 n+ 1

//

OO

We also suppose that F is 0-connected.

Proposition 5.3.8. The edge homomorphism p∗ : Hn(B)→ Hn(E) factors as
the surjection

Hn(B) ∼= En,02
// // En,0∞

followed by the inclusion

En,0∞ // // Hn(E) .

n E0,n−1
n

dn

''

1 En−2,1
2

d2 **
0 . . . . . . . . . . . . Hn(B)

t/s 0 n− 2 n

//

OO

Definition 5.3.9. The additive relation

(q∗)−1δ : Hn−1(F )
δ−→ Hn(E,F )

q∗←− Hn(B, b0) ,

sending x with δ(x) = q∗(y) to the class of y, defines a homomorphism

τn : δ−1 im(q∗) −→ Hn(B, b0)/ ker(q∗)

called the cohomology transgression. The elements of δ−1 im(q∗), on which τn are
defined, are said to be transgressive.

Proposition 5.3.10. The transgression τn corresponds to the differential

d0,n−1
n : E0,n−1

n −→ En,0n

under isomorphisms E0,n−1
n

∼= δ−1 im(q∗) and En,0n
∼= Hn(B, b0)/ ker(q∗).
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Theorem 5.3.11. Let F → E → B be a Hurewicz fibration, with B a 1-
connected CW complex and F a 0-connected space. Suppose that Hs(B) = 0 for
0 < s < u and that Ht(F ) = 0 for 0 < t < v. Then there is an exact sequence

0→ H1(E)
i∗−→ H1(F )

τ2

−→ H2(B)
p∗−→ . . .

. . .
i∗−→ Hn−1(F )

τn−→ Hn(B)
p∗−→ Hn(E)

i∗−→ Hn(F )
τn+1

−→ . . .

. . .
τu+v−1

−→ Hu+v−1(B)
p∗−→ Hu+v−1(E)

i∗−→ Hu+v−1(F ) .

u+ v − 1 Hu+v−1(F )

d0,u+v−1
u

''

0 0 . . . . . .

n− 1 Hn−1(F )

τn

((

0 0 . . . . . .

v Hv(F ) 0 0 Hu(B;Hv(F )) . . .

0 0 0 0 0

0 Z 0 0 Hu(B) Hn(B)

t/s 0 u n

//

OO

5.4. Pairings of spectral sequences

Suppose that B is 1-connected, or that H ∗(F ) = H∗(F ) is a constant coeffi-
cient system. The cup products for B and F induce a pairing

Hs(B;Ht(F ))⊗Hu(B;Hv(F )) −→ Hs+u(B;Ht+v(F )) .

Its relationship via the Serre spectral sequence

E∗,∗2 = H∗(B;H∗(F )) =⇒ H∗(E)

to the cup product

∪ : Hn(E)⊗Hm(E) −→ Hn+m(E)

can be expressed in terms of a pairing of spectral sequences

Es,tr ⊗ Eu,vr −→ Es+u,t+vr ,

making (E∗,∗r )r a ring spectral sequence. Such a pairing reduces the problem of
calculating the dr-differentials in E∗,∗r to finding their values on classes that generate
E∗,∗r under this product, i.e., the ring indecomposables. This is often a significant
reduction compared to the task of finding the values on classes that generate E∗,∗r
as a bigraded abelian group.

We formulate the following definition for a pairing of two spectral sequences to
a third, but often all three of these are the same spectral sequence.
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Definition 5.4.1. Let (Er, dr)r≥p, (′Er, ′dr)r≥p and (′′Er, ′′dr)r≥p be (coho-
mologically indexed) Ep-spectral sequences. A pairing of spectral sequences

µr : (′Er,
′′Er) −→ Er

is a sequence of pairings

µr : ′E∗,∗r ⊗ ′′E∗,∗r −→ E∗,∗r

for r ≥ p, taking ′Es,tr ⊗ ′′Eu,vr to Es+u,t+vr for all (s, t) and (u, v), such that

(1) the Leibniz rule

dr(µr(x⊗ y)) = µr(
′dr(x)⊗ y) + (−1)s+tµr(x⊗ ′′dr(y))

holds (in Es+u+r,t+v−r+1
r ) for all x ∈ ′Es,tr and y ∈ ′′Eu,vr , and

(2) the induced pairing

H(µr) : H(′Er,
′dr)⊗H(′′Er,

′′dr) −→ H(Er, dr)

[x]⊗ [y] 7−→ [µr(x⊗ y)]

corresponds to µr+1 : ′Er+1 ⊗ ′′Er+1 → Er+1 under the isomorphisms
H(′Er, ′dr) ∼= ′Er+1, H(′′Er, ′′dr) ∼= ′′Er+1 and H(Er, dr) ∼= Er+1.

Remark 5.4.2. The tensor product ′E∗,∗r ⊗′′E∗,∗r of two bigraded abelian groups
is itself bigraded, with the group

⊕

s+u=σ

⊕

t+v=τ

′Es,tr ⊗ ′′Eu,vr

in bidegree (σ, τ). We thus assume that µr preserves this bigrading.
The second condition implies that µr determines µr+1, so a pairing of Ep-

spectral sequences is specified by the initial pairing µp. However, not every pairing
of bigraded abelian groups will satisfy the Leibniz rule, and inductively induce
pairings of later Er-terms that also satisfy the Leibniz rule, so being part of a
pairing (µr)r≥p of spectral sequences is a significant additional hypothesis on µp.

Remark 5.4.3. Writing x · y for µr(x⊗ y), |x| = s+ t for the total degree of x,
and omitting primes, the Leibniz rule takes the form

dr(x · y) = dr(x) · y + (−1)|x|x · dr(y) .

In diagrammatic form the diagonal composite

′Es,∗r ⊗ ′′Eu,∗r
′dr⊗1

//

µr

''

1⊗′′dr

��

′Es+r,∗r ⊗ ′′Eu,∗r

µr

��

Es+u,∗r

dr

''
′Es,∗r ⊗ ′′Eu+r,∗

r

µr // Es+u+r,∗
r

equals the sum of the two peripheral composites, under the assumption that we
define ′dr ⊗ 1 and 1⊗ ′′dr so that

(′dr ⊗ 1)(x⊗ y) = ′dr(x)⊗ y

(1⊗ ′′dr)(x⊗ y) = (−1)|x|x⊗ ′′dr(y) .
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This is in line with the general convention that

(f ⊗ g)(x⊗ y) = (−1)|g||x|f(x)⊗ g(y) ,

for bigraded homomorphisms f and g, and bigraded elements x and y, where |g|
denotes the total degree of g. In the case at hand, |1| = 0 while |′′dr| = 1. Note
that this convention requires access to the internal grading of each object ′Esr , ′′Eur
and Es+ur , or at least to the action by (−1)t on an element of internal degree t.

Remark 5.4.4. The sum Dr = ′dr ⊗ 1 + 1 ⊗ ′′dr defines a differential on
′Er ⊗ ′′Er, of bidegree (r, 1− r). This does not in general make

(′Er ⊗ ′′Er, Dr)r≥p

a spectral sequence, because the cross product

′Er+1 ⊗ ′′Er+1
∼= H(′Er,

′dr)⊗H(′′Er,
′′dr)

×−→ H(′Er ⊗ ′′Er, Dr)

is not in general an isomorphism. However, in situations where this is an isomor-
phism, a spectral sequence pairing µr : (′Er, ′′Er) → Er is the same as a spectral
sequence morphism µr : ′Er ⊗ ′′Er → Er. This happens if Tor(′Er, ′′Er) = 0 for
each r, e.g. if each ′Er or ′′Er is torsion-free.

Remark 5.4.5. A pairing

µr : (′Er, ′′Er) −→ Er

of homologically indexed spectral sequences is defined in the same way, via the
identification Ers,t = E−s−tr . The signs (−1)s+t = (−1)|x| = (−1)−s−t in the
Leibniz rule then match up, independently of whether we view x as an element in
the cohomological or the homological spectral sequence.

Definition 5.4.6. A ring spectral sequence is a spectral sequence (Er, dr)r≥p
equipped with a unital and associative pairing

µr : (Er, Er) −→ Er .

Here unitality means that there is an infinite cycle 1 ∈ E0,0
p (with image 1 ∈ E0,0

r )
such that µr(1⊗ x) = x = µr(x⊗ 1) for all x ∈ Er, while associativity means that
the diagram

E∗,∗r ⊗ E∗,∗r ⊗ E∗,∗r
µr⊗1

//

1⊗µr
��

E∗,∗r ⊗ E∗,∗r
µr

��

E∗,∗r ⊗ E∗,∗r
µr // E∗,∗r

commutes, for each r ≥ p. It is commutative if the diagram

E∗,∗r ⊗ E∗,∗r
τ //

µr
%%

E∗,∗r ⊗ E∗,∗r

µr
yy

E∗,∗r

commutes for each r ≥ p, where

τ(x⊗ y) = (−1)(s+t)(u+v)y ⊗ x

for x ∈ Es,tr and y ∈ Eu,vr .
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Remark 5.4.7. Writing x · y for µr(x ⊗ y), the unitality, associativity and
commutativity conditions ask that

1 · x = x = x · 1
(x · y) · z = x · (y · z)

x · y = (−1)|x||y|y · x ,

where |x| = s+ t and |y| = u+ v denote the total degrees of x and y. Note that in
the commutative case the Leibniz rule expressions for dr(x ·y) and dr((−1)|x||y|y ·x)
are equal.

Definition 5.4.8. Let ′φr : ′Er → ′Ēr, ′′φr : ′′Er → ′′Ēr and φr : Er → Ēr be
morphisms of spectral sequences, and let µr : (′Er, ′′Er)→ Er and µ̄r : (′Ēr, ′′Ēr)→
Ēr be pairings. Then the morphisms are compatible with the pairings if each
diagram

′E∗,∗r ⊗ ′′E∗,∗r
µr //

′φr⊗′′φr
��

E∗,∗r

φr

��
′Ē∗,∗r ⊗ ′′Ē∗,∗r

µ̄r // Ē∗,∗r

commutes, for r ≥ p. A ring morphism

φr : (Er, dr, µr) −→ (′Er,
′dr,

′µr)

of ring spectral sequences is a morphism φr : Er → ′Er of spectral sequences that
is compatible with the pairings µr and ′µr, and which satisfies φp(1) = 1.

Definition 5.4.9. Let (Er, dr, µr)r≥p be a ring spectral sequence. A left mod-
ule spectral sequence over it is a spectral sequence (′′Er, ′′dr) with a unital and
associative pairing

λr : (Er,
′′Er) −→ ′′Er .

A right module spectral sequence is a spectral sequence (′Er, ′dr) with a unital and
associative pairing

ρr : (′Er, Er) −→ ′Er .

Suppose that (Er, dr, µr)r≥p is commutative. An algebra spectral sequence over
it is a ring spectral sequence (′Er, ′dr, ′µr)r≥p with a ring morphism ηr : Er → ′Er
such that Er is central in ′Er. This means that the diagram

E∗,∗r ⊗ ′E∗,∗r
τ //

ηr⊗1

��

′E∗,∗r ⊗ E∗,∗r
1⊗ηr
��

′E∗,∗r ⊗ ′E∗,∗r

′µr &&

′E∗,∗r ⊗ ′E∗,∗r

′µrxx
′E∗,∗r

commutes, for each r ≥ p. If ′µr is commutative, then ηr is automatically central.

Definition 5.4.10. Let Λ∗,∗ be a bigraded ring. We can view it as a ring
spectral sequence with E∗,∗r = Λ∗,∗, for each r ≥ p, with all differentials zero.
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A left Λ∗,∗-module spectral sequence is then a spectral sequence (′′Er, dr)r≥p
with each ′′E∗,∗r a left Λ∗,∗-module and each dr a Λ∗,∗-linear homomorphism. This
means that

dr(λ · y) = (−1)|λ|λ · dr(y)

for each λ ∈ Λ∗,∗ and y ∈ ′′E∗,∗r . Here |λ| denotes the total degree.
Likewise, a right Λ∗,∗-module spectral sequence is a spectral sequence (E′r, dr)r≥p

with each ′E∗,∗r a right Λ∗,∗-module and each dr a Λ∗,∗-linear homomorphism. This
means that

dr(x · λ) = dr(x) · λ
for each λ ∈ Λ∗,∗ and x ∈ ′E∗,∗r .

A pairing µr : (′Er, ′′Er) → Er is Λ∗,∗-bilinear if µr(x · λ ⊗ y) = µr(x ⊗ λ · y)
for all x ∈ ′E∗,∗r , λ ∈ Λ∗,∗, y ∈ ′′E∗,∗r and r ≥ p. We can then uniquely factor
µr through the tensor product over Λ∗,∗, i.e., over the coequalizer in the following
diagram.

′E∗,∗r ⊗ Λ∗,∗ ⊗ ′′E∗,∗r
1⊗λr //

ρr⊗1
//
′E∗,∗r ⊗ ′′E∗,∗r

π //

µr
((

′E∗,∗r ⊗Λ∗,∗
′′E∗,∗r

��

E∗,∗r

Remark 5.4.11. Usually, Λ∗,∗ = Λ∗ is concentrated in filtration degree s = 0,
so that the total degree equals the internal grading of Λ∗. This happens for the
Atiyah–Hirzebruch spectral sequence

E∗,∗2 = H∗(X;M∗) =⇒M∗(X)

for a multiplicative cohomology theory M , with Λ∗ = M∗.
Even more frequently, Λ∗ = Λ is an ungraded ring, concentrated in internal

degree t = 0, hence in bidegree (s, t) = (0, 0). This happens for the Λ-coefficient
cohomology spectral sequence

Es,∗1 = H∗(Xs, Xs−1; Λ) =⇒s H
∗(X; Λ)

for a filtered space. In this case, |λ| = 0, so left Λ-linearity has the usual meaning.

Remark 5.4.12. The sum Dr = ′dr ⊗ 1 + 1 ⊗ ′′dr defines a differential on
′Er ⊗Λ∗,∗

′′Er, of bidegree (r, 1− r). This does not in general make

(′Er ⊗Λ∗,∗
′′Er, Dr)r≥p

a spectral sequence, because the cross product

′Er+1 ⊗Λ∗,∗
′′Er+1

∼= H(′Er,
′dr)⊗Λ∗,∗ H(′′Er,

′′dr)
×−→ H(′Er ⊗Λ∗,∗

′′Er, Dr)

is not in general an isomorphism. However, in situations where this is an isomor-
phism, a Λ∗,∗-bilinear spectral sequence pairing µr : (′Er, ′′Er) → Er is the same
as a spectral sequence morphism µr : ′Er ⊗Λ∗,∗

′′Er → Er. By the Künneth theo-
rem [ML63, Thm. V.10.1], this is always the case if Λ∗,∗ is a bigraded field, e.g. if
Λ∗ is a graded field, or Λ is a field in the usual sense.

Definition 5.4.13. Suppose that Λ∗,∗ is (bigraded) commutative. A Λ∗,∗-
algebra spectral sequence is a ring spectral sequence (Er, dr, µr)r≥p such that Er is a
Λ∗,∗-algebra, dr(λ·1) = 0 for each λ ∈ Λ∗,∗, and the isomorphism Er+1

∼= H(Er, dr)
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is Λ∗,∗-linear, for each r ≥ p. The ring pairing µr then factors uniquely through
the coequalizer structure morphism π as a Λ∗,∗-linear morphism

E∗,∗r ⊗Λ∗,∗ E
∗,∗
r −→ E∗,∗r .

A pairing of spectral sequences induces a pairing of E∞-terms. Recall the
r-th (co-)cycle groups and r-th (co-)boundary groups from Lemma 2.3.1, here in
cohomological indexing.

Lemma 5.4.14. Let µr : (′Er, ′′Er)→ Er be a pairing of Ep-spectral sequences.
Then

µp : ′Esp ⊗ ′′Eup −→ Es+up

restricts to pairings

µp : ′Zsr ⊗ ′′Zur −→ Zs+ur

µp : ′Bsr ⊗ ′′Zur −→ Bs+ur

µp : ′Zsr ⊗ ′′Bur −→ Bs+ur

for all p ≤ r ≤ ∞ and (s, u), making the following diagram with exact rows com-
mute.

′Bsr ⊗ ′′Zur ⊕ ′Zsr ⊗ ′′Bur //

µp⊕µp
��

′Zsr ⊗ ′′Zur //

µp

��

′Esr ⊗ ′′Eur //

µr

��

0

Bs+ur
// // Zs+ur

// Es+ur
// 0

(Exactness of the upper row follows from right exactness of the tensor product.)

Proof. The cases p ≤ r <∞ are proved by induction on r. The case r = p is
clear, since ′Zsp = ′Esp and ′Bsp = 0, etc. Suppose the results holds for some r ≥ p.
If x ∈ ′Zsr+1 and y ∈ ′′Zur+1 then ′dr([x]) = 0 and ′′dr([y]) = 0 so

dr([µp(x⊗ y)]) = dr(µr([x]⊗ [y]))

= µr(
′dr([x])⊗ [y]) + (−1)|x|µr([x]⊗ ′′dr([y])) = 0

by the Leibniz rule, which implies µp(x ⊗ y) ∈ Zs+ur+1 ⊂ Zs+ur , and this defines

µp : ′Zsr+1 ⊗ ′′Zur+1 → Zs+ur+1 .
If x ∈ ′Bsr+1 and y ∈ ′′Zur+1 then [x] = ′dr([z]) and ′′dr([y]) = 0, for some

z ∈ ′Zs−rr , so

dr([µp(z ⊗ y)]) = dr(µr([z]⊗ [y]))

= µr(
′dr([z])⊗ [y]) + (−1)|z|µr([z]⊗ ′′dr([y])) = µr(

′dr([z])⊗ [y])

by the Leibniz rule, which implies [µp(x⊗ y)] = µr([x]⊗ [y]) = µr(
′dr([z])⊗ [y]) ∈

im(dr), so that µp(x⊗ y) ∈ Bs+ur+1 , and this defines µp : ′Bsr+1 ⊗ ′′Zur+1 → Bs+ur+1 .
The case x ∈ ′Zsr+1 and y ∈ ′′Bur+1 is very similar.
The case r =∞, defining the pairing

µ∞ : ′Es∞ ⊗ ′′Eu∞ −→ Es+u∞ ,

follows by passage to (co-)limits. If x ∈ ′Zs∞ ⊂ ′Zsr and y ∈ ′′Zu∞ ⊂ ′′Zur then
µp(x⊗y) ∈ Zs+ur for all r, hence µp(x⊗y) ∈ Zs+u∞ . If x ∈ ′Bs∞ and y ∈ ′′Zu∞ ⊂ ′′Zur
then x ∈ ′Bsr for some r, so µp(x ⊗ y) ∈ Bs+ur ⊂ Bs+u∞ . The case x ∈ ′Zs∞ and
y ∈ ′′Bu∞ is, again, very similar. �
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We also formulate the definition of a pairing of filtrations from two such to a
third, but often all three filtrations are the same.

Definition 5.4.15. Let (F s′G∗)s, (F s′′G∗)s and (F sG∗)s be (decreasing) fil-
trations of the graded abelian groups ′G∗, ′′G∗ and G∗, respectively. A bilinear
pairing

ν : ′G∗ ⊗ ′′G∗ −→ G∗

is filtration-preserving if

ν(F s′G∗ ⊗ Fu′′G∗) ⊂ F s+uG∗

for each (s, u). More precisely, this means that ν(x ⊗ y) ∈ F s+uG∗ whenever
x ∈ F s′G∗ and y ∈ Fu′′G∗. Let

νs,u : F s′G∗ ⊗ Fu′′G∗ −→ F s+uG∗

be the lift of ν, making the diagram

F s′G∗ ⊗ Fu′′G∗ //

νs,u

��

′G∗ ⊗ ′′G∗

ν

��

F s+uG∗ // // G∗

commute. (In general, the upper horizontal arrow need not be injective.) There
are then uniquely defined homomorphisms

ν̄s,u :
F s′G∗

F s+1′G∗
⊗ Fu′′G∗

Fu+1′′G∗
−→ F s+uG∗

F s+u+1G∗

making the following diagram with exact rows commute.
(5.3)

F s+1′G∗ ⊗ Fu′′G∗
⊕

F s′G∗ ⊗ Fu+1′′G∗
//

νs+1,u⊕νs,u+1

��

F s′G∗ ⊗ Fu′′G∗ //

νs,u

��

F s′G∗

F s+1′G∗
⊗ Fu′′G∗

Fu+1′′G∗
//

ν̄s,u

��

0

F s+u+1G∗ // // F s+uG∗ //
F s+uG∗

F s+u+1G∗
// 0

(Exactness of the upper row follows from right exactness of the tensor product.)

Definition 5.4.16. Suppose that ′Er converges to ′G∗, ′′Er converges to ′′G∗

and Er converges to G∗. A spectral sequence pairing µr : (′Er, ′′Er)→ Er converges
to a filtration-preserving pairing ν : ′G∗ ⊗ ′′G∗ → G∗ if the diagram

F s′G∗

F s+1′G∗
⊗ Fu′′G∗

Fu+1′′G∗
ν̄s,u //

OO

∼=
��

F s+uG∗

F s+u+1G∗OO

∼=
��

′Es∞ ⊗ ′′Eu∞
µ∞ // Es+u∞

commutes for all (s, u).

Remark 5.4.17. Suppose that the filtrations of ′G∗, ′′G∗ and G∗ are exhaustive
and degreewise discrete. Convergence of (µr)r to ν then lets us recover ν : ′G∗ ⊗
′′G∗ → G∗ up to filtration shifts. More explicitly, in total degrees n and m we
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assume that there are integers a′(n) and a′′(m) such that F s′Gn = 0 for s > a′(n)
and Fu′′Gm = 0 for u > a′′(m). This forms the basis for a descending induction
on (s, u), where we may suppose that

νs+1,u : F s+1′Gn ⊗ Fu′′Gm −→ F s+u+1Gn+m

νs,u+1 : F s′Gn ⊗ Fu+1′′Gm −→ F s+u+1Gn+m

have been determined. Assuming that we have determined

µ∞ : ′Es,n−s∞ ⊗ ′′Eu,m−u∞ −→ Es+u,n+m−s−u
∞ ,

which is identified with

ν̄s,u :
F s′Gn

F s+1′Gn
⊗ Fu′′Gm

Fu+1′′Gm
−→ F s+uGn+m

F s+u+1Gn+m
,

we can use diagram (5.3) to determine

νs,u : F s′Gn ⊗ Fu′′Gm −→ F s+uGn+m ,

up to some indeterminacy. More precisely, any two possible choices of νs,u differ
by a composite of the form

F s′Gn ⊗ Fu′′Gm −→ F s′Gn

F s+1′Gn
⊗ Fu′′Gm

Fu+1′′Gm
f−→ F s+u+1Gn+m −→ F s+uGn+m ,

where f is any homomorphism. Having determined

F s′Gn ⊗ Fu′′Gm νs,u−→ F s+uGn+m −→ Gn+m

for all finite s and u, we can then pass to colimits to obtain ν : ′Gn⊗ ′′Gm → Gn+m,
since

colim
s

colim
u

F s′Gn ⊗ Fu′′Gm
∼=−→ ′Gn ⊗ ′′Gm

is an isomorphism, by the commutation of sequential colimits with tensor products.
((ETC: Reference for this algebraic fact?))

((ETC: Convolution product?))

5.5. Pairings of exact couples

Given (cohomological) exact couples (′A, ′E), (′′A, ′′E) and (A,E), and a pair-
ing µ : ′E ⊗ ′′E → E, Massey [Mas54, §3, §8] defined conditions that are essen-
tially equivalent to saying that µ = µ1 is part of a pairing (µr)r of the associated
spectral sequences. These conditions are often not easy to check directly, but in
[Mas54, §7, §9], Massey asserts that they can be verified in the case of a filtered
differential graded ring. In essence, the argument uses that these exact couples arise
from Cartan–Eilenberg systems, and the pairing arises from a pairing of Cartan–
Eilenberg systems. We shall therefore concentrate on this approach to pairings of
spectral sequences.





CHAPTER 6

Cartan–Eilenberg systems

6.1. Cohomological Cartan–Eilenberg systems

Recall from Section 3.5 the definition of a homological Cartan–Eilenberg system
(H∗, η, ∂). Since our main examples of multiplicative spectral sequences are coho-
mologically graded, we now reformulate the definition in these terms, conforming
with [CE56, §XV.7].

Definition 6.1.1. A (cohomological) finite Cartan–Eilenberg system (H∗, η, δ)
consists of graded abelian groups

H∗(i, j)

for all integers i ≤ j, structure morphisms preserving degree

η : H∗(i′, j′) −→ H∗(i, j)

for all integers i ≤ j, i′ ≤ j′ with i ≤ i′ and j ≤ j′, and connecting homomorphisms

δ : H∗(i, j) −→ H∗+1(j, k)

for all integers i ≤ j ≤ k. These must satisfy

(1) Functoriality: η : H∗(i, j)→ H∗(i, j) equals the identity, and

η ◦ η : H∗(i′′, j′′)→ H∗(i′, j′)→ H∗(i, j)

equals η : H∗(i′′, j′′) → H∗(i, j) for all integers i ≤ j, i′ ≤ j′ and i′′ ≤ j′′

with i ≤ i′ ≤ i′′ and j ≤ j′ ≤ j′′.
(2) Naturality: The diagrams

H∗(i′, j′)
δ //

η

��

H∗(j′, k′)

η

��

H∗(i, j)
δ // H∗(j, k)

commutes, for all integers i ≤ j ≤ k and i′ ≤ j′ ≤ k′ with i ≤ i′, j ≤ j′

and k ≤ k′.
(3) Exactness: The sequence

. . .
δ−→ H∗(j, k)

η−→ H∗(i, k)
η−→ H∗(i, j)

δ−→ H∗+1(j, k)
η−→ . . .

is exact, for all integers i ≤ j ≤ k.

Definition 6.1.2. By an extended integer we mean an element of

{−∞} ∪ Z ∪ {∞} ,

linearly ordered with −∞ minimal and ∞ maximal.

111
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Definition 6.1.3. An extended Cartan–Eilenberg system (H∗, η, δ) is defined
as a finite Cartan–Eilenberg system, except that all references to “integers” are re-
placed with “extended integers”, and subject to the following additional condition.

(4) Colimit: For each extended integer j the canonical homomorphism

colim
i

H∗(i, j)
∼=−→ H∗(−∞, j)

is an isomorphism.

Example 6.1.4. A homological Cartan–Eilenberg system (H∗, η, ∂) gives rise
to a cohomological Cartan–Eilenberg system (H∗, η, δ), and vice versa, by setting

Hn(i, j) = H−n(−j,−i)

for all (extended) integers i ≤ j. The structure homomorphism

η : Hn(i′, j′) −→ Hn(i, j)

equals η : H−n(−j′,−i′)→ H−n(−j,−i), while the connecting homomorphism

δ : Hn(i, j) −→ Hn+1(j, k)

equals ∂ : H−n(−j,−i)→ H−n−1(−k,−j).

Example 6.1.5. Let (F sC∗)s be a decreasing filtration of a cochain com-
plex C∗. The associated finite Cartan–Eilenberg system is given by

H∗(i, j) = H∗(F iC∗/F jC∗)

for integers i ≤ j, and η : H∗(i′, j′) → H∗(i, j) is induced by the chain map

F i
′
C∗/F j

′
C∗ → F iC∗/F jC∗. The connecting homomorphism associated to the

short exact sequence

0→ F jC∗/F kC∗ −→ F iC∗/F kC∗ −→ F iC∗/F jC∗ → 0

defines δ : H∗(i, j) → H∗+1(j, k). Suppose also that the filtration exhausts C∗.
Letting F−∞C∗ = C∗ and F∞C∗ = 0, the same expressions define an extended
Cartan–Eilenberg system with H∗(s,∞) = H∗(F sC∗) and H∗(−∞,∞) = H∗(C∗).

Example 6.1.6. Let (Xs)s be an increasing filtration of a space X, so that
F sC∗(X) = C∗(X,Xs−1) defines a decreasing filtration of C∗(X). The associated
finite Cartan–Eilenberg system is given by

H∗(i, j) = H∗(F iC∗(X)/F jC∗(X)) = H∗(Xj−1, Xi−1)

for integers i ≤ j, and η : H∗(i′, j′) → H∗(i, j) is induced by the inclusion of
(Xj−1, Xi−1) into (Xj′−1, Xi′−1). The morphism δ : H∗(i, j) → H∗+1(j, k) equals
the connecting homomorphism δ : H∗(Xj−1, Xi−1) → H∗+1(Xk−1, Xj−1) in the
long exact cohomology sequence of the triple (Xk−1, Xj−1, Xi−1). Suppose also
that Xa−1 = ∅ for some finite a, so that F aC∗(X) = C∗(X). Letting X−∞ = ∅
and X∞ = X the same expressions define an extended Cartan–Eilenberg system
with H∗(s,∞) = H∗(X,Xs−1) and H∗(−∞,∞) = H∗(X).

Remark 6.1.7. It follows from exactness that H∗(j, j) = 0 for each j. We can
visualize a cohomological extended Cartan–Eilenberg system as a triangular dia-
gram in the extended (i, j)-plane, with a connecting homomorphism δ : H∗(i, j)→
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H∗+1(j, k) for each rectangle with corners at (i, j), (i, k), (j, j) and (j, k). The
colimit condition specifies the left hand column in terms of the rest of the diagram.

∞ H∗(−∞,∞)

��

. . .oo

��

H∗(i,∞)oo

��

. . .oo

��

H∗(j,∞)oo

��

. . .oo

��. . .

��

. . .oo

��

. . .oo

��

. . .oo

��

. . .oo

��

. . .oo

��

k H∗(−∞, k)

��

. . .oo

��

H∗(i, k)oo

��

. . .oo

��

H∗(j, k)oo

��

0oo

j H∗(−∞, j)

��

δ

22

δ

77

. . .oo

��

H∗(i, j)oo

��

δ

55

δ

??

. . .oo

��

0oo

. . .

��

. . .oo

��

. . .oo

��

0oo

. . . . . .oo 0oo

−∞ i j

As in the homological case there are two exact couples associated to an ex-
tended Cartan–Eilenberg system, generating the same spectral sequence, and we
concentrate on the one given by the top row and the superdiagonal.

Definition 6.1.8. To each cohomological extended Cartan–Eilenberg system
(H∗, η, δ) we associate the (top) cohomological exact couple (As, Es)s given by the
diagram

. . . H∗(s,∞)
η

oo

η

��

H∗(s+ 1,∞)
η

oo . . .
η
oo

H∗(s, s+ 1)

δ

77

. . .

where

(As)∗ = H∗(s,∞)

(Es)∗ = H∗(s, s+ 1)

with αs and βs given by η, while γs is given by δ.
The spectral sequence (Er, dr)r≥1 associated to (H∗, η, δ) is the spectral se-

quence associated to the exact couple (As, Es)s.

The following two propositions and four lemmas are given by reindexing the
corresponding results from Section 3.5.
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Proposition 6.1.9. In the spectral sequence (Er, dr)r≥1 associated to an ex-
tended Cartan–Eilenberg system (H∗, η, δ) we have

Zsr = δ−1 im(η : H∗+1(s+ r,∞)→ H∗+1(s+ 1,∞))

= ker(δ : H∗(s, s+ 1)→ H∗+1(s+ 1, s+ r))

= im(η : H∗(s, s+ r)→ H∗(s, s+ 1))

and

Bsr = η ker(η : H∗(s,∞)→ H∗(s− r + 1,∞))

= im(δ : H∗−1(s− r + 1, s)→ H∗(s, s+ 1))

= ker(η : H∗(s, s+ 1)→ H∗(s− r + 1, s+ 1))

so that η induces an isomorphism

Esr
∼=−→ im(η : H∗(s, s+ r)→ H∗(s− r + 1, s+ 1)) .

The dr-differential is given by

dsr : Esr −→ Es+rr

[x] 7−→ [δ(z)]

where z ∈ H∗(s, s+ r), x = η(z) ∈ H∗(s, s+ 1) and δ(z) ∈ H∗+1(s+ r, s+ r + 1).

Proof. For the r-th cocycles,

δ−1 im(η : H∗+1(s+ r,∞)→ H∗+1(s+ 1,∞))

= δ−1 ker(η : H∗+1(s+ 1,∞)→ H∗+1(s+ 1, s+ r))

= ker(δ : H∗(s, s+ 1)→ H∗+1(s+ 1, s+ r))

by exactness and naturality.

H∗+1(s+ 1,∞)

η

��

H∗+1(s+ r,∞)
η

oo

H∗(s, s+ r)

η

��

H∗+1(s+ 1, s+ r) 0

H∗(s, s+ 1)

δ

<<

δ

66

0

For the r-th coboundaries,

η ker(η : H∗(s,∞)→ H∗(s− r + 1,∞))

= η im(δ : H∗−1(s− r + 1, s)→ H∗(s,∞))

= im(δ : H∗−1(s− r + 1, s)→ H∗(s, s+ 1))
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for the same reasons.

H∗(s− r + 1,∞) H∗(s,∞)
η

oo

η

��

H∗(s− r + 1, s+ 1) H∗(s, s+ 1)
η
oo

H∗−1(s− r + 1, s)

δ

55

δ

<<

0

Considering the composition η′′ ◦ η′ (where the primes only serve to keep the
two homomorphisms apart),

H∗(s,∞)

η

��

H∗(s, s+ r)

η′

��

H∗+1(s+ 1, s+ r)

H∗(−∞, s+ 1) H∗(s− r + 1, s+ 1)
η
oo H∗(s, s+ 1)

δ

66

η′′
oo 0

H∗−1(s− r + 1, s)

δ

66

0

the isomorphism

η′′ : H∗(s, s+ 1)/ ker(η′′)
∼=−→ im(η′′)

restricts to the asserted isomorphism

Esr = Zsr/B
s
r = im(η′)/ ker(η′′)

∼=−→ im(η′′ ◦ η′) .

Note that we already know that Bsr = ker(η′′) ⊂ im(η′) = Zsr , so that im(η′) ∩
ker(η′′) = ker(η′′).

If x = η(z) ∈ Zsr ⊂ H∗(s, s + 1) with z ∈ H∗(s, s + r), then δ(x) = η(y) ∈
H∗+1(s+1,∞) with y = δ(z) ∈ H∗+1(s+r,∞), by naturality. Hence η(y) = δ(z) ∈
H∗+1(s+ r, s+ r + 1), also by naturality. Thus dsr([x]) = [η(y)] = [δ(z)].

H∗+1(s+ 1,∞) H∗+1(s+ r,∞)
η

oo

η

��

H∗+1(s+ r, s+ r + 1)

H∗(s, s+ r)

δ

22

δ

55

η

��

H∗(s, s+ 1)

δ

CC

0

�
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Lemma 6.1.10. The colimit

G∗ = H∗(−∞,∞) ∼= colim
s

H∗(s,∞)

is exhaustively filtered by

F sG∗ = im(η : H∗(s,∞)→ H∗(−∞,∞)) .

Lemma 6.1.11. Consider an extended (H∗, η, δ) such that

. . .
η←− H∗(s,∞)

η←− H∗(s+ 1,∞)
η←− . . .

is degreewise discrete. Then

Zs∞ = ker(δ : H∗(s, s+ 1)→ H∗+1(s+ 1,∞))

= im(η : H∗(s,∞)→ H∗(s, s+ 1))

and the filtration (F sG∗)s is degreewise discrete.

Proof. If Hn+1(i,∞) = 0 for i > b = b(n+ 1) then

ker(δ : Hn(s, s+ 1)→ Hn+1(s+ 1,∞)) = ker(δ : Hn(s, s+ 1)→ Hn+1(s+ 1, s+ r))

for all s + r > b, i.e., for all r > b − s, so (Zs∞)n equals this common value of
(Zsr )n. �

Lemma 6.1.12. Consider any extended (H∗, η, δ). Then

Bs∞ = im(δ : H∗−1(−∞, s)→ H∗(s, s+ 1))

= ker(η : H∗(s, s+ 1)→ H∗(−∞, s+ 1)) .

Proof. The union Bs∞ ∼= colimr B
s
r equals

colim
r

ker(η : H∗(s, s+1)→ H∗(s−r+1, s+1)) ∼= ker(η : H∗(s, s+1)→ H∗(−∞, s+1))

since H∗(−∞, s+ 1) ∼= colimrH
∗(s− r + 1, s+ 1). �

Lemma 6.1.13. Consider any extended (H∗, η, δ). There is a preferred isomor-
phism

im(η : H∗(s,∞)→ H∗(s, s+ 1))

ker(η : H∗(s, s+ 1)→ H∗(−∞, s+ 1))
∼=

F sG∗

F s+1G∗

for each s ∈ Z.

Proposition 6.1.14. Let (H∗, η, δ) be an extended cohomological Cartan–Eilenberg
system, with associated spectral sequence (Er, dr)r≥1 and filtered target G∗ = H∗(−∞,∞).

(1) There is always a preferred injective homomorphism

F sG∗

F s+1G∗
//
ζ
// Es,∗∞ ,

which is an isomorphism if Zs∞ = im(η : H∗(s,∞)→ H∗(s, s+ 1)).
(2) In particular, if the sequence

. . .
η←− H∗(s,∞)

η←− H∗(s+ 1,∞)
η←− . . .

is degreewise discrete, then ζ is an isomorphism and the spectral sequence

E∗,∗r =⇒ G∗

converges.
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Sketch proof. Consider the following diagram, with G∗ = H∗(−∞,∞).

G∗ H∗(s,∞)
isoo

βs

��

H∗(s+ 1,∞)
αsoo

H∗(s, s+ 1)

γs

77

The maps is and βs induce isomorphisms

F sG∗

F s+1G∗
∼=←− H∗(s,∞)

im(αs) + ker(is)

∼=−→ ker(γs)

βs ker(is)

The inclusion ker(γs) ⊂ Zs∞ and identity βs ker(is) = Bs∞ then give the inclusion

ker(γs)

βs ker(is)
⊂ Zs∞
Bs∞

= Es∞ .

�

6.2. Pairings of Cartan–Eilenberg systems

We can now define a pairing of cohomological Cartan–Eilenberg systems, fol-
lowing Douady’s presentation [Dou58] in the Cartan seminar.

Definition 6.2.1. Let (′H∗, η, δ), (′′H∗, η, δ) and (H∗, η, δ) be finite cohomo-
logical Cartan–Eilenberg systems. A pairing µ : (′H∗, ′′H∗)→ H∗ of finite Cartan–
Eilenberg systems is a collection of degree-preserving homomorphisms

µr : ′H∗(s, s+ r)⊗ ′′H∗(u, u+ r) −→ H∗(s+ u, s+ u+ r)

for r ≥ 1 and s, u ∈ Z. These are required to satisfy the following two conditions.

(SPP I) Each square

′H∗(s′, s′ + r′)⊗ ′′H∗(u′, u′ + r′)
µr′ //

η⊗η
��

H∗(s′ + u′, s′ + u′ + r′)

η

��
′H∗(s, s+ r)⊗ ′′H∗(u, u+ r)

µr // H∗(s+ u, s+ u+ r)

commutes, for r ≥ 1, r′ ≥ 1, s ≤ s′, u ≤ u′, s+r ≤ s′+r′ and u+r ≤ u′+r′.
(SPP II) In each (non-commutative) diagram

′H∗(s, s+ r)⊗ ′′H∗(u, u+ r)
η⊗δ

//

µr

((

δ⊗η

��

′H∗(s, s+ 1)⊗ ′′H∗(u+ r, u+ r + 1)

µ1

��

H∗(s+ u, s+ u+ r)

δ

((
′H∗(s+ r, s+ r + 1)⊗ ′′H∗(u, u+ 1)

µ1 // H∗(s+ u+ r, s+ u+ r + 1)

with r ≥ 1 and s, u ∈ Z, the diagonal composite equals the sum of the
two outer composites:

δµr = µ1(δ ⊗ η) + µ1(η ⊗ δ) .
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Remark 6.2.2. In terms of elements x ∈ ′H∗(s, s+ r) and y ∈ ′′H∗(u, u+ r),
the spectral pairing condition (SPP II) asks that

δ(x · y) = δ(x) · η(y) + (−1)|x|η(x) · δ(y) ,

where we write · for the pairings µr and µ1, and |x| equals the total degree of x.
In other words, |x| = n if x ∈ ′Hn(s, s+ r). This follows from how δ ⊗ η and η ⊗ δ
are defined to act on x⊗ y, since η has degree 0 and δ has degree 1.

Theorem 6.2.3 ([Dou58, Thm. II A]). A pairing µ : (′H∗, ′′H∗)→ H∗ of finite
Cartan–Eilenberg systems induces a pairing µr : (′Er, ′′Er) → Er of the associated
spectral sequences, with

µ1 : ′Es1 ⊗ ′′Eu1 −→ Es+u1

equal to

µ1 : ′H∗(s, s+ 1)⊗ ′′H∗(u, u+ 1) −→ H∗(s+ u, s+ u+ 1) .

Remark 6.2.4. Recalling Definition 5.4.1, this part of Douady’s theorem as-
serts that

µr : ′Esr ⊗ ′′Eur −→ Es+ur

for each r ≥ 1 satisfies the Leibniz rule

drµr = µr(
′dr ⊗ 1) + µr(1⊗ ′′dr)

dr(x · y) = ′dr(x) · y + (−1)|x|x · ′′dr(y)

for x ∈ ′Er and y ∈ ′′Er, and that µr+1 is induced by µr in the sense that

µr+1([x]⊗ [y]) = [µr(x⊗ y)]

in H(Er, dr) ∼= Er+1, where ′dr(x) = 0 and ′′dr(y) = 0.

((ETC: Douady writes (in French): “The demonstration consists of a long series
of verifications that the reader (if there is one) will do himself if he wishes.”))

((ETC: As noted by Sebastian Goette (MathOverflow 2016), less than (SPP I)
is needed for this result.))

Proof. We prove this by induction on r ≥ 1, using the diagram below.

′H∗(s, s+ 1)⊗ ′′H∗(u, u+ 1)

µ1

((

H∗(s+ u, s+ u+ 1)

′H∗(s, s+ r)⊗ ′′H∗(u, u+ r)
η⊗δ

//

µr

((

δ⊗η

��

η⊗η

OO

′H∗(s, s+ 1)⊗ ′′H∗(u+ r, u+ r + 1)

µ1

��

H∗(s+ u, s+ u+ r)

δ

((

η

OO

′H∗(s+ r, s+ r + 1)⊗ ′′H∗(u, u+ 1)
µ1 // H∗(s+ u+ r, s+ u+ r + 1)
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Classes [x] ∈ ′Esr and [y] ∈ ′′Eur are represented by r-th cocycles

x = η(z) ∈ ′Zsr ⊂ ′H∗(s, s+ 1)

y = η(w) ∈ ′′Zur ⊂ ′′H∗(u, u+ 1) ,

with z ∈ ′H∗(s, s + r) and w ∈ ′′H∗(u, u + r). Then µr([x] ⊗ [y]) ∈ Es+ur is the
class of

µ1(x⊗ y) ∈ Zs+ur ⊂ H∗(s+ u, s+ u+ 1) ,

which we can write as η(µr(z ⊗ w)) with µr(z ⊗ w) ∈ H∗(s+ u, s+ u+ r). Hence
we can calculate dr(µr([x]⊗ [y])) ∈ Es+u+r

r as the class of

δ(µr(z ⊗ w)) ∈ Zs+u+r
r ⊂ H∗(s+ u+ r, s+ u+ r + 1) .

This equals the sum of

µ1(δ ⊗ η)(z ⊗ w) = µ1(δ(z)⊗ y)

and
µ1(η ⊗ δ)(z ⊗ w) = (−1)|z|µ1(x⊗ δ(w)) ,

where |z| = |[x]|. Here δ(z) ∈ ′H∗(s+r, s+r+1) represents ′dr([x]), so µ1(δ(z)⊗y)
represents µr(

′dr([x]) ⊗ [y]) ∈ Es+u+r
r . Similarly, δ(w) ∈ ′′H∗(u, u + r) represents

′′dr([y]), so µ1(x⊗ δ(w)) represents µr([x]⊗ ′′dr([y])) ∈ Es+u+r
r . Hence dr(µr([x]⊗

[y])) equals the sum

µr(
′dr([x])⊗ [y]) + (−1)|[x]|µr([x]⊗ ′′dr([y])) ∈ Es+u+r

r ,

as claimed.
Having proved that µ1 restricts to define µr on Er-classes for each r ≥ 1, it

follows that µr induces µr+1 upon passage to homology with respect to dr, since
both are calculated from µ1. �

((Note that (SPP II) relates triangulated structure to monoidal structure, and
that the precise interaction between these notions is not well axiomatized [May01].
Higher category theory may give a cleaner presentation of this interaction.))

Definition 6.2.5. Let (′H∗, η, δ), (′′H∗, η, δ) and (H∗, η, δ) be extended coho-
mological Cartan–Eilenberg systems. A pairing µ : (′H∗, ′′H∗) → H∗ of extended
Cartan–Eilenberg systems is a pairing (µr) of the underlying finite Cartan–Eilenberg
systems, together with degree-preserving homomorphisms

µ∞ : ′H∗(s,∞)⊗ ′′H∗(u,∞) −→ H∗(s+ u,∞)

for s, u ∈ Z, satisfying the following additional condition.

(SPP III) The squares

′H∗(s,∞)⊗ ′′H∗(u,∞)
µ∞ //

η⊗η
��

H∗(s+ u,∞)

η

��
′H∗(s, s+ r)⊗ ′′H∗(u, u+ r)

µr // H∗(s+ u, s+ u+ r)

and

′H∗(s′,∞)⊗ ′′H∗(u′,∞)
µ∞ //

η⊗η
��

H∗(s′ + u′,∞)

η

��
′H∗(s,∞)⊗ ′′H∗(u,∞)

µ∞ // H∗(s+ u,∞)
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commute, for r ≥ 1, s ≤ s′ and u ≤ u′.

In other words, condition (SPP III) extends (SPP I) to the case r′ = ∞ and
1 ≤ r ≤ ∞, where s+∞, u+∞ and s+ u+∞ are interpreted as ∞.

Lemma 6.2.6. Given a pairing µ : (′H∗, ′′H∗) → H∗ of extended Cartan–
Eilenberg systems, with filtered target groups

′G∗ = ′H∗(−∞,∞)
′′G∗ = ′′H∗(−∞,∞)

G∗ = H∗(−∞,∞)

there is a unique filtration-preserving pairing

ν : ′G∗ ⊗ ′′G∗ −→ G∗

making the diagrams

′H∗(s,∞)⊗ ′′H∗(u,∞)
µ∞ //

����

H∗(s+ u,∞)

����

F s′G∗ ⊗ Fu′′G∗ νs,u //

��

F s+uG∗
��

��
′G∗ ⊗ ′′G∗ ν // G∗

commute for all s, u ∈ Z.

Proof. The isomorphisms colims
′H∗(s,∞) ∼= ′G∗ and colimu

′′H∗(u,∞) ∼=
′′G∗ induce an isomorphism

colim
s,u

′H∗(s,∞)⊗ ′′H∗(u,∞)
∼=−→ ′G∗ ⊗ ′′G∗

so ν is the canonical map induced by the composites

′H∗(s,∞)⊗ ′′H∗(u,∞)
µ∞−→ H∗(s+ u,∞) −→ G∗ ,

which are compatible by the second part of (SPP III). This makes the outer rectan-
gle commute. The tensor product of the defining surjections ′H∗(s,∞) → F s′G∗

and ′′H∗(u,∞)→ Fu′′G∗ gives the surjection ′H∗(s,∞)⊗ ′′H∗(u,∞)→ F s′G∗ ⊗
Fu′′G∗ in the left hand column, whose kernel maps to zero in F s+uG∗ ⊂ G∗. Hence
there is a unique homomorphism νs,u making the upper square commute. It follows
that the lower square commutes, by the stated surjectivity. �

Proposition 6.2.7. Let (′H∗, η, δ), (′′H∗, η, δ) and (H∗, η, δ) be extended Cartan–
Eilenberg systems with associated spectral sequences (′Er, ′dr), (′′Er, ′′dr) and (Er, dr)
converging to ′G∗, ′′G∗ and G∗, respectively. Let

µ : (′H∗, ′′H∗) −→ H∗

be a pairing of extended Cartan–Eilenberg systems. Then the associated spectral
sequence pairing

µr : (′Er,
′′Er) −→ Er

converges to the filtration-preserving pairing

ν : ′G∗ ⊗ ′′G∗ −→ G∗ .
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Proof. We show that the lower square in the diagram

′H∗(s,∞)⊗ ′′H∗(u,∞)
µ∞ //

����

H∗(s+ u,∞)

����

F s′G∗ ⊗ Fu′′G∗ νs,u //

����

F s+uG∗

����

F s′G∗

F s+1′G∗
⊗ Fu′′G∗

Fu+1′′G∗
ν̄s,u //

ζ⊗ζ
��

F s+uG∗

F s+u+1G∗
��

ζ

��
′Es∞ ⊗ ′′Eu∞

µ∞ // Es+u∞

commutes, where each ζ is given as in the sketch proof of Proposition 6.1.14. The
upper and middle squares commute by the definition of νs,u and ν̄s,u, respectively.
By the surjectivity of the upper and middle left hand maps, it suffices to prove that
the outer rectangle commutes. In view of the construction of ζ, the outer rectangle
can instead be factored as follows.

′H∗(s,∞)⊗ ′′H∗(u,∞)
µ∞ //

��

H∗(s+ u,∞)

��
′Zs∞ ⊗ ′′Zu∞

µ1|
//

����

Zs+u∞

����
′Es∞ ⊗ ′′Eu∞

µ∞ // Es+u∞

Here the lower square defines µ∞ in terms of the restricted pairing µ1|, and the
upper square is part of the following commutative diagram.

′H∗(s,∞)⊗ ′′H∗(u,∞)
µ∞ //

��

H∗(s+ u,∞)

��
′Zs∞ ⊗ ′′Zu∞

µ1|
//

��

��

Zs+u∞
��

��
′H∗(s, s+ 1)⊗ ′′H∗(u, u+ 1)

µ1 // H∗(s+ u, s+ u+ 1)

�

Remark 6.2.8. In the presence of (SPP I), condition (SPP II) follows from the
stronger condition below.
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(SPP II+) In each (non-commutative) diagram

′H∗(s, s+ r)⊗ ′′H∗(u, u+ r)
1⊗δ

//

µr

((

δ⊗1

��

′H∗(s, s+ r)⊗ ′′H∗(u+ r, u+ 2r)

µr

��

H∗(s+ u, s+ u+ r)

δ

((
′H∗(s+ r, s+ 2r)⊗ ′′H∗(u, u+ r)

µr // H∗(s+ u+ r, s+ u+ 2r)

with r ≥ 1 and s, u ∈ Z, the diagonal composite equals the sum of the
two outer composites:

δµr = µr(δ ⊗ 1) + µr(1⊗ δ) .
((ETC: This appears in Neisendorfer’s Memoir [Nei80].))

6.3. Filtered differential graded rings

Many multiplicative Cartan–Eilenberg systems, with associated multiplicative
spectral sequences, arise from filtered differential graded rings.

Definition 6.3.1. The tensor product of two cochain complexes (′C∗, ′δ) and
(′′C∗, ′′δ) is the total complex

C∗ = ′C∗ ⊗ ′′C∗

with
Ck =

⊕

i+j=k

′Ci ⊗ ′′Cj ,

equipped with the differential δ = ′δ ⊗ 1 + 1⊗ ′′δ, given by

δ(x⊗ y) = ′δ(x)⊗ y + (−1)|x|x⊗ ′′δ(y) ,

where |x| = i is the total degree of x ∈ ′Ci. We note that δδ = 0, so that (C∗, δ) is
a cochain complex.

The unit cochain complex is Z, concentrated in degree 0.
The twist isomorphism

τ : ′C∗ ⊗ ′′C∗
∼=−→ ′′C∗ ⊗ ′C∗

is the chain isomorphism given by

τ(x⊗ y) = (−1)|x||y|y ⊗ x .

Lemma 6.3.2. The tensor product, unit complex and twist isomorphism define
a symmetric monoidal structure on the category of cochain complexes.

Proof. This means that the tensor product is associative, unital and commu-
tative, up to coherent isomorphisms. The associativity isomorphism

(′C∗ ⊗ ′′C∗)⊗ ′′′C∗ ∼= ′C∗ ⊗ (′′C∗ ⊗ ′′′C∗)
maps (x⊗ y)⊗ z to x⊗ (y ⊗ z).

The unitality isomorphisms

Z⊗ C∗ ∼= C∗ ∼= C∗ ⊗ Z
identify 1⊗ x, x and x⊗ 1.
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The commutativity isomorphism is given by the twist isomorphism.
The required coherence diagrams are listed in [ML71, §VII.1 and §VII.7]. �

The tensor product lets us define pairings ′C∗ ⊗ ′′C∗ → C∗ of two cochain
complexes to a third. We concentrate on the case when the three cochain complexes
are the same.

Definition 6.3.3. A differential graded ring is a cochain complex (C∗, δ)
equipped with a unital and associative cochain homomorphism

µ : C∗ ⊗ C∗ −→ C∗ .

In other words, µ makes (C∗, δ) a monoid in the monoidal category of cochain
complexes.

More explicitly, µ maps x ⊗ y ∈ Cn ⊗ Cm to µ(x ⊗ y) = x · y ∈ Cn+m and
satisfies the Leibniz rule

δ(x · y) = δ(x) · y + (−1)|x|x · δ(y) .

Furthermore, there is a cocycle 1 ∈ C0 with x · 1 = x = 1 · x for all x, and
(x · y) · z = x · (y · z) for all x, y and z. In categorical terms, associativity and
unitality ask that the diagrams

(C∗ ⊗ C∗)⊗ C∗
∼= //

µ⊗1

��

C∗ ⊗ (C∗ ⊗ C∗)

1⊗µ
��

C∗ ⊗ C∗
µ

// C∗ C∗ ⊗ C∗
µ

oo

and

Z⊗ C∗
η⊗1
//

∼=
&&

C∗ ⊗ C∗

µ

��

C∗ ⊗ Z
1⊗η
oo

∼=
xx

C∗

commute, where η : Z→ C∗ maps 1 ∈ Z to 1 ∈ C∗.

Example 6.3.4. The singular cochains C∗(X) on a space X form a differential
graded ring, with respect to the cup product

∪ : C∗(X)⊗ C∗(X) −→ C∗(X)

given by the Alexander–Whitney formula.

Lemma 6.3.5. The cohomology H∗(C∗) of a differential graded ring (C∗, δ, µ)
is a graded ring.

Proof. For cocycles x ∈ Cn and y ∈ Cm the product of their cohomology
classes [x] ∈ Hn(C∗) and [y] ∈ Hm(C∗) is the cohomology class

[x] · [y] = [x · y] ∈ Hn+m(C∗)

of the product x · y = µ(x · y). This is a cocycle by the Leibniz rule, and its
cohomology class only depends on the cohomology classes of x and y, by further
applications of the Leibniz rule. �
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Remark 6.3.6. If C∗ is a complex of Λ-modules for some commutative ring Λ,
and µ is Λ-bilinear, we say that C∗ is a differential graded Λ-algebra, often abbre-
viated to a “DG algebra”. The cohomology H∗(C∗) is then a graded Λ-algebra.
The further abbreviation “DGA” can be confusing in this context, since a “DGA
algebra” means a “differential graded augmented algebra”, in the terminology from
the Cartan seminar. We will discuss augmentations later, in the context of Hopf
algebras.

Remark 6.3.7. There is more structure in the cohomology of a differential
graded ring than this graded ring structure, including a variety of Massey products.
If a = [x], b = [y] and c = [z] satisfy a · b = 0 and b · c = 0 in H∗(C∗), then we can
write x · y = δ(u) and y · z = δ(v), for some cochains u and v. The expression

w = u · z − (−1)|x|x · v

then defines a cocycle, since

δ(w) = δ(u) · z − x · δ(v) = (x · y) · z − x · (y · z) = 0 .

Its cohomology class

[w] = [u · z − (−1)|x|x · v] ∈ 〈a, b, c〉

then defines an element in the Massey product 〈a, b, c〉 ⊂ Hn(C∗), where n =
|a|+ |b|+ |c| − 1. Different choices of cobounding classes u and v may give different
classes [w], and the Massey product equals the set of all possible such values.
((ETC: This is not the most standard sign convention.)) ((ETC: Give reference to
Borromean rings example?))

Definition 6.3.8. A differential graded ring (C∗, δ, µ) is commutative if the
diagram

C∗ ⊗ C∗ τ
∼=

//

µ
$$

C∗ ⊗ C∗

µ
zz

C∗

commutes, i.e., if x · y = (−1)|x||y|y · x for all x, y ∈ C∗.

Remark 6.3.9. The cohomology of a commutative differential graded ring is
a (graded) commutative ring, but there are natural examples of non-commutative
differential graded rings, such as the cochains C∗(X) on a space X, whose coho-
mology is nonetheless (graded) commutative. There are more flexible notions of
commutativity up to chain homotopy, and higher chain homotopies, that are often
more appropriate. An E∞ differential graded ring satisfies “homotopy everything”
conditions. These lead to the construction of power operations in the cohomology
of these differential graded rings, or algebras, of which the Steenrod operations in
mod p cohomology are prime examples.

We can also consider pairings of two filtered cochain complexes to a third.
Again, we concentrate on the case when the three filtered cochain complexes are
the same.

Definition 6.3.10. A filtered differential graded ring is a cochain complex
(C∗, δ) equipped with a decreasing filtration (F sC∗)s and an associative and unital
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cochain morphism µ : C∗⊗C∗ −→ C∗, such that the product preserves the filtration.
In other words, the image of the composite

F sC∗ ⊗ FuC∗ −→ C∗ ⊗ C∗ µ−→ C∗

is contained in F s+uC∗, for all s, u ∈ Z.

Lemma 6.3.11. Let C∗ be a filtered differential graded ring. There is a unique
chain map µs,u making the diagram

F sC∗ ⊗ FuC∗
µs,u
//

��

F s+uC∗

��

C∗ ⊗ C∗
µ

// C∗

commute, for each pair (s, u). These induce a unique chain map µr making the
diagram

F sC∗ ⊗ FuC∗
µs,u

//

����

F s+uC∗

����

F sC∗

F s+rC∗
⊗ FuC∗

Fu+rC∗
µr //

F s+uC∗

F s+u+rC∗

commute, for all r ≥ 1, s and u.

Proof. Both µs+r,u and µs,u+r take values in F s+u+rC∗. �

A pairing of filtered cochain complexes induces a pairing of finite Cartan–
Eilenberg systems and the associated spectral sequences. Most of the following
result is given in [Mas54, §7, §9], with proofs left to the reader.

Proposition 6.3.12. Let C∗ be a filtered differential graded ring, with associ-
ated finite Cartan–Eilenberg system

H∗(i, j) = H∗(F iC∗/F jC∗)

for integers i ≤ j. The pairing µ induces a pairing

µr : H∗(s, s+ r)⊗H∗(u, u+ r) −→ H∗(s+ u, s+ u+ r)

of finite Cartan–Eilenberg systems, and a pairing

µr : Esr ⊗ Eur −→ Es+ur

of the associated spectral sequences, making (Er, dr)r≥1 a ring spectral sequence.
The E1-term is given by

Es,t1 = Hs+t(F sC∗/F s+1C∗)

and the E1-pairing

µ1 : H∗(F sC∗/F s+1C∗)⊗H∗(FuC∗/Fu+1C∗) −→ H∗(F s+uC∗/F s+u+1C∗)

is given by
µ1 : [π(x̃)]⊗ [π(ỹ)] 7−→ [πµs,u(x̃⊗ ỹ)] ,

where π : F sC∗ → F sC∗/F s+1C∗, etc.
If the filtration (F sC∗)s exhausts C∗, then (µr) and

µ∞ : H∗(s,∞)⊗H∗(u,∞) −→ H∗(s+ u,∞)
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define a pairing of extended Cartan–Eilenberg systems, with H∗(s,∞) = H∗(F sC∗).
The pairing of spectral sequences converges to the filtration-preserving pairing

µ : H∗(C∗)⊗H∗(C∗) −→ H∗(C∗) ,

where Gn = Hn(C∗) is exhaustively filtered by F sGn = im(Hn(F sC∗)→ Hn(C∗)),
for s ∈ Z.

Proof. The chain homomorphism

µr : F sC∗/F s+rC∗ ⊗ FuC∗/Fu+rC∗ −→ F s+uC∗/F s+u+rC∗

and the cohomology cross product induce the finite Cartan–Eilenberg system pair-
ing

µr : H∗(F sC∗/F s+rC∗)⊗H∗(FuC∗/Fu+rC∗)
×−→ H∗(F sC∗/F s+rC∗ ⊗ FuC∗/Fu+rC∗)

µr∗−→ H∗(F s+uC∗/F s+u+rC∗) .

In the extended case we set F∞C∗ = 0 and F−∞C∗ = C∗, and the chain homo-
morphism µs,u induces

µ∞ : H∗(F sC∗)⊗H∗(FuC∗) ×−→ H∗(F sC∗ ⊗ FuC∗) µ
s,u
∗−→ H∗(F s+uC∗) .

We must confirm conditions (SPP I) and (SPP II) in the finite case, and condi-
tion (SPP III) in the extended case.

The diagram

F s
′
C∗ ⊗ Fu′C∗

µs
′,u′

//

��

F s
′+u′C∗
��

��

F sC∗ ⊗ FuC∗
µs,u

// F s+uC∗

of cochain complexes commutes, for s ≤ s′ and u ≤ u′, and induces a commutative
diagram

F s
′
C∗

F s′+r′C∗
⊗ Fu

′
C∗

Fu′+r′C∗
µr′ //

��

F s
′+u′C∗

F s′+u′+rC∗
��

��

F sC∗

F s+rC∗
⊗ FuC∗

Fu+rC∗
µr //

F s+uC∗

F s+u+rC∗

of quotient complexes, for r ≥ 1, r′ ≥ 1, s+ r ≤ s′+ r′ and u+ r ≤ u′+ r′. Passing
to cohomology, we obtain the square required to commute in (SPP I).

Let x̃ ∈ F sC∗ and ỹ ∈ FuC∗ lift cocycles x ∈ F sC∗/F s+rC∗ and y ∈
FuC∗/Fu+rC∗, representing classes [x] ∈ H∗(s, s + r) and [y] ∈ H∗(u, u + r).
Note that δ(x̃) ∈ F s+rC∗+1 and δ(ỹ) ∈ Fu+rC∗+1. The product

z̃ = µs,u(x̃⊗ ỹ) ∈ F s+uC∗

then lifts

z = µr(x⊗ y) ∈ F s+uC∗

F s+u+rC∗
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representing [z] = µr([x]⊗ [y]) ∈ H∗(s+ u, s+ u+ r). Its image

δ([z]) = δµr([x]⊗ [y]) ∈ H∗+1(s+ u+ r, s+ u+ r + 1)

under the connecting homomorphism is then given by the class [πδ(z̃)] of the image
of the coboundary

δ(z̃) = δµs,u(x̃⊗ ỹ) ∈ F s+u+rC∗+1

under the projection π : F s+u+rC∗+1 → F s+u+rC∗+1/F s+u+r+1C∗+1. By the
Leibniz rule,

δµ(x̃⊗ ỹ) = µ(δ(x̃)⊗ ỹ) + (−1)|x̃|µ(x̃⊗ δ(ỹ))

in C∗, so [πδ(z̃)] equals the sum of

[πµs+r,u(δ(x̃)⊗ ỹ)] = [µ1(πδ(x̃)⊗ π(ỹ))] = µ1(δ([x])⊗ η([y]))

and (−1)|x̃| = (−1)|x| = (−1)|[x]| times

[πµs,u+r(x̃⊗ δ(ỹ))] = [µ1(π(x̃)⊗ πδ(ỹ))] = µ1(η([x])⊗ δ([y])) .

This proves that δµr = µ1(δ ⊗ η) + µ1(η ⊗ δ) when evaluated on any [x] ⊗ [y], as
demanded by (SPP II).

Letting F∞C∗ = 0, the proof of (SPP I) extends as stated to the cases with
r′ =∞ and r ≥ 1 or r =∞, where we interpret n+∞ as ∞ for all integers n, and
this proves (SPP III). �

Remark 6.3.13. If we replace π with the canonical projection π : F sC∗ →
F sC∗/F s+rC∗, so that π(x̃) = x and π(ỹ) = y, then the above proof of (SPP II)
proves the stronger form (SPP II+) from Remark 6.2.8.

6.4. Multiplicative Serre spectral sequence

Remark 6.4.1. We return to the situation of a fiber sequence F → E
p→ B.

Serre’s original construction [Ser51] of his spectral sequence used singular cubes
σ : In → E to define a cubical chain complex (A∗(E), ∂) (say) with homology
calculating H∗(E), which could be increasingly filtered by saying that σ lies in
FsA∗(E) if pσ : In → E → B factors through the projection In → Is to the s first
coordinates. Dually, the cubical cochain complex (A∗(E), δ) calculating H∗(E) is
decreasingly filtered by saying that a cochain lies in F sA∗(E) if it vanishes on chains
of filtration ≤ s− 1.

There is a cup product making A∗(E) a differential graded ring, and the de-
creasing filtration (F sA∗(E))s respects the product, making A∗(E) a filtered dif-
ferential graded ring. Hence the associated spectral sequence

Es,t2 = Hs(B; H t(F )) =⇒s H
s+t(E) ,

which is the cohomology Serre spectral sequence for p : E → B, is a ring spectral
sequence. The pairings of E1- and E2-terms are given in terms of the cup products
in A∗(B), H∗(B) and H∗(F ), and the spectral sequence pairing converges to the
cup product in H∗(E).

Instead of working with cubical chains and cochains, we will filter the singular
cochain complex C∗(E) by the subcomplexes F sC∗(E) = C∗(E,Es−1). These are
not strictly respected by the cochain level cup product, because the cross product
of two cochains vanishing on Es−1 and Eu−1 will vanish on all chains in Es−1 ×E
and in E × Eu−1, but usually not on all chains in Es−1 × E ∪ E × Eu−1. Hence
C∗(E) is not a filtered differential graded ring, and we must give a different proof
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of the multiplicativity of the cohomology Serre spectral sequence. For this we will
adapt [Whi78, §XIII.8], making use of excision isomorphisms and the formalism
of pairings of Cartan–Eilenberg systems.

Definition 6.4.2. Let p : E → B be a fibration, with B a CW complex. Let
Es = p−1(B(s)), with Es = ∅ for −∞ ≤ s < 0 and E∞ = E. Define a cohomological
extended Cartan–Eilenberg system H∗ = H∗(p) by

H∗(i, j) = H∗(Ej−1, Ei−1)

for −∞ ≤ i ≤ j ≤ ∞, with δ : H∗(i, j) → H∗+1(j, k) equal to the connecting
homomorphism

δ : H∗(Ej−1, Ei−1) −→ H∗+1(Ek−1, Ej−1) .

The associated spectral sequence is the cohomological Serre spectral sequence

Es,tr = Es,tr (p) =⇒s H
s+t(E)

with
Es,t1

∼= CsCW (B; H t(F )) and Es,t2
∼= Hs(B; H t(F )) .

Proposition 6.4.3. Let p′ : E′ → B′ and p′′ : E′′ → B′′ be fibrations, with B′

and B′′ CW complexes. Let p′ × p′′ : E′ × E′′ → B′ × B′′ be the product fibration.
There is a natural pairing of extended Cartan–Eilenberg systems

µ : (H∗(p′), H∗(p′′)) −→ H∗(p′ × p′′)
with components

µr : H∗(E′s+r−1, E
′
s−1)⊗H∗(E′′u+r−1, E

′′
u−1)

×−→ H∗(E′s+r−1 × E′′u+r−1, E
′
s−1 × E′′u+r−1 ∪ E′s+r−1 × E′′u−1)

−→ H∗((E′ × E′′)s+u+r−1, (E
′ × E′′)s+u−1)

and

µ∞ : H∗(E′, E′s−1)⊗H∗(E′′, E′′u−1)

×−→ H∗(E′ × E′′, E′s−1 × E′′ ∪ E′ × E′′u−1)

−→ H∗(E′ × E′′, (E′ × E′′)s+u−1) .

Proof. To simplify the notation a little we restrict to the case where p′ =
p′′ = p : E → B, but the general case is easily recovered by working with p′ in the
first factor and p′′ in the second factor of each product.

The product B ×B has the CW structure with k-skeleton

(B ×B)(k) =
⋃

i+j=k

B(i) ×B(j) .

We lift the skeleton filtration along p× p to define the filtration on E × E with

(E × E)k =
⋃

i+j=k

Ei × Ej .

We then have inclusions

(B ×B)(s+u−1) ⊂ B(s−1) ×B ∪B ×B(u−1)

and
(E × E)s+u−1 ⊂ Es−1 × E ∪ E × Eu−1
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of subspaces of B ×B and E × E, respectively. This defines

µ∞ : H∗(E,Es−1)⊗H∗(E,Eu−1)
×−→ H∗(E × E,Es−1 × E ∪ E × Eu−1)

−→ H∗(E × E, (E × E)s+u−1)

as the composite of the cohomology cross product and the (now) evident restric-
tion map. The definition of µr for finite r ≥ 1 is a little more elaborate. The
subcomplexes

B(s+r−1) ×B(u+r−1)

and

(B ×B)∧s,u,r =
⋃

i+j=s+u+r−1
i < s or j < u

B(i) ×B(j)

of B ×B have intersection

B(s−1) ×B(u+r−1) ∪B(s+r−1) ×B(u−1)

and union

B(s+r−1) ×B(u+r−1) ∪ (B ×B)(s+u+r−1) .

Note that (B ×B)(s+u−1) ⊂ (B ×B)∧s,u,r. Likewise, the subspaces

Es+r−1 × Eu+r−1

and

(E × E)∧s,u,r =
⋃

i+j=s+u+r−1
i < s or j < u

Ei × Ej

of E × E have intersection

Es−1 × Eu+r−1 ∪ Es+r−1 × Eu−1

and union

Es+r−1 × Eu+r−1 ∪ (E × E)s+u+r−1 .

Furthermore, (E × E)s+u−1 ⊂ (E × E)∧s,u,r. See Figure 6.1. Hence there is an
excision isomorphism

H∗(Es+r−1 × Eu+r−1 ∪ (E × E)s+u+r−1, (E × E)∧s,u,r)
∼=−→ H∗(Es+r−1 × Eu+r−1, Es−1 × Eu+r−1 ∪ Es+r−1 × Eu−1) ,

and a restriction homomorphism

H∗(Es+r−1 × Eu+r−1 ∪ (E × E)s+u+r−1, (E × E)∧s,u,r)

−→ H∗((E × E)s+u+r−1, (E × E)s+u−1) .

The pairing µr equals the composite

H∗(Es+r−1, Es−1)⊗H∗(Eu+r−1, Eu−1)

×−→ H∗(Es+r−1 × Eu+r−1, Es−1 × Eu+r−1 ∪ Es+r−1 × Eu−1)
∼=←− H∗(Es+r−1 × Eu+r−1 ∪ (E × E)s+u+r−1, (E × E)∧s,u,r)

−→ H∗((E × E)s+u+r−1, (E × E)s+u−1) .
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u−1

u

u+r−1

u+r

s−1 s s+r−1 s+r

Es+r−1 × Eu+r−1

(E × E)∧s,u,r

(E × E)s+u−1

(E × E)s+u+r−1

(E × E)s+u+r

Figure 6.1. Subspaces of E × E

Condition (SPP I) follows by naturality of the three homomorphisms composing
to µr with respect to the inclusions

Es−1 ⊂ Es′−1

Es+r−1 ⊂ Es′+r′−1

Eu−1 ⊂ Eu′−1

Eu+r−1 ⊂ Eu′+r′−1

(E × E)s+u−1 ⊂ (E × E)s′+u′−1

(E × E)s+u+r−1 ⊂ (E × E)s′+u′+r′−1

(E × E)∧s,u,r ⊂ (E × E)∧s′,u′,r′

for s ≤ s′, u ≤ u′, s + r ≤ s′ + r′ and u + r ≤ u′ + r′. Only the last one requires
comment: The inclusion

(E × E)∧s,u,r =
⋃

i+j=s+u+r−1
i < s or j < u

Ei × Ej ⊂
⋃

i′+j′=s′+u′+r′−1
i′ < s′ or j′ < u′

Ei′ × Ej′ = (E × E)∧s′,u′,r′

holds since if i < s and i+ j = s+ u+ r − 1 then Ei × Ej ⊂ Ei × Ej′ with i < s′

and i+ j′ = s′ + u′ + r′ − 1, and similarly if j < u ≤ u′.
Condition (SPP III) holds in the same way, setting r′ = ∞, and noting that

the excision isomorphism in the definition of µr is the identity map of

H∗(E × E,Es−1 × E ∪ E × Eu−1)
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when r =∞.
To verify condition (SPP II) we consider the composite

H∗(Es+r−1, Es−1)⊗H∗(Eu+r−1, Eu−1)
µr−→ H∗((E × E)s+u+r−1, (E × E)s+u−1)

δ−→ H∗+1((E × E)s+u+r, (E × E)s+u+r−1)

∼=
∏

i+j=s+u+r

H∗+1(Ei × Ej , Ei−1 × Ej ∪ Ei × Ej−1) ,

where the final isomorphism follows from excision. We claim that (1) the component
with (i, j) = (s+ r, u) equals

H∗(Es+r−1, Es−1)⊗H∗(Eu+r−1, Eu−1)

δ⊗η−→ H∗+1(Es+r, Es+r−1)⊗H∗(Eu, Eu−1)

×−→ H∗+1(Es+r × Eu, Es+r−1 × Eu ∪ Es+r × Eu−1) ,

(2) the component with (i, j) = (s, u+ r) equals

H∗(Es+r−1, Es−1)⊗H∗(Eu+r−1, Eu−1)

η⊗δ−→ H∗+1(Es, Es−1)⊗H∗(Eu+r, Eu+r−1)

×−→ H∗+1(Es × Eu+r, Es−1 × Eu+r ∪ Es × Eu+r−1) ,

and (3) the remaining components are zero. This implies the relation

δµr = µ1(δ ⊗ η) + µ1(η ⊗ δ) .

((ETC: Elaborate?))
For the first claim we use the commutative diagram in Figure 6.2, with the

following abbreviations.

X = Es+r−1 × Eu+r−1 ∪ (E × E)s+u+r

Y = Es+r−1 × Eu+r−1 ∪ (E × E)s+u+r−1

Z = Es−1 × Eu ∪ Es+r × Eu−1

The two quadrangles containing H∗+1(X,Y ) commute by the naturality of δ with
respect to the maps of triples

((E × E)s+u+r, (E × E)s+u+r−1, (E × E)s+u−1) ⊂ (X,Y, (E × E)∧s,u,r)

and

(Es+r × Eu, Es+r−1 × Eu ∪ Es+r × Eu−1, Z) ⊂ (X,Y, (E × E)∧s,u,r) .

((ETC: Elaborate?))
The second claim follows from a similar diagram.
For the third claim we assume i + j = s + u + r with i /∈ {s, s + r}, so that

j /∈ {u, u+ r}, and use the abbreviations

V = Es−1 × E ∪ E × Eu−1

W = Es−1 × E ∪ Es+r−1 × Eu+r−1 ∪ E × Eu−1
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and the following commutative diagram.

H∗((Es+r−1, Es−1)× (Eu+r−1, Eu−1))

H∗(Y, (E × E)∧s,u,r)

∼=

OO

��

H∗(W,V )
∼=oo

∼=

kk

δ

��ss

H∗((E × E)s+u+r−1, (E × E)s+u−1)

δ

��

δ

++

H∗+1(W,W )

��

H∗+1((E × E)s+u+r, (E × E)s+u+r−1)

��

// H∗+1((E × E)s+u+r ∩W, (E × E)s+u+r−1)

ss

H∗+1((Ei, Ei−1)× (Ej , Ej−1))

The quadrangle commutes by naturality of δ with respect to the map of triples

((E × E)s+u+r ∩W, (E × E)s+u+r−1, (E × E)s+u−1) ⊂ (W,W, V ) .

Since H∗+1(W,W ) is trivial, it follows that the left hand vertical composite is
zero. �



6.4. MULTIPLICATIVE SERRE SPECTRAL SEQUENCE 133

H
∗ (
E
s
+
r
−

1
,E

s
−

1
)
⊗
H
∗ (
E
u

+
r
−

1
,E

u
−

1
)

1
⊗
η
//

×

��

H
∗ (
E
s
+
r
−

1
,E

s
−

1
)
⊗
H
∗ (
E
u
,E

u
−

1
)

× ��

δ
⊗

1

��

H
∗ (

(E
s
+
r
−

1
,E

s
−

1
)
×

(E
u

+
r
−

1
,E

u
−

1
))

// H
∗ (

(E
s
+
r
−

1
,E

s
−

1
)
×

(E
u
,E

u
−

1
))

H
∗ (
Y
,(
E
×
E

)∧ s
,u
,r

)

∼ =
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By Theorem 6.2.3 and Proposition 6.2.7 the pairing

µ : (H∗(p′), H∗(p′′)) −→ H∗(p′ × p′′)
of extended Cartan–Eilenberg systems induces a pairing

(µr : (Er(p
′), Er(p

′′))→ Er(p
′ × p′′))

of the associated cohomological Serre spectral sequences, converging to a filtration-
preserving pairing

ν : H∗(E′)⊗H∗(E′′) −→ H∗(E′ × E′′)
of their abutments. We now make these pairing explicit. Recall the isomorphism
Es,t1 = Hs+t(Es, Es−1) ∼= CsCW (B; H t(F )) from Proposition 5.3.2.

Proposition 6.4.4. The pairing of E1-terms

Es,t1 (p′)⊗ Eu,v1 (p′′) = Hs+t(E′s, E
′
s−1)⊗Hu+v(E′′u , E

′′
u−1)

µ1−→ Hs+u+t+v((E′ × E′′)s+u, (E′ × E′′)s+u−1) = Es+u,t+v1 (p′ × p′′)

corresponds to (−1)tu times the cross product

CsCW (B′; H t(F ))⊗ CuCW (B′′; H v(F ′))
×−→ Cs+uCW (B′ ×B′′; H t+v(F × F ′)) .

Sketch proof. To simplify the notation, we again assume p′ = p′′ = p. The
cohomology cross products

Hs(B(s), B(s−1); H t(F ))⊗Hu(B(u), B(u−1); H v(F ))

×−→ Hs+u(B(s+u), B(s+u−1); H t(F )⊗H v(F ))

and
H t(F )⊗H v(F )

×−→H t+v(F × F )

then combine to define the cross product of the proposition. The sign (−1)tu arises
from the factor

Hs+t((Isα, ∂I
s
α)× Fbα)⊗Hu+v((Iuβ , ∂I

u
β )× Fbβ )

−→ Hs+u+t+v((Is+uα,β , ∂I
s+u
α,β )× Fbα × Fbα)

of the pairing µ1, which sends (gs,α× fα)⊗ (gu,β × fβ) to (−1)tugs+u,α,β × fα× fβ ,
where t = |fα|. The cross product does not account for the grading of fα, hence is
missing this sign. �

Lemma 6.4.5. The pairing of E2-terms

µ2 : Es,t2 (p′)⊗ Eu,v2 (p′) −→ Es+u,t+v2 (p′ × p′′)
corresponds to (−1)tu times the cohomology cross product

Hs(B′; H t(F ′))⊗Hu(B′′; H v(F ′′))
×−→ Hs+u(B′ ×B′′; H t+v(F ′ × F ′′)) .

Proof. We obtain µ2 from µ1 by passing to cohomology with respect to the
d1-differentials. �

Lemma 6.4.6. The filtration-preserving pairing

ν : H∗(E′)⊗H∗(E′′) −→ H∗(E′ × E′′)
equals the cohomology cross product.
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Proof. By definition,

µ∞ : H∗(E′, E′s−1)⊗H∗(E′′, E′′u−1) −→ H∗(E′ × E′′, E′s−1 × E′′ ∪ E′ × E′′u−1)

−→ H∗(E′ × E′′, (E′ × E′′)s+u−1)

is given by the relative cohomology cross product followed by restriction. Passing
to the colimit for s → −∞ and u → −∞ gives ν, and this colimit is achieved
already for s = u = 0. �

To pass from the external cross product to the internal cup product, we assume
p′ = p′′ = p : E → B and pull back along a filtration-preserving approximation
D : E → E × E to the diagonal map ∆: E → E × E.

Proposition 6.4.7. Let B be a CW complex based at a 0-cell b0, let p : E → B
be a (Hurewicz) fibration, and let F = p−1(b0) be its fiber. There is a homotopy

H̄ : I ×B −→ B ×B

with H̄(t, b0) = (b0, b0) for all t, from the diagonal map ∆: B → B×B to a cellular
map D̄ : B → B ×B. It admits a lift

H : I × E −→ E × E

with (p × p)H = H̄(1 × p), from the diagonal map ∆: E → E × E to a filtration-
preserving map D : E → E × E. This restricts to a homotopy

H̃ : I × F −→ F × F

from the diagonal map ∆: F → F × F to a map D̃ : F → F × F .

Proof. By cellular approximation, the map ∆: B → B×B is homotopic to a
cellular map D̄ : B → B×B, and we may assume that the homotopy H̄ is stationary
on {b0}, since ∆ is already cellular on that subspace.

The diagonal map ∆: E → E × E lifts ∆p : E → B × B, so by the homotopy
lifting property for p× p we have a homotopy H : I ×E → E×E from ∆ to a map
D : E → E × E with (p× p)D = D̄p.

E
∆ //

i0

��

E × E

p×p
��

I × E
1×p
//

H

44

I ×B
H̄

// B ×B

The restriction H|I × F then factors through F × F ⊂ E ×E, giving the required

homotopy H̃ from ∆: F → F × F to a map D̃. �

Proposition 6.4.8. The filtration-preserving map D : E → E × E induces a
morphism

D∗ : H∗(p× p) −→ H∗(p)

of Cartan–Eilenberg systems and a morphism

D∗r : E∗,∗r (p× p) −→ E∗,∗r (p)

of cohomological Serre spectral sequences. The homomorphism D∗1 corresponds to
the restriction

D̄∗ : C∗CW (B ×B; H ∗(F × F )) −→ C∗CW (B; H ∗(F ))
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associated to the cellular map D̄ : B → B × B and the coefficient homomorphism
D̃∗ = ∆∗ : H ∗(F × F ) → H ∗(F ). The homomorphism D∗2 corresponds to the
restriction homomorphism

D̄∗ = ∆∗ : H∗(B ×B; H ∗(F × F )) −→ H∗(B; H ∗(F )) .

The induced morphisms of filtered target groups is

D∗ = ∆∗ : H∗(p× p)(−∞,∞) = H∗(E × E) −→ H∗(E) = H∗(p)(−∞,∞) .

Proof. The map of pairs D : (Ej−1, Ei−1)→ ((E×E)j−1, (E×E)i−1) induces

D∗ : H∗(p×p)(i, j) = H∗((E×E)j−1, (E×E)i−1) −→ H∗(Ej−1, Ei−1) = H∗(p)(i, j)

for all (extended) integers i ≤ j. The rest follows by chasing the definitions, and

using the homotopies H̄, H̃ and H to note that D̄∗ = ∆∗, D̃∗ = ∆∗ and D∗ = ∆∗,
once we have passed to cohomology groups. �

Theorem 6.4.9. Let p : E → B be a Hurewicz fibration, with B a CW complex.
Each choice of filtration-preserving lift D : E → E × E lifting a (cellular) diagonal
approximation D̄ : B → B × B induces a pairing of extended Cartan–Eilenberg
systems

D∗µ : (H∗(p), H∗(p)) −→ H∗(p)

and of cohomological Serre spectral sequences

D∗µr : (E∗,∗r (p), E∗,∗r (p)) −→ E∗,∗r (p) .

The pairing of E1-terms

Es,t1 (p)⊗ Eu,v1 (p) −→ Es+u,t+v1 (p)

corresponds to (−1)tu times the cochain cup product

CsCW (B; H t(F ))⊗ CuCW (B; H v(F ))
∪−→ Cs+uCW (B; H t+v(F ))

associated to D̄. The pairing of E2-term,

Es,t2 (p)⊗ Eu,v2 (p) −→ Es+u,t+v2 (p)

corresponds to (−1)tu times the cohomology cup product

Hs(B; H t(F ))⊗Hu(B; H v(F ))
∪−→ Hs+u(B; H t+v(F )) ,

and is independent of the choice of D and D̄. This pairing of spectral sequences
converges to the cup product pairing

H∗(E)⊗H∗(E)
∪−→ H∗(E)

in the cohomology of the total space.

Proof. This follows by composing the external pairing µ from Proposition 6.4.3
with the morphism D∗ from Proposition 6.4.8. The composites

H t(F )⊗H v(F )
×−→H t+v(F × F )

D̃∗−→H t+v(F )

Hs(B)⊗Hu(B)
×−→ Hs+u(B ×B)

D̄∗−→ Hs+u(B)

H∗(E)⊗H∗(E)
×−→ H∗(E × E)

D∗−→ H∗(E)

are equal to the respective cup products, in view of the homotopies H̃ : ∆ ' D̃,
H̄ : ∆ ' D̄ and H : ∆ ' D. �
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6.5. The cohomological Wang and Gysin sequences

Theorem 6.5.1. Let F
i→ E

p→ B be a fiber sequence, with B ' Su a 1-
connected CW complex. There is a long exact sequence

· · · → Hn−1(F )
δ−→ Hn−u(F )

i!−→ Hn(E)
i∗−→ Hn(F )

δ−→ Hn−u+1(F )→ . . .

where i∗ is a ring homomorphism and

δ(x ∪ y) = δ(x) ∪ y + (−1)|x|(u−1)x ∪ δ(y) .

Proof. The Serre spectral sequence

Es,t2 = Hs(B;Ht(F )) =⇒s H
s+t(E)

is a ring spectral sequence with E2 = Eu and Eu+1 = E∞. Setting H∗(B) =
Z{1, gu} we can write du(1 ⊗ x) = gu ⊗ δ(x) with δ : Ht(F ) → Ht−u+1(F ). The
Leibniz rule

du(1⊗ x ∪ y) = du(1⊗ x) ∪ (1⊗ y) + (−1)|x|(1⊗ x) ∪ du(1⊗ y)

translates to the given derivation rule for δ. �

Recall the divided power algebra Γ(x) = Z{γi(x) | i ≥ 0} with γ0(x) = 1,
γ1(x) = x and γi(x) · γj(x) = (i, j)γi+j(x), graded so that |γi(x)| = i|x|. Here
(i, j) = (i + j)!/i!j! is the binomial coefficient. Let Λ(x) = Z{1, x} denote the
exterior algebra on x, with x2 = 0. Usually |x| is even in the divided power case,
and odd in the exterior case.

Theorem 6.5.2. Let u ≥ 2. If u is odd, then

H∗(ΩSu) ∼= Γ(x)

with |x| = u− 1. If u is even, then

H∗(ΩSu) ∼= Λ(x)⊗ Γ(y)

with |x| = u− 1 and |y| = 2(u− 1).

Proof. The Wang sequence for ΩSu → PSu → Su, with PSu contractible,
reduces to isomorphisms

δ : H̃n(F )
∼=−→ Hn−u+1(F ) .

Suppose first that u ≥ 3 is odd. Let γ0(x) = 1 and inductively set γi(x) ∈
Hi(u−1)(ΩSu) for i ≥ 1 so that δ(γi(x)) = γi−1(x). By induction on i and j,

δ(γi(x) ∪ γj(x)) = γi−1(x) ∪ γj(x) + γi(x) ∪ γj−1(x)

equals (i− 1, j) + (i, j − 1) = (i, j) times

δ(γi+j(x)) = γi+j−1(x) .

This proves that γi(x) ∪ γj(x) = (i, j)γi+j(x).
Next suppose that u ≥ 2 is even. Fix x ∈ Hu−1(ΩSu) so that δ(x) = 1.

By graded commutativity, x2 = 0. Let γ0(y) = 1 and inductively set γi(y) ∈
H2i(u−1)(ΩSu) for i ≥ 1 so that δ(γi(y)) = xγi−1(y). Then δ(xγi(y)) = 1∪ γi(y)−
x ∪ xγi−1(y) = γi(y), so γi(y) generates H2i(u−1)(ΩSu) while xγi(y) generates
H(2i+1)(u−1)(ΩSu). By induction on i and j,

δ(γi(y) ∪ γj(y)) = xγi−1(y) ∪ γj(y) + γi(y) ∪ xγj−1(y)
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equals (i− 1, j) + (i, j − 1) = (i, j) times

δ(γi+j(y)) = xγi+j−1(y) .

Hence γi(y) ∪ γj(y) = (i, j)γi+j(y). �

. . . . . . . . . . . .

3(u− 1) Z

du

((

0 0 . . .

0 0 0 0

2(u− 1) Z

du

((

0 0 Z

0 0 0 0

u− 1 Z

du

))

0 0 Z

0 0 0 0

0 Z 0 0 Z

t/s 0 u

//

OO

Theorem 6.5.3. Let F
i→ E

p→ B be a fiber sequence, with F ' Sv and B a
1-connected CW complex. There is a long exact sequence

· · · → Hn−v−1(B)
e∪−→ Hn(B)

p∗−→ Hn(E)
p!−→ Hn−v(B)

e∪−→ Hn+1(B)→ . . .

where p∗ is a ring homomorphism and e = δ(1) ∈ Hv+1(B) is the Euler class of
the (oriented spherical) fibration.

Proof. The Serre spectral sequence

Es,t2 = Hs(B;Ht(F )) =⇒s H
s+t(E)

is a ring spectral sequence with E2 = Ev+1 and Ev+2 = E∞. Setting H∗(F ) =
Z{1, gv} we can write dv+1(x⊗ gv) = δ(x)⊗ 1 with δ : Hs−v−1(B)→ Hs(B). The
Leibniz rule

dv+1((1⊗ gv) ∪ (x⊗ 1)) = dv+1(1⊗ gv) ∪ (x⊗ 1) + (−1)v(1⊗ gv) ∪ dv+1(x⊗ 1)

translates to δ(x) = (−1)v|x|e ∪ x, since dv+1(x⊗ 1) = 0 lies in a trivial group. We
can replace δ with x 7→ e ∪ x without affecting the exactness of the sequence. �
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v H0(B)

dv+1

**

Hs−v−1(B)

dv+1

**

Hs−v(B)

dv+1

**

. . . . . . . . .

0 0 0 0 0 0

0 H0(B) Hs−v−1(B) . . . Hv+1(B) Hs(B) Hs+1(B)

t/s 0 s− v − 1 . . . v + 1 s s+ 1

//

OO

Remark 6.5.4. The Euler class vanishes if p admits a section s : B → E. If B
is a closed, oriented (v + 1)-manifold with fundamental class [B] ∈ Hv+1(B), and
E = S(TB) → B is the unit sphere bundle in the tangent bundle TB → B, then
the Euler class e ∈ Hv+1(B) evaluates on [B] to the Euler characteristic of B:

〈e, [B]〉 = χ(B) .

See [MS74, Cor. 11.12]. In particular, the Euler characteristic vanishes if B admits
an everywhere nonzero vector field.

Remark 6.5.5. Let U(k) denote the rank k unitary group. It acts freely on
the contractible Stiefel space

Vk(C∞) = {(v1, . . . , vk) | v∗i vj = δi,j}

of unitary k-frames in C∞ =
⋃
n Cn, with orbit space the Grassmannian

Grk(C∞) = {V ⊂ C∞ | dimC(V ) = k}

of k-dimensional complex linear subspaces of C∞. The principal U(k)-bundle

U(k) −→ Vk(C∞) −→ Grk(C∞)

is thus universal, and Grk(C∞) ' BU(k) is a model for the classifying space
of U(k). We get natural bijections

VectCk (B) ∼= BunU(k)(B) ∼= [B,BU(k)] ∼= [B,Grk(C∞)]

for all CW complexes B. Here VectCk (B) denotes the set of isomorphism classes of
rank k complex vector bundles E → B.

When k = 1, we have V1(C∞) = S(C∞) ∼= S∞ and Gr1(C∞) ∼= CP∞ '
K(Z, 2), so

[B,BU(1)] ∼= [B,CP∞] ∼= [B,K(Z, 2)] ∼= H2(B)

by the Eilenberg–MacLane representability theorem. The class c1(L) ∈ H2(B)
corresponding to a complex line bundle L→ B is called the first Chern class of L,
and classifies L up to isomorphism.

When k ≥ 2, the space BU(k) ' Grk(C∞) is not an Eilenberg–MacLane space,
so [B,BU(k)] is not naturally identified with a cohomology group of B. However,
each cohomology class c ∈ Hn(BU(k)) pulls back along the classifying map f : B →
BU(k) of any Ck-bundle E → B to define a class c(E) = f∗(c) ∈ Hn(B). This class
c(E) depends naturally on E → B, and is called a characteristic class. To determine
all characteristic classes for complex vector bundles, we calculate H∗(BU(k)).



140 6. CARTAN–EILENBERG SYSTEMS

Theorem 6.5.6. For each k ≥ 0 there are isomorphisms

H∗(BU(k)) ∼= Z[c1, . . . , ck]

with |ci| = 2i. The Gysin sequence associated to the fiber sequence

U(k)/U(k − 1) −→ Vk(C∞)/U(k − 1)
p−→ Vk(C∞)/U(k) ,

with

F = U(k)/U(k − 1) ∼= S2k−1

E = Vk(C∞)/U(k − 1) ' BU(k − 1)

B = Vk(C∞)/U(k) = Grk(C∞) ' BU(k) ,

breaks up into short exact sequences

0→ H∗−2k(BU(k))
ck∪−→ H∗(BU(k))

p∗−→ H∗(BU(k − 1))→ 0 .

Here p∗(ci) = ci for 1 ≤ i < k, while ck ∈ H2k(BU(k)) is the Euler class of
p : E → B.

Proof. We proceed by induction on k, hence assume that

H∗(BU(k − 1)) = Z[c1, . . . , ck−1]

where ci ∈ H2i(BU(k − 1)) has been specified for 1 ≤ i ≤ k − 1. We use the fiber
sequence F → E → B, defined as above. Here U(k) acts transitively on S(Ck) =
S2k−1, with stabilizer U(k − 1), which gives the identification U(k)/U(k − 1) ∼=
S2k−1. The restricted U(k−1)-action on Vk(C∞) makes Vk(C∞)→ Vk(C∞)/U(k−
1) = E a universal principal U(k − 1)-bundle, so that E ' BU(k − 1). (One can
define an explicit equivalence E ' Grk−1(C∞).)

Since H∗(BU(k − 1)) is trivial in odd degrees, the Gysin sequence for F →
E → B breaks up into exact sequences

0→ Hn−2k(BU(k))
e∪−→ Hn(BU(k))

p∗−→ Hn(BU(k − 1))

p!−→ Hn−2k+1(BU(k))
e∪−→ Hn+1(BU(k))→ 0 ,

one for each even integer n. It follows by induction on n that Hn+1(BU(k)) = 0
for n + 1 odd, so the Gysin sequence really breaks up into short exact sequences,
and H∗(BU(k)) is concentrated in even degrees. Moreover, p∗ : Hn(BU(k)) →
Hn(BU(k − 1)) is an isomorphism for n < 2k, so we can uniquely define ci ∈
H2i(BU(k)) for 1 ≤ i < k by the condition p∗(ci) = ci ∈ H2i(BU(k − 1)). Finally,
we set ck = e ∈ H2k(BU(k)) to be the Euler class of this spherical fibration, so
that

d2k(1⊗ g2k−1) = ck ⊗ 1

in the cohomological Serre spectral sequence. To show that the resulting ring
homomorphism

h : Z[c1, . . . , ck] −→ H∗(BU(k))
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is an isomorphism, we use induction on the degree ∗ and the following vertical map
of short exact sequences.

0 // Σ2kZ[c1, . . . , ck]
ck· //

Σ2kh

��

Z[c1, . . . , ck] //

h

��

Z[c1, . . . , ck−1] //

∼=
��

0

0 // H∗−2k(BU(k))
ck∪ // H∗(BU(k))

p∗
// H∗(BU(k − 1)) // 0

�

Remark 6.5.7. We call ci ∈ H2i(BU(k)) the i-th Chern class. For each Ck-
bundle E → B with classifying map f : B → BU(k), we call ci(E) = f∗(ci) ∈
H2i(B) the i-th Chern class of the bundle. The Chern classes ci(E) determine the
ring homomorphism

f∗ : H∗(BU(k)) −→ H∗(B)

ci 7−→ ci(E) .

This is generally less information than the isomorphism class of the vector bundle,
i.e., the homotopy class of f : B → BU(k), but characteristic classes often provide
conveniently accessible cohomological invariants of this less accessible homotopical
datum.

((ETC: Whitney sum and Cartan formula. Functorial construction gives Bi '
p : BU(k − 1)→ BU(k), where i : U(k − 1)→ U(k) is the inclusion. Stable classes
in H∗(BU) = Z[ck | k ≥ 1].))

((ETC: H∗(BO(k);F2) = F2[w1, . . . , wk] for wi ∈ Hi(BO(k);F2). Thom’s
formula Sqi(U) = Φ(wi).))

6.6. Rational cohomology of integral Eilenberg–MacLane spaces

Let n ≥ 1. Recall that K(Z, n) is a (n − 1)-connected CW complex, with
πnK(Z, n) ∼= Z and πiK(Z, n) = 0 for i 6= n. Each homology group Hi(K(Z, n)) is
finitely generated of rank equal to the dimension of

Hi(K(Z, n))⊗Q
∼=−→ Hi(K(Z, n);Q)

over Q. The evaluation pairing induces an isomorphism

Hi(K(Z, n))/(torsion)
∼=−→ Hom(Hi(K(Z, n))/(torsion),Z) .

Definition 6.6.1. For n ≥ 1 let the universal class

un ∈ Hn(K(Z, n)) ∼= Hom(Hn(K(Z, n)),Z)

correspond to the inverse Hurewicz isomorphism

h−1
n : Hn(K(Z, n))

∼=−→ πn(K(Z, n)) ∼= Z .

((ETC: Many authors write ιn for this universal class.))

Theorem 6.6.2. Let n ≥ 1. If n is odd then

H∗(K(Z, n);Q) ∼= ΛQ(un) = Q{1, un}
with u2

n = 0. If n is even then

H∗(K(Z, n);Q) ∼= Q[un] = Q{1, un, u2
n, . . . } .
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Finite type and the universal coefficient theorem imply the following conse-
quence, which proves Theorem 4.6.15.

Corollary 6.6.3. Let n ≥ 1. If n is odd then

Hi(K(Z, n);Q) ∼=

{
Q for i ∈ {0, n},
0 otherwise.

If n is even then

Hi(K(Z, n);Q) ∼=

{
Q for 0 ≤ i ≡ 0 mod n,

0 otherwise.

Proof of Theorem. When n = 1, the cohomology of K(Z, 1) ' S1 is well-
known to be exterior on g1 = u1 in degree 1.

Suppose that the theorem holds for an odd n ≥ 1. We use the cohomology
Serre spectral sequence with rational coefficients

Es,t2 = Hs(K(Z, n+ 1);Ht(K(Z, n);Q)) =⇒s H
s+t(PK(Z, n+ 1);Q)

for the homotopy fiber sequence

K(Z, n) −→ PK(Z, n+ 1)
p−→ K(Z, n+ 1)

This is isomorphic to the integral spectral sequence tensored with Q, which is still
a spectral sequence since Q is torsion-free, hence flat, so that tensoring with it is
exact. Since K(Z, n+ 1) has finite type, we have an isomorphism

H∗(K(Z, n+ 1);Q)⊗Q H
∗(K(Z, n);Q)

∼=−→ E∗,∗2 = H∗(K(Z, n+ 1);H∗(K(Z, n);Q)) .

Since PK(Z, n + 1) is contractible, the abutment is Q in total degree 0. The
E2-term is concentrated in the two rows t = 0 and t = n, so

dn+1 : Hn(K(Z, n);Q)
∼=−→ Hn+1(K(Z, n+ 1);Q)

must be an isomorphism. More precisely, this transgressive differential is an integral
isomorphism mapping un to

dn+1(un) = un+1 ,

by compatibility of the Hurewicz homomorphisms with coboundaries and pullbacks.
(If one does not wish to check this, it suffices to know that dn+1(un) is a rational

unit times un+1, in which case we calculate below that dn+1(ujn+1 ∪ un) is a unit

times uj+1
n+1, hence generates the same Q-vector space as the latter class.)
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n Q

dn+1

##

0 0 0 Q

dn+1

%%

0 0 0 Q

dn+1

$$

0 0 0 . . .

0 0 0

0 0 0

0 Q 0 0 0 Q 0 0 0 Q 0 0 0 . . .

t/s 0 n+ 1 2(n+ 1)

//

OO

We now proceed as for the Gysin sequence. Suppose inductively for a j ≥ 0
that

Hi(K(Z, n+ 1);Q) =

{
Q{ujn+1} for i = j(n+ 1),

0 for j(n+ 1) < i < (j + 1)(n+ 1).

Then

dn+1 : Ei,n2 −→ Ei+n+1,0
2

must be an isomorphism, for each j(n+ 1) ≤ i < (j + 1)(n+ 1). Since

dn+1(ujn+1 ∪ un) = ujn+1 ∪ dn+1(un) = uj+1
n+1

must generate H(j+1)(n+1)(K(Z, n+ 1);Q), the inductive claim also holds for j+ 1.
This proves the theorem for n+ 1 even.

Next, suppose that the theorem holds for an even n ≥ 2. We use the same Serre
spectral sequence as above, but now the E2-term is concentrated in the rows 0 ≤
t ≡ 0 mod n. Again the transgressive differential

dn+1 : Hn(K(Z, n);Q)
∼=−→ Hn+1(K(Z, n+ 1);Q)

maps un to (a unit times) un+1.

. . .

dn+1

&&

. . . . . .

0 0

2n Q
dn+1

%%

0 0 Q 0 . . .

0 0

n Q
dn+1

%%

0 0 Q 0 . . .

0 0

0 Q 0 0 Q 0 . . .

t/s 0 n+ 1 u

//

OO
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It follows from the Leibniz rule that

(6.1) dn+1(ujn) = jun+1 ∪ uj−1
n

for all j ≥ 1. Since we are working with rational coefficients, jun+1∪uj−1
n generates

E
n+1,(j−1)n
2 , so that

Es,tn+2 =

{
Q for (s, t) = (0, 0),

0 otherwise, for s ≤ n+ 1.

It remains to confirm that Hi(K(Z, n+ 1);Q) = 0 for all i > n+ 1. Let u > n+ 1
and suppose, inductively, that Hi(K(Z, n + 1);Q) = 0 for n + 1 < i < u. Then

Eu,02
∼= Hu(K(Z, n);Q), and we must have Eu,0∞ = 0 since the abutment is trivial

in total degree n. The final differential

du : E0,u−1
u −→ Eu,0u

is trivial, because E0,u−1
u ⊂ E0,u−1

n+2 = 0. Furthermore,

du−n−1 : En+1,u−n−2
u−n−1 −→ Eu,0u−n−1

with u−n−1 ≥ 2 must also be zero, because En+1,u−n−2
u−n−1 is trivial if 0 < u−n−2 < n

or if u− n− 1 ≥ n+ 2. When u = 2(n+ 1) the differential

dn+1 : En+1,n
n+1 −→ E

2(n+1),0
n+1

must be zero because the source is generated by dn+1(u2
n) = 2un+1 ∪ un and

dn+1dn+1 = 0. Hence we can only have Eu,0∞ = 0 of Eu,02 = 0, i.e., if Hu(K(Z, n+
1);Q) = 0. This confirms the claim by induction on n, and proves the theorem for
n+ 1 odd. �

Remark 6.6.4. For n ≥ 2 even, the use of the Leibniz rule to calculate

dn+1 : E0,jn
n+1 → E

n+1,(j−1)n
n+1 relies essentially on knowing the cup product struc-

ture of H∗(K(Z, n);Q) and the fact that the Serre spectral sequence differential
dn+1 is a derivation. Furthermore, the presence of the coefficient j in (6.1) means
that this argument does not work integrally, since j is usually not an integral unit.

6.7. First p-torsion in π∗(S3)

The 2-connected cover of S2 sits in the Puppe fiber sequence

K(Z, 1) −→ τ≥3S
2 −→ S2 g2−→ K(Z, 2) .

Since ΩK(Z, 2) ' K(Z, 1) ' S1 we can recognize this as the Hopf fiber sequence

S1 −→ S3 η−→ S2

and its classifying map g2 : S2 → BS1 ' CP∞.
The 3-connected cover of S3 is less familiar. We have a Puppe fiber sequence

K(Z, 2) −→ τ≥4S
3 −→ S3 g3−→ K(Z, 3) .

The cohomology of ΩK(Z, 3) ' K(Z, 2) ' CP∞ is well known, and allows the
following calculation.
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Proposition 6.7.1. The Serre spectral sequence

Es,t2 = Hs(S3;Ht(K(Z, 2))) =⇒s H
s+t(τ≥4S

3)

has E2-term

E∗,∗2
∼= H∗(S3)⊗H∗(CP∞) = Λ(g3)⊗ Z[y]

with g3 ∈ H3(S3) and y = u2 ∈ H2(CP∞), and nonzero differentials

d3(yj) = jg3y
j−1

for all j ≥ 1. Hence

Hi(τ≥4S
3) =





Z for i = 0,

Z/j for i = 2j + 1 ≥ 5,

0 otherwise,

and

Hi(τ≥4S
3) =





Z for i = 0,

Z/j for i = 2j ≥ 4,

0 otherwise.

Proof. The natural homomorphism

H∗(S3)⊗H∗(CP∞)
∼=−→ H∗(S3;H∗(CP∞))

is an isomorphism. The E2-term thus appears as below.

. . .

d3

%%

. . .

0 0

4 Z
d3

%%

0 0 Z

0 0

2 Z
d3

%%

0 0 Z

0 0

0 Z 0 0 Z

t/s 0 3

//

OO

Since τ≥4S
3 is 3-connected, the differential d3 : Z{y} = E0,2

3 → E3,0
3 = Z{g3}

is an isomorphism. With the right choice of identifications, this implies that

d3(y) = g3 .

The Leibniz rule thus implies

d3(yj) = jg3y
j−1

for all j ≥ 0. This leaves the following E4 = E∞-term, with gyj−1 generating a
copy of Z/j in bidegree (3, 2(j − 1)), for each j ≥ 2.
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0 . . .

0 0

4 0 0 0 Z/3

0 0

2 0 0 0 Z/2

0 0

0 Z 0 0 0

t/s 0 3

//

OO

This calculates H∗(τ≥4S
3), and our finite type result and the universal coeffi-

cient theorem then determine H∗(τ≥4S
3). �

Corollary 6.7.2. π4(S3) ∼= Z/2 is generated by Eη.

Proof. We have π4(τ≥4S
3) ∼= H4(τ≥4S

3) ∼= Z/2 by the Hurewicz theorem,
and π4(τ≥4S

3) ∼= π4(S3) by the long exact sequence in homotopy for the fiber
sequence defining τ≥4S

3. We also know that E : π3(S2)→ π4(S3) is surjective, by
Freudenthal’s stability theorem, so Eη must generate π4(S3). �

Let p be a prime. Further arguments, with the Serre class of finite abelian
groups of order prime to p, shows that

πi(S
3) ∼= πi(τ≥iS

3) ∼= Hi(τ≥iS
3)

for 3 < i ≤ 2p maps to

Hi(τ≥4S
3)

by a homomorphism with kernel and cokernel finite groups of order prime to p.
Hence the p-Sylow subgroup of πi(S

3) is trivial for 3 < i < 2p, and is isomorphic
to Z/p for i = 2p. A map representing the first p-torsion in π∗(S3) is often denoted
α1 : S2p −→ S3.

6.8. Cohomology of K(Z/2, 2)

To proceed to calculate π5(S3) ∼= π5(τ≥5S
3) we might study H∗(τ≥5S

3) using
the Puppe fiber sequence

K(Z/2, 3) −→ τ≥5S
3 −→ τ≥4S

3 −→ K(Z/2, 4)

and the Serre spectral sequence

E∗,∗2 = H∗(τ≥4S
3;H∗(K(Z/2, 3))) =⇒ H∗(τ≥5S

3) .

For this, we would need to know H∗(K(Z/2, 3)), which we might hope to deduce
from H∗(K(Z/2, 2)) using the loop–path fibration

K(Z/2, 2) −→ PK(Z/2, 3) −→ K(Z/2, 3) .
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To get started with this, we might first deduce H∗(K(Z/2, 2)) from the loop–path
fibration

K(Z/2, 1) −→ PK(Z/2, 2) −→ K(Z/2, 2) ,

where the cohomology of K(Z/2, 1) ' RP∞ is well known. However, in the coho-
mological Serre spectral sequence with integral coefficients

Es,t2 = Hs(K(Z/2, 2);Ht(RP∞)) =⇒s H
s+t(PK(Z/2, 2))

there are more classes in the E2-term than those that arise as products of classes
on the axes:

Hs(K(Z/2, 2))⊗Ht(RP∞) −→ Hs(K(Z/2, 2);Ht(K(Z/2, 1))) ,

due to the presence of Tor-terms. Hence it is more convenient to make the calcu-
lation with coefficients in the field F2, and thereafter to use Bockstein arguments
((ETC: see later)) to recover the integral information.

Here H∗(RP∞;F2) ∼= F2[a] with a = u1 ∈ H1(RP∞;F2), and the cohomologi-
cal Serre spectral sequence with F2-coefficients has the form

Es,t2 = Hs(K(Z/2, 2);Ht(RP∞;F2)) =⇒s H
s+t(PK(Z/2, 2);F2)

with

Hs(K(Z/2, 2);F2)⊗F2
Ht(RP∞;F2)

∼=−→ Es,t2 .

As usual, the abutment H∗(PK(Z/2, 2);F2) ∼= F2 is known to vanish in positive
degrees, and we seek to use this to determine the cohomology of the base. Clearly
K(Z/2, 2) is 1-connected, and d2(a) = b with b generating H2(K(Z/2, 2);F2) ∼= F2.
Since d2(a2) = ba − ab = 0, we must have d3(a2) = b1 for some nonzero b1 ∈
H3(K(Z/2, 2);F2). Furthermore, d2(ab) = b2 must be nonzero, and d2(ab1) = bb1
must be nonzero. Since d3(a4) = b1a

2 + a2b1 = 0 and d2(a2b1) = 0 we must have
d3(a2b1) = b21 nonzero. At this point we must decide whether d2(ab2) = b3 is
nonzero in H6(K(Z/2, 2);F2), so that d5(a4) = b2 is nonzero in H5(K(Z/2, 2);F2),
or if b3 = 0 and d4(a4) = ab2.

In fact, the former is the case. We can see this using the map f : K(Z, 2) →
K(Z/2, 2) inducing the surjection π2(f) : Z → Z/2. Here f∗(b) = y. Since y3 6= 0
in H6(K(Z, 2);F2), it follows that b3 6= 0, so that d5(a4) = b2 for some nonzero
b2 ∈ H6(K(Z/2, 1);F2). The reader can continue this argument, up to total de-
gree 8, where one must decide whether b2b21 and bb1b2 are linearly independent in
H10(K(Z/2, 2);F2), in which case d9(a8) = b3 for a nonzero b3 ∈ H9(K(Z/2, 2);F2),
or if d8(a8) is a nonzero linear combination of abb21 and ab1b2.

Again, some external information in addition to the multiplicative structure
of the spectral sequence is needed. In the next chapter we discuss the natural
cohomology operations

Sqi : Hn(X;F2) −→ Hn+i(X;F2)

introduced by Steenrod, which were used by Serre [Ser53] to calculate the mod 2
cohomology of Eilenberg–MacLane spaces. Similar results for mod p cohomology,
with p an odd prime, are due to Cartan [Car54].
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a5

''

. . .

4 a4

$$

a4b . . .

a3

&&

a3b

((

a3b1

))

. . .

2 a2

$$

a2b a2b1

''

a2b2 . . .

a

&&

ab

((

ab1

))

ab2

))

abb1, ab2 . . .

0 1 b b1 b2 bb1, b2 b3, b21

t/s 0 2 4 6

//

OO



CHAPTER 7

The Steenrod algebra

7.1. Cohomology operations

Eilenberg and MacLane proved a representability theorem for cohomology.

Definition 7.1.1. For n ≥ 1 and G any abelian group let the universal class

un ∈ Hn(K(G,n);G) ∼= Hom(Hn(K(G,n)), G)

correspond to the inverse Hurewicz isomorphism

h−1
n : Hn(K(G,n))

∼=−→ πn(K(G,n)) ∼= G .

For n = 0, with K(G, 0) = G, we let u0 ∈ H̃0(K(G, 0);G) be the class of the
0-cocycle that takes g ∈ K(G, 0) to g ∈ G.

Recall that [X,Y ] denotes the based homotopy classes of base-point preserving
maps from a CW complex X to a space Y .

Theorem 7.1.2 (Eilenberg–MacLane, [Hat02, Thm. 4.57]). There is a natural
isomorphism

[X,K(G,n)]
∼=−→ H̃n(X;G)

[f ] 7−→ f∗(un)

for all based CW complexes X.

Sketch proof. Fix a homotopy equivalence

σ̃ : K(G,n)
'−→ ΩK(G,n+ 1)

inducing the identity homomorphism G ∼= πn(K(G,n)) ∼= πn(ΩK(G,n + 1)) ∼=
πn+1(K(G,n+ 1)) ∼= G, and let

σ : ΣK(G,n) −→ K(G,n+ 1)

be the adjoint map. We define a generalized cohomology theoryM on CW pairs (X,A)
by

Mn(X,A) = [X/A,K(G,n)] ,

with δ : Mn(A) −→ Mn+1(X,A) sending the homotopy class of f : A → K(G,n)
to the homotopy class of the composite

X/A ' X ∪ CA −→ ΣA
Σf−→ ΣK(G,n)

σ−→ K(G,n+ 1) .

Here σ◦Σf : ΣA→ K(G,n+1) can also be described as the left adjoint of σ̃f : A→
K(G,n + 1). The abelian group structure on Mn(X,A), and the additivity of δ,
can be deduced from the fact that K(G,n) ' Ω2K(G,n+2) is a double loop space.
The coexactness of the Puppe cofiber sequence

A −→ X −→ X ∪ CA −→ ΣA −→ . . .

149
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proves exactness, while homotopy invariance, excision and additivity are straight-
forward.

The coefficients groups of this cohomology theory are M t = M t(point) =
[S0,K(G, t)], which equals G for t = 0 and 0 for t 6= 0. Hence the hypotheses
of the Eilenberg–Steenrod uniqueness theorem (see Theorem 5.2.9) are satisfied,
and M∗(X,A) ∼= H∗(X,A;G). For based CW complexes X we deduce that there
is a natural isomorphism

[X,K(G,n)] = Mn(X, {x0}) ∼= Hn(X, {x0};G) ∼= H̃n(X;G) .

By the Yoneda lemma, the isomorphism must be induced by the class

yn ∈ H̃n(K(G,n);G)

that corresponds to the identity map of X = K(G,n), and more careful check of
definitions shows that yn = un is the universal class. �

A cohomology operation is a natural transformation between (possibly gener-
alized) cohomology groups. We concentrate on the case of ordinary cohomology
theories.

Definition 7.1.3. A cohomology operation of type (G,n;G′, n′) is a natural
transformation

θX : H̃n(X;G) −→ H̃n′(X;G′) .

Here X 7→ Hn(X;G) and X 7→ Hn′(X;G′) are viewed as functors from CW
complexes to sets, so each θX is a function, not necessarily a homomorphism. The
sum (or difference) of two cohomology operations of type (G,n;G′, n′) is another
cohomology operation of the same type, so the set of such cohomology operations
is an abelian group.

Lemma 7.1.4. The abelian group of cohomology operations of type (G,n;G′, n′)
is isomorphic to

[K(G,n),K(G′, n′)] ∼= H̃n′(K(G,n);G′) .

Proof. This is the Yoneda lemma classifying natural transformations from
a represented functor. A map θ : K(G,n) → K(G′, n′) corresponds to the natu-
ral transformation θ with components θX taking the homotopy class of f : X →
K(G,n) to the homotopy class of θf : X → K(G′, n′). Conversely, the natu-
ral transformation θ corresponds to the homotopy class of a map θ : K(G,n) →
K(G′, n′) representing θK(G,n)(un) in H̃n′(K(G,n);G′). �

Computing the cohomology of K(G,n) is thus equivalent to determining the
cohomology operations from Hn(X;G). By the Hurewicz theorem, there are only
nontrivial cohomology operations of type (G,n;G′, n′) when n′ ≥ n.

Example 7.1.5. For k ≥ 1 and R a commutative ring, let the k-th power
operation

ξk = ξkX : Hn(X;R) −→ Hkn(X;R)

be the cohomology operation of type (R,n;R, kn) given by

ξk(x) = xk = x ∪ · · · ∪ x
(with k copies of x). This operation is additive if k = p is a prime and p = 0 in R.
((ETC: Is there a standard notation?))
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7.2. Steenrod operations

Let p be a prime. Steenrod [Ste47], [Ste52], [Ste53] introduced cohomology
operations in mod p cohomology, i.e., cohomology with coefficients in the field
Fp = Z/p, which in a sense generate all other such cohomology operations. These
are “reduced power operations”, meaning that they are linked to the p-th power
operation

ξp : Hn(X;Fp) −→ Hpn(X;Fp) ,
but generally land in Hn′(X;Fp) with n ≤ n′ ≤ pn. See Steenrod–Epstein [Ste62],
May [May70] and Hatcher [Hat02, §4.L] for more detailed expositions.

We start with p = 2, when the reduced power operations are called reduced
squaring operations, or Steenrod squares. The following theorem characterizes these,
and can be taken as the basis for an axiomatic development of the theory.

Theorem 7.2.1 ([Ste62, §I.1]). There are natural transformations

Sqi : H̃n(X;F2) −→ H̃n+i(X;F2)

for all i ≥ 0 and n ≥ 0. These satisfy

(1) Sq0(x) = x for all x;
(2) Sqn(x) = x ∪ x for n = |x|;
(3) Sqi(x) = 0 for i > |x|;
(4)

Sqk(x ∪ y) =
∑

i+j=k

Sqi(x) ∪ Sqj(y) .

Note that Sqi increases cohomological degree by i. By the first three items, the
only “new” operations are the Sqi(x) for 0 < i < n. The fourth item is the Cartan
formula from [Car50].

Proof of theorem. To define the Sqi(x) for x ∈ H̃n(X;F2) represented by
the homotopy class of a map f : X → K(F2, n), we will construct maps

RP∞+ ∧X
1∧f−→ RP∞+ ∧Kn

1∧∆−→ S∞+ ∧C2
Kn ∧Kn

θ−→ K2n .

Here RP∞ = S∞/C2 and we write Kn = K(F2, n) and K2n = K(F2, 2n) to
simplify the notation. ((ETC: Maybe Hn = K(F2, n) is better, since this is the
n-th space in the Eilenberg–MacLane spectrum H = HF2.)) The homotopy class
of the composite represents an element

y = [θ(1 ∧∆)(1 ∧ f)] ∈ H̃2n(RP∞+ ∧X;F2) .

By the Künneth theorem,

H̃∗(RP∞+ ∧X;F2) ∼= H∗(RP∞;F2)⊗ H̃∗(X;F2)

where H∗(RP∞;F2) = F2[a] with |a| = 1. Hence we can write

y =

n∑

i=0

an−i ⊗ Sqi(x)

for a unique sequence of elements Sqi(x) ∈ H̃n+i(X;F2). This defines the (poten-
tially) nonzero Sqi(x).

To explain θ, we must first introduce the quadratic construction

D2(X) = S∞+ ∧C2
X ∧X ,
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also denoted Q(X) [Kah69, §1] and ΛX [Hat02, p. 503]. Our notation (including
the structure maps δ and β that appear below) conforms with that used for extended
powers in [BMMS86, §I.2]. Here C2 = {e, t} is the group of order 2, with unit
element e. It acts freely from the right on the unit sphere S∞ = S(R∞), with
v · t = −v for each unit vector v, and the orbit space is S∞/C2 = RP∞. For a
based CW complex X the group C2 acts from the left on the smash product

X ∧X =
X ×X
X ∨X

by the twist isomorphism τ : X ∧ X −→ X ∧ X, with t · (x ∧ y) = y ∧ x. The
quadratic construction is the balanced product

S∞+ ∧C2
X ∧X = (S∞+ ∧X ∧X)/(∼)

where ∼ denotes the relation

(−v, x ∧ y) = (v · t, x ∧ y) ∼ (v, t · (x ∧ y)) = (v, y ∧ x)

for v ∈ S∞, x ∈ X and y ∈ Y . Let Si = S(Ri+1) ⊂ S∞. The action of C2 respects
this subspace, so we can filter D2(X) by the subspaces

· · · ⊂ Di−1
2 (X) ⊂ Di

2(X) = Si+ ∧C2 X ∧X ⊂ · · · ⊂ D2(X) .

There are homeomorphisms X ∧X ∼= S0
+ ∧C2 X ∧X = D0

2(X) and

I+ ∧X ∧X/(∼) ∼= S1
+ ∧C2

X ∧X = D1
2(X)

where (0, x ∧ y) ∼ (1, y ∧ x) at the left hand side. Hence there is a long exact
cohomology sequence

· · · → H̃∗−1(X∧X;F2)
δ−→ H̃∗(D1

2(X);F2) −→ H̃∗(X∧X;F2)
1−τ−→ H∗(X∧X;F2)→ . . . .

We now specialize to the case X = Kn = K(F2, n) and degree ∗ = 2n. By the
Künneth theorem, Kn ∧Kn is (2n− 1)-connected, and

H̃2n(Kn ∧Kn;F2) = F2{un ∧ un}

where un ∈ H̃n(Kn;F2) is the universal class. Furthermore,

(1− τ)(un ∧ un) = un ∧ un − (−1)n
2

un ∧ un = 0 ,

since we are working with F2-coefficients, so θ0 = un∧un admits a unique extension
θ1 ∈ H̃2n(D1

2(Kn);F2). Moreover, D1
2(Kn) → D2(Kn) is (2n + 1)-connected (it

amounts to adding cells of dimension ≥ 2n+ 2), so the restriction homomorphism

H̃2n(D2(Kn);F2)
∼=−→ H̃2n(D1

2(Kn);F2)

is an isomorphism, and θ1 admits a unique extension θ ∈ H̃2n(D2(Kn);F2). It is
represented by a map

θ : D2(Kn) = S∞+ ∧C2
Kn ∧Kn −→ K2n

whose restriction
θ0 : D0

2(Kn) ∼= Kn ∧Kn −→ K2n

represents the smash (= reduced cross) product ∧ : H̃n(X;F2) ⊗ H̃n(Y ;F2) →
H̃2n(X ∧ Y ;F2).

The (reduced) diagonal map ∆: X → X ∧X satisfies t ·∆(x) = ∆(x) = x ∧ x,
hence induces a map

1 ∧∆: RP∞+ ∧X −→ S∞+ ∧C2
X ∧X = D2(X)
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sending ([v], x) to [v∧x∧x], for v ∈ S∞ and x ∈ X. Its restriction to v ∈ S0 ⊂ S∞
is identified with the diagonal map

∆: X ∼= RP 0
+ ∧X −→ D0

2(X) ∼= X ∧X .

Given a class x ∈ H̃n(X;F2), represented by a map f : X → Kn, we can form the
following commutative diagram.

X
∆ //

%%

f

��

X ∧X

f∧f

��

((

RP∞+ ∧X
1∧∆ //

1∧f

��

S∞+ ∧C2
X ∧X

1∧f∧f

��

Kn
∆ //

%%

Kn ∧Kn

((

θ0

��

RP∞+ ∧Kn
1∧∆ // S∞+ ∧C2

Kn ∧Kn

θ

��

K2n

=

((
K2n

The composite θ(1∧∆)(1∧ f) = θ(1∧ f ∧ f)(1∧∆): RP∞+ ∧X → K2n defines the
cohomology class we write as

n∑

i=0

an−i ⊗ Sqi(x) ∈ H∗(RP∞;F2)⊗ H̃∗(X;F2) ∼= H̃∗(RP∞+ ∧X;F2) .

Its restriction to H̃∗(X;F2), corresponding to i = n, is the pullback along ∆ of

x ∧ x ∈ H̃2n(X ∧ X;F2), represented by θ0(f ∧ f), which equals x2 = x ∪ x ∈
H̃2n(X;F2). This defines the natural transformations Sqi, satisfying conditions (2)
and (3) in the theorem.

(In the universal case, (1 ∧ ∆)∗θ∗u2n =
∑
i a
n−i ⊗ Sqi(un) in H̃2n(RP∞+ ∧

Kn;F2).)
The Cartan formula (4) can be deduced from the following diagram.

D2(Kn ∧Km)
D2(∧)

//

δ

��

D2(Kn+m)

θ

��

D2(Kn) ∧D2(Km)

θ∧θ
��

K2n ∧K2m
∧ // K2(n+m)

It commutes up to homotopy, as can be verified by comparing the two composites
after restriction to (Kn ∧Km) ∧ (Kn ∧Kn) = D0

2(Kn ∧Km). If f : X → Kn and
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g : Y → Km represent x ∈ H̃n(X;F2) and y ∈ H̃m(Y ;F2), respectively, then the
composite

RP∞+ ∧X ∧ Y
1∧∆−→ D2(X ∧ Y )

D2(f∧g)−→ D2(Kn ∧Km) −→ K2(n+m)

can be expanded in two ways, to yield the identity

n+m∑

k=0

an+m−k ⊗ Sqk(x ∧ y) =

n∑

i=0

m∑

j=0

an−i ∪ am−j ⊗ Sqi(x) ∪ Sqj(y) .

Comparing terms gives the Cartan formula.
By naturality, the Cartan formula also holds for relative and unreduced coho-

mology, as well as for the external smash product and cross product pairings. For
example,

Sqk(x ∧ y) =
∑

i+j=k

Sqi(x) ∧ Sqj(y)

in H̃∗(X ∧ Y ;F2).
Property (1), that Sq0 equals the identity operation, is not obvious. The state-

ment for n = 1 follows by naturality from the case x = u1 ∈ H1(K1;F2), which is
an assertion about the composite

RP∞+ ∧K1
1∧∆−→ S∞+ ∧C2

K1 ∧K1
θ−→ K2 .

By naturality with respect to g1 : S1 → K1, it suffices to check that

RP 1
+ ∧ S1 1∧∆−→ S1

+ ∧C2
S1 ∧ S1

induces the nonzero homomorphism (an isomorphism) in H2(−;F2), which can be
seen from an explicit cellular model. See [Hat02, p. 505].

This shows that Sq0(g1) = g1 in H̃∗(S1;F2). When combined with the Cartan
formula for ΣX = S1∧X, it follows that each reduced squaring operation commutes
with the suspension isomorphisms

σ : H̃n(X;F2)
∼=−→ H̃n+1(ΣX;F2)

given by σ(x) = g1 ∧ x, since Sqi(g1 ∧ x) = Sq0(g1)∧ Sqi(x) = g1 ∧ Sqi(x). It then
follows, by naturality with respect to X ∪CA→ ΣA, that each Sqi commutes with
the connecting homomorphisms

δ : Hn(A;F2) −→ Hn+1(X,A;F2) .

It also follows that each Sqi is additive, i.e., is an F2-linear homomorphism.
Finally, to verify that Sq0(x) = x for x ∈ Hn(X;F2) it suffices, by naturality,

to check the case x = un ∈ Hn(Kn;F2), and since gn : Sn → Kn induces an
isomorphism g∗n : Hn(Kn;F2) → Hn(Sn;F2), it suffices to treat the case x = gn ∈
Hn(Sn;F2). This now follows from the case x = g1 ∈ H1(S1;F2), by commutation
of Sq0 with the suspension isomorphism. �

The operation Sq1 had also been previously considered.

Definition 7.2.2. Let

0→ G′ −→ G −→ G′′ → 0
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be a short exact sequence of abelian groups. The induced short exact sequences

0→ C∗(X;G′) −→ C∗(X;G) −→ C∗(X;G′′)→ 0

0→ C∗(X;G′) −→ C∗(X;G) −→ C∗(X;G′′)→ 0

of chain and cochain complexes induce long exact sequences in homology and co-
homology, with connecting homomorphisms

β : Hn(X;G′′) −→ Hn−1(X;G′)

β : Hn(X;G′′) −→ Hn+1(X;G′)

called the homology and cohomology Bockstein homomorphisms associated to the
extension 0 → G′ → G → G′′ → 0. These are natural in X, so the cohomology
Bockstein is a cohomology operation of type (G′′, n;G′, n+ 1).

Lemma 7.2.3. Let 0→ G′ → G1 → G′′ → 0 and 0→ G′′ → G2 → G′′′ → 0 be
extensions of abelian groups. Then the composite Bockstein homomorphisms

Hn(X;G′′′)
β2−→ Hn−1(X;G′′)

β1−→ Hn−2(X;G′)

Hn(X;G′′′)
β2−→ Hn+1(X;G′′)

β1−→ Hn+2(X;G′)

are both zero.

Proof. There exists a commutative diagram

0

��

0

��

G′
= //

��

G′

��

0 // G1
//

��

G //

��

G′′′ //

=

��

0

0 // G′′ //

��

G2
//

��

G′′′ // 0

0 0

with exact rows and columns. (In this situation, we say that the Yoneda composite
of G′ → G1 → G′′ and G′′ → G2 → G′′′ is trivial. Compare [ML63, Lem. XII.5.3].)
((ETC: Return to Yoneda composition in Ext later.)) Then the homology Bockstein
β2 for G′′ → G2 → G′′′ factors as

Hn(X;G′′′)
β−→ Hn−1(X;G1)

j−→ Hn−1(X;G′′) ,

and the composite

Hn−1(X;G1)
j−→ Hn−1(X;G′′)

β1−→ Hn−2(X;G′)

is zero. The cohomology proof is essentially the same. �

Proposition 7.2.4. Sq1 = β : Hn(X;F2) → Hn+1(X;F2) equals the coho-
mology Bockstein for the extension 0 → Z/2 → Z/4 → Z/2 → 0. In particular,
Sq1Sq1 = ββ = 0.
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Proof. By naturality it suffices that Sq1(un) = β(un) ∈ Hn+1(Kn;F2) for
un ∈ Hn(Kn;F2). Consider the Moore space Mn = Sn ∪2 e

n+1, which admits an
(n + 1)-connected map f : Mn → Kn. Since f∗ : Hn+1(Kn;F2) → Hn+1(Mn;F2)
is an isomorphism, it suffices to check that Sq1(a) = β(a) for a = [f ]. Since Sq1

and β both commute with suspension isomorphisms, it suffices to verify this when
n = 1 and M1 = S1 ∪2 e

2 ∼= RP 2. Here Sq1(a) = a2 generates H2(RP 2;F2), and a

direct calculation with H̃∗(RP 2;Z/4) shows that β(a) = a2.
The composite ββ is trivial, by the previous lemma with G′ = G′′ = G′′′ = Z/2,

G1 = G2 = Z/4 and G = Z/8. �

Lemma 7.2.5. The Steenrod squares on the powers of any a ∈ H1(X;F2) are
given by

Sqi(aj) =

(
j

i

)
ai+j .

The binomial coefficient can be read mod 2, since the expression takes place in
H∗(X;F2). Hence Lucas’ theorem (Lemma 7.3.3 below) is helpful.

Proof. Let the inhomogeneous sum Sq(x) =
∑
i Sq

i(x) ∈
⊕

nH
n(X;F2)

denote the total squaring operation on x. The Cartan formula then reads

Sq(xy) = Sq(x)Sq(y)

and Sq(a) = a+ a2 = a(1 + a) in H∗(X;F2). Hence

Sq(aj) = Sq(a)j = (a+ a2)j = aj(1 + a)j

so that Sqi(aj) = aj ·
(
j
i

)
ai =

(
j
i

)
ai+j for 0 ≤ i ≤ j, and Sqi(aj) = 0 otherwise. �

Here is the analogue of Theorem 7.2.1 for odd primes p.

Theorem 7.2.6 ([Ste62, §VI.1]). Let p be an odd prime. There are natural
transformations

P i : H̃n(X;Fp) −→ H̃n+2i(p−1)(X;Fp)
for all i ≥ 0 and n ≥ 0. These satisfy

(1) P 0(x) = x for all x;
(2) P i(x) = xp for |x| = 2i;
(3) P i(x) = 0 for |x| < 2i;
(4)

P k(x ∪ y) =
∑

i+j=k

P i(x) ∪ P j(y) .

The fourth item is the Cartan formula. The “new” operations are P i for 0 <
i < |x|/2. We call the Bockstein operation

β : Hn(X;Fp) −→ Hn+1(X;Fp)

associated to the extension 0 → Z/p → Z/p2 → Z/p the mod p Bockstein. Note
that P i increases cohomological degree by 2i(p− 1), while β increases it by 1.

Lemma 7.2.7. ββ = 0.

Proof. This follows from Lemma 7.2.3, using the diagram with G′ = G′′ =
G′′′ = Z/p, G1 = G2 = Z/p2 and G = Z/p3. �
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Lemma 7.2.8.

β(x ∪ y) = β(x) ∪ y + (−1)|x|x ∪ β(y) .

Proof. This follows from the Leibniz rule for the coboundary in C∗(X;Z/p2)
acting on a cochain cup product. �

7.3. The Adem relations

Let SqiSqj denote the composite operation

H̃n(X;F2)
Sqj−→ H̃n+j(X;F2)

Sqi−→ H̃n+i+j(X;F2) .

These satisfy the Adem relations.

Theorem 7.3.1 ([Ade52], [Ste62, §I.1]). The identity

SqiSqj =

[i/2]∑

k=0

(
j − k − 1

i− 2k

)
Sqi+j−kSqk

holds, for i < 2j.

Again, the binomial coefficients can be read mod 2. The summation limits can
be omitted, given the convention that

(
n
k

)
= 0 for k < 0 and k > n. The Adem

relations in degrees ∗ ≤ 11 are listed in Figure 7.1. In particular,

Sq1Sq2j = Sq2j+1 , Sq1Sq2j+1 = 0 and Sq2j+1Sqj+1 = 0

for all j ≥ 0.

Sketch proof. We consider the universal case of SqiSqj(x) for x = un in
Hn(X;F2) with X = Kn, and apply the quadratic construction twice.

RP∞+ ∧ RP∞+ ∧Kn
1∧1∧∆ //

��

RP∞+ ∧D2(Kn)
1∧θ //

1∧∆

��

RP∞+ ∧K2n

1∧∆

��

D2(D2(Kn))
D2(θ)

//

β

��

D2(K2n)

θ

��

BΣ4+ ∧Kn
1∧∆ // D4(Kn)

θ′ // K4n

Here

D2(D2(X)) = S∞+ ∧C2 (S∞+ ∧C2 X
∧2)∧2 ∼= (S∞ × (S∞)2)+ ∧C2n(C2)2 X

∧4 ,

where C2n(C2)2 denotes the semi-direct product. In the upper part of the diagram,

(1 ∧∆)∗θ∗(u4n) =
∑

k

a2n−k ⊗ Sqk(u2n)
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Sq1Sq1 = 0 Sq1Sq8 = Sq9

Sq1Sq2 = Sq3 Sq2Sq7 = Sq9 + Sq8Sq1

Sq1Sq3 = 0 Sq3Sq6 = 0

Sq2Sq2 = Sq3Sq1 Sq4Sq5 = Sq9 + Sq8Sq1 + Sq7Sq2

Sq1Sq4 = Sq5 Sq5Sq4 = Sq7Sq2

Sq2Sq3 = Sq5 + Sq4Sq1 Sq1Sq9 = 0

Sq3Sq2 = 0 Sq2Sq8 = Sq10 + Sq9Sq1

Sq1Sq5 = 0 Sq3Sq7 = Sq9Sq1

Sq2Sq4 = Sq6 + Sq5Sq1 Sq4Sq6 = Sq10 + Sq8Sq2

Sq3Sq3 = Sq5Sq1 Sq5Sq5 = Sq9Sq1

Sq1Sq6 = Sq7 Sq6Sq4 = Sq7Sq3

Sq2Sq5 = Sq6Sq1 Sq1Sq10 = Sq11

Sq3Sq4 = Sq7 Sq2Sq9 = Sq10Sq1

Sq4Sq3 = Sq5Sq2 Sq3Sq8 = Sq11

Sq1Sq7 = 0 Sq4Sq7 = Sq11 + Sq9Sq2

Sq2Sq6 = Sq7Sq1 Sq5Sq6 = Sq11 + Sq9Sq2

Sq3Sq5 = Sq7Sq1 Sq6Sq5 = Sq9Sq2 + Sq8Sq3

Sq4Sq4 = Sq7Sq1 + Sq6Sq2 Sq7Sq4 = 0

Sq5Sq3 = 0

Figure 7.1. The Adem relations in degrees ∗ ≤ 11

in H̃∗(RP∞+ ∧K2n;F2) ∼= F2[a]⊗ H̃∗(K;F2), which maps to

z = (1 ∧ 1 ∧∆)∗(1 ∧ θ)∗(
∑

k

a2n−k ⊗ Sqk(u2n))

=
∑

k

a2n−k ⊗ (1 ∧∆)∗θ∗(Sqk(u2n))

=
∑

k

a2n−k ⊗ Sqk((1 ∧∆)∗θ∗(u2n))

=
∑

k

a2n−k ⊗ Sqk(
∑

`

bn−` ⊗ Sq`(un))

=
∑

i,j

a2n−i−j ⊗
∑

`

Sqi(bn−`)⊗ Sqj(Sq`(un))

=
∑

i,j,`

(
n− `
i

)
a2n−i−j ⊗ bn+i−` ⊗ SqjSq`(un)

in H̃∗(RP∞+ ∧ RP∞+ ∧Kn;F2) ∼= F2[a]⊗ F2[b]⊗ H̃∗(Kn;F2).
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We claim that z is invariant under the twist map τ ∧ 1 that interchanges the
two copies of RP∞+ . This implies an identity among the composite operations

SqjSq`(un), for varying j and `, from which the Adem relations can be extracted
with some effort. See [Ste62, p. 119] or [Hat02, p. 508].

To prove the claim, we use the extended power

D4(X) = EΣ4+ ∧Σ4
(X ∧X ∧X ∧X) ,

where Σ4 denotes the symmetric group on four letters and p : EΣ4 → BΣ4 is a
universal principal Σ4-bundle. The group Σ4 acts freely from the right on EΣ4, and
acts from the left on X∧4 = X∧X∧X∧X by permuting the factors. When X = Kn

the map θ′0 : K∧4
n → K4n representing the fourfold smash product extends, uniquely

up to homotopy, to a map θ′ : D4(Kn)→ K4n. An inclusion G = C2 n (C2×C2) ⊂
Σ4 induces β : D2(D2(X)) → D4(X), so that θ′β ' θD2(θ). The diagonal map
∆: Kn → K∧4

n is Σ4-equivariant, and leads to the map 1 ∧ ∆: BΣ4+ ∧ Kn →
D4(Kn). The inclusion 1 × ∆: H = C2 × C2 ⊂ C2 n (C2 × C2) = G ⊂ Σ4

now induces RP∞+ ∧ RP∞+ ∼= B(C2 × C2)+ → BΣ4+ and the left hand vertical
map, making the whole diagram commute up to homotopy. Hence z can also be
calculated as the pullback of (1∧∆)∗(θ′)∗(u4n) ∈ H∗(BΣ4;F2)⊗H̃∗(Kn;F2). There
is an inner automorphism of Σ4 that maps H = C2×C2 to itself by the twist map τ .
Since inner automorphisms induce the identity map on group cohomology, i.e., on
H∗(BΣ4;F2), the claim that z is invariant under τ follows. �

The reduced power operations P i and the mod p Bockstein β satisfy the fol-
lowing Adem relations.

Theorem 7.3.2 ([Ade53], [Ste62, §VI.1]). Let p be an odd prime. If i < pj
then

P iP j =

[i/p]∑

k=0

(−1)i+k
(

(p− 1)(j − k)− 1

i− pk

)
P i+j−kP k .

If i ≤ pj then

P iβP j =

[i/p]∑

k=0

(−1)i+k
(

(p− 1)(j − k)

i− pk

)
βP i+j−kP k

−
[(i−1)/p]∑

k=0

(−1)i+k
(

(p− 1)(j − k)− 1

i− pk − 1

)
P i+j−kβP k .

In each case the summation limits can be omitted, given the convention that(
n
k

)
= 0 for k < 0 and k > n. The first few odd-primary Adem relations (for j = 1)

are

P iP 1 = (−1)i
(
p− 2

i

)
P i+1

for i < p, which implies (P 1)p = 0,

P iβP 1 = (−1)i
(
p− 1

i

)
βP i+1 − (−1)i

(
p− 2

i− 1

)
P i+1β

for i < p, and

P pβP 1 = βP pP 1

(for i = p).
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By Lucas’ theorem, binomial coefficents mod p can be conveniently calculated
from base p expansions. See [Ste62, Lem. 2.6] or [Hat02, Lem. 3C.6] for a proof.

Lemma 7.3.3 (Lucas). Let p be a prime, and write n =
∑
i nip

i and k =
∑
i kip

i

with ni, ki ∈ {0, 1, . . . , p− 1}. Then
(
n

k

)
≡
∏

i

(
ni
ki

)
mod p .

Here
(
ni
ki

)
= 0 if ki > ni. For p = 2, this reduces the calcuation of

(
n
k

)
to the

cases
(

0
0

)
=
(

1
0

)
=
(

1
1

)
= 1 and

(
0
1

)
= 0. Hence

(
n
k

)
≡ 0 mod 2 if and only if there

is an i such that ni = 0 and ki = 1, i.e., there is a 1 below a 0 when n and k are
written in base 2.

7.4. The Steenrod algebra

Definition 7.4.1. The mod 2 Steenrod algebra is the (unital and associative)
graded F2-algebra A = A (2) generated by the symbols Sqi for i ≥ 0, subject to
the Adem relations

SqiSqj =
∑

k

(
j − k − 1

i− 2k

)
Sqi+j−kSqk

for i < 2j, and Sq0 = 1.
For each odd prime p, the mod p Steenrod algebra is the Fp-algebra A = A (p)

generated by the symbols P i for i ≥ 0 and β, subject to the Adem relations, P 0 = 1
and ββ = 0.

Lemma 7.4.2. Let p be any prime. For each space X the mod p cohomology
H∗(X;Fp) is naturally a graded left A-module, where A = A (p).

Proof. For p = 2, each symbol Sqi in A acts on H∗(X;F2) as the Steenrod
operation of the same name. This defines a left action by A, since the Steenrod
operations satisfy the Adem relations and Sq0 acts as the identity.

The proof for odd p is essentially the same. �

Definition 7.4.3. Let I = (i1, i2, . . . , i`) be any finite sequence of positive
integers. We call ` = `(I) the length of I, write

|I| =
∑̀

s=1

is

for the degree of I, and say that I is admissible if

is ≥ 2is+1

for each 1 ≤ s < `. Let

SqI = Sqi1Sqi2 · . . . · Sqi`

denote the product in A, as well as the corresponding composite of Steenrod oper-
ations. The empty sequence I = () is admissible of length 0, and Sq() = 1 equals
the identity.

We also refer to `(I) and |I| as the length and (cohomological) degree of SqI ,
respectively, and say that SqI is admissible when I is admissible.
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(0) 1
(1) Sq1

(2) Sq2

(3) Sq3, Sq2Sq1

(4) Sq4, Sq3Sq1

(5) Sq5, Sq4Sq1

(6) Sq6, Sq5Sq1, Sq4Sq2

(7) Sq7, Sq6Sq1, Sq5Sq2, Sq4Sq2Sq1

(8) Sq8, Sq7Sq1, Sq6Sq2, Sq5Sq2Sq1

(9) Sq9, Sq8Sq1, Sq7Sq2, Sq6Sq2Sq1, Sq6Sq3

(10) Sq10, Sq9Sq1, Sq8Sq2, Sq7Sq2Sq1, Sq7Sq3, Sq6Sq3Sq1

(11) Sq11, Sq10Sq1, Sq9Sq2, Sq8Sq2Sq1, Sq8Sq3, Sq7Sq3Sq1

Figure 7.2. The admissible monomials in degrees ∗ ≤ 11

Theorem 7.4.4 ([Ste62, Thm. I.3.1]). The admissible monomials SqI form a
vector space basis for A = A (2).

Sketch proof. The monomials SqI clearly generate A. If I is not admis-
sible, meaning that is < 2is+1 for some s, then we can rewrite SqI by means of
the Adem relation for SqisSqis+1 . This replaces I with sequences of lower mo-

ment
∑`
s=1 sis, so the process eventually halts. This proves that the admissible

monomials generate A.
To prove that the admissible monomials form a basis, recall the action

Sqi(aj) =

(
j

i

)
ai+j

of the Steenrod operations on H∗(RP∞;F2) ∼= F2[a]. By the Cartan formula, this
determines the action of SqI on

H∗(RP∞ × · · · × RP∞;F2) ∼= F2[a1, . . . , an] ,

where the product contains n copies of RP∞. A proof by induction on n shows
that the elements

SqI(a1 · . . . · an) ∈ F2[a1, . . . , an]

for I admissible of degree |I| ≤ n are linearly independent. Since n can be chosen
to be arbitrarily large, this proves that the admissible SqI are linearly independent.

�

The basis of admissible monomials for A in degrees ∗ ≤ 11 is listed in Figure 7.2.

Definition 7.4.5. Let the augmentation ε : A→ F2 be the graded ring homo-
morphism given by ε(1) = 1. Its kernel is the augmentation ideal

I(A) = ker(ε)

which equals the positive degree part of A. The classes in the image I(A)2 ⊂ I(A)
of the pairing

I(A)⊗ I(A) ⊂ A⊗A ·−→ A

are said to be decomposable, and the quotient

Q(A) = I(A)/I(A)2

is the graded vector space of (algebra) indecomposables of A.
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Theorem 7.4.6 ([Ade52, Thm. 1.5], [Ste62, Thm. 4.3]). The operation Sqk

is decomposable if and only if k is not a power of 2. Hence

Sq1, Sq2, Sq4, . . . , Sq2i , . . .

generate A as an algebra, and

Q(A) ∼= F2{Sq2i | i ≥ 0} .

Proof. If k is not a power of 2, we can write k = i+ 2` with 0 < i < 2`. The
Adem relation

SqiSq2` =

(
2` − 1

i

)
Sqi+2` + (decomposable terms)

and the case
(

2`−1
i

)
= 1 of Lucas’ theorem show that Sqk = Sqi+2` is decomposable.

Conversely, to see that Sqk is not decomposable for k = 2`, consider the A-
module action on H∗(RP∞;F2) ∼= F2[a]. From

Sqi(a2`) =





a2` for i = 0,

a2`+1

for i = 2`,

0 otherwise

we see that any operation of degree 0 < ∗ < 2` acts trivially on a2` . Hence any

decomposable operation of degree 2` must also map a2` to zero. Since Sq2` instead

maps a2` to a2`+1

, it cannot be decomposable. �

Proposition 7.4.7. If X is a space with H∗(X;F2) ∼= F2[x] or H∗(X;F2) ∼=
F2[x]/(xh+1) with h ≥ 2, and |x| = n, then n is a power of 2.

Proof. Since Hn+i(X;F2) = 0 for 0 < i < n the operation Sqn(x) must be
trivial if Sqn is decomposable. Since Sqn(x) = x2 is assumed to be nontrivial, it
must instead be the case that Sqn is indecomposable. �

Proposition 7.4.8. If f : S2n−1 → Sn has odd Hopf invariant, then n is a
power of 2.

Proof. If f has odd Hopf invariant, then its mapping cone Cf = Sn ∪f e2n is
a space with H∗(Cf ;F2) ∼= F2[x]/(x3) with |x| = n. �

Let p be any odd prime.

Definition 7.4.9. Let I = (ε1, i1, . . . , ε`, i`, ε`+1) be a sequence of integers with
` ≥ 0, each εs ∈ {0, 1}, and each is ≥ 1. Let

P I = βε1P i1 · . . . · βε`P i`βε`+1

be the product in A = A (p), as well as the corresponding composite of Bockstein
and Steenrod operations. Here β0 = 1 and β1 = β. We say that I is admissible if

is ≥ εs+1 + pis+1

for each 1 ≤ s < `, and write

|I| = ε1 + 2i1(p− 1) + · · ·+ ε` + 2i`(p− 1) + ε`+1

to denote the degree of P I .

Theorem 7.4.10 ([Ste62, Thm. VI.2.5]). The admissible monomials P I form
a vector space basis for A = A (p).
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Theorem 7.4.11 ([Ste62, Thm. VI.2.7]). The operation P k is decomposable if
and only if k is not a power of p. Hence

β, P 1, P p, . . . , P p
i

, . . .

generate A as an algebra, and

Q(A) ∼= Fp{β, P p
i

| i ≥ 0} .

When p = 3, the operation P i has degree 4i.

Proposition 7.4.12. If X is a space with H∗(X;F3) ∼= F3[x] or H∗(X;F3) ∼=
F3[x]/(xh+1) with h ≥ 3, and |x| = n is a power of 2, then n ∈ {2, 4}.

Proof. If n = 1, then x2 = −x2 by graded commutativity, which contradicts
2x2 6= 0 in H∗(X;F3). Hence n = 2j is even, β acts trivially, and P j(x) = x3 6= 0.
If P j is decomposable, then j = 2k must be even and P k(x) = ±x2 6= 0, with P k

indecomposable. In the latter case, k is a power of 3 and 4k = n, so k = 1 and
n = 4. Otherwise, j is a power of 3, so j = 1 and n = 2. �

Theorem 7.4.13. If X is a space of finite type with H∗(X) ∼= Z[x] or H∗(X) ∼=
Z[x]/(xh+1) with h ≥ 3, then n = |x| is 2 or 4. If H∗(X) ∼= Z[x]/(x3) then
n = 2i ≥ 2 is a power of 2.

Proof. The finite type assumption ensures that H∗(X;Fp) ∼= H∗(X) ⊗ Fp.
Suppose that H∗(X) ∼= Z[x] or Z[x]/(xh+1) with h ≥ 2. By graded commutativity,
n = |x| is even. Proposition 7.4.7 implies that n is a power of 2. If h ≥ 3, then
Proposition 7.4.12 implies that n ∈ {2, 4}. �

Remark 7.4.14. The complex and quaternionic projective spaces CP∞, CPh,
HP∞ and HPh show that Z[x] and Z[x]/(xh+1) with |x| = n are realized as the
integral cohomology of spaces for n ∈ {2, 4} and any h ≥ 0. The octonionic
projective plane OP 2 = S8 ∪σ e16 realizes the case n = 8 and h = 2, but there is
no space OP 3 realizing the case n = 8 and h = 3.

The question remains whether Z[x]/(x3) can be realized as the cohomology of
a space when |x| = n = 2i with i ≥ 4. This is equivalent to the Hopf invariant one
problem, of deciding whether there exists a map f : S2n−1 → Sn with H∗(Cf) ∼=
Z[x]/(x3), which was famously decided in the negative for all i ≥ 4 by Adams
[Ada60]. (The case i = 4 was excluded earlier by Toda.) We will see later that
Adams’ result corresponds to nonzero differentials in the Adams spectral sequence
for the sphere spectrum.

7.5. Cohomology of Eilenberg–MacLane spaces

Using Steenrod operations, we can resolve the question from Section 6.8 about
the mod 2 cohomology Serre spectral sequence for the loop–path fibration ofK(Z/2, 2).

Lemma 7.5.1. Let p be any prime. The mod p cohomology transgression

d0,n−1
n : E0,n−1

n −→ En,0n

commutes with the Steenrod operations in H∗(F ;Fp) and H∗(B;Fp).

Proof. Recall that τn = d0,n−1
n is given by the additive relation

(q∗)−1δ : Hn−1(F ;Fp)
δ−→ Hn(E,F ;Fp)

q∗←− Hn(B, b0;Fp) .
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Any cohomology operation commutes with q∗, and the Steenrod operations com-
mute with δ. Hence if τn(x) = y then τn+i(Sqi(x)) = Sqi(y) in the p = 2 case,
since δ(Sqi(x)) = Sqi(δ(x)) = Sqi(q∗(y)) = q∗(Sqi(y)), and similarly for odd p. �

Definition 7.5.2. For p = 2 and i ≥ 1 let

Mi = (2i−1, 2i−2, . . . , 2, 1) .

It is the unique admissible sequence of length i and degree 2i − 1.

8 a8

!!

6

4 a4

""

_

Sq4

OO

2 a2

$$

_

Sq2

OO

a

&&

_
Sq1

OO

0 1 b
�
Sq1 // b1

�
Sq2 // b2

�
Sq4 // b3

t/s 0 2 4 6 8

//

OO

Proposition 7.5.3.

H∗(K(Z/2, 2);F2) ∼= F2[b, b1, b2, . . . ]

with b = u2 ∈ H2(K(Z/2, 2);F2) and bi = SqMi(b) ∈ H2i+1(K(Z/2, 2);F2) for
each i ≥ 1. The Serre spectral sequence

E∗,∗2
∼= H∗(K(Z/2, 2);F2)⊗H∗(K(Z/2, 1);F2)

∼= F2[b, b1, b2, . . . ]⊗ F2[a]

=⇒ H∗(PK(Z/2, 2);F2) = F2

has transgressive differentials d2(a) = b and

d2i+1(a2i) = bi

for each i ≥ 1.
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Sketch proof. By induction on i, we have SqMi(a) = a2i , for each i ≥ 1.

Hence each a2i is transgressive, with d2i+1(a2i) = d2i+1(SqMi(a)) = SqMi(d2(a)) =
SqMi(b) = bi. It follows by an induction on u ≥ 0, using a theorem of Borel, that
the F2-algebra homomorphism

F2[b, bi | i ≥ 1]⊗ F2[a] −→ H∗(K(Z/2, 2);F2)⊗ F2[a] ∼= E∗,∗2

is an isomorphism in base degrees s ≤ u. �

This was generalized by Serre to calculate H∗(K(G,n);F2) for all finitely gen-
erated abelian G. The role of the collection {Mi}i is replaced by a condition on
the excess of an admissible sequence.

Definition 7.5.4. If I = (i1, . . . , i`) is an admissible sequence, so that is ≥
2is+1 for each 1 ≤ s < `, we define its excess to be

e(I) = (i1 − 2i2) + · · ·+ (i`−1 − 2i`) + i` = i1 − i2 − · · · − i` = 2i1 − |I| .

This is a non-negative integer. The only admissible sequence with e(I) = 0 is
I = (), and the only admissible sequences with e(I) = 1 are the Mi for i ≥ 1.

Theorem 7.5.5 ([Ser53, Thm. 2]). Suppose n ≥ 1. Then

H∗(K(Z/2, n);F2) ∼= F2[SqI(un) | e(I) < n] .

In words: the mod 2 cohomology algebra of K(Z/2, n) is the polynomial algebra
generated by the classes SqI(un), where un ∈ Hn(K(Z/2, n);F2) is the universal
class, and where I ranges over all admissible sequences of excess less than n. Serre’s
result includes the following stable range calculation.

Corollary 7.5.6. The homomorphism

ΣnA −→ H̃∗(K(Z/2, n);F2)

ΣnSqI 7−→ SqI(un)

is an isomorphism in degrees ∗ ≤ 2n, i.e., for |I| ≤ n.

Proof. Each admissible I of degree |I| ≤ n has excess e(I) < n, except for
I = (n), and Sqn(un) = u2

n. Hence the SqI(un) with I admissible of degree |I| ≤ n
range over the algebra generators of H∗(K(Z/2, n);F2) in degrees ∗ ≤ 2n, together
with the unique decomposable monomial in that range of degrees. �

Let ūn ∈ Hn(K(Z, n);F2) denote the unique nonzero class, given by reduction
modulo 2 of the universal class in Hn(K(Z, n);Z). Note that β(ūn) = 0, so that
Sq1(ūn) = 0. Let i` denote the last entry in an admissible sequence I = (i1, . . . , i`).

Theorem 7.5.7 ([Ser53, Thm. 3]). Suppose n ≥ 2. Then

H∗(K(Z, n);F2) ∼= F2[SqI(ūn) | e(I) < n, i` > 1] .

In words: the mod 2 cohomology algebra of K(Z, n) is the polynomial algebra
generated by the classes SqI(ūn), where I = (i1, . . . , i`) ranges over all admissi-
ble sequences of excess less than n, except those of length ` ≥ 1 with final term
i` = 1. When n = 2, only the empty sequence satisfies these conditions, so that
H∗(K(Z, 2);F2) ∼= F2[ūn], as we already know. Serre’s result implies the following
stable range statement.
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Corollary 7.5.8. Let n ≥ 2. The homomorphism

ΣnA/ASq1 −→ H̃∗(K(Z, n);F2)

ΣnSqI 7−→ SqI(ūn)

is an isomorphism in degrees ∗ ≤ 2n, i.e., for |I| ≤ n.

Proof. By ASq1 we mean the left ideal in A generated by Sq1. In view
of the relation Sq1Sq1 = 0, it has a basis consisting of the admissible SqI with
I = (i1, . . . , i`) where i` = 1. Hence the SqI(ūn) with I admissible of degree |I| ≤ n
and i` > 1 (if ` ≥ 1) range over the algebra generators of H∗(K(Z, n);F2) in
degrees ∗ ≤ 2n, together with the unique decomposable monomial, Sqn(ūn) = ū2

n,
in that range of degrees. �

Example 7.5.9. The exact Serre sequence

0→ Hn(K(Z/2, n);F2)
i∗−→ Hn(K(Z, n);F2)

τn+1

−→ Hn+1(K(Z, n+ 1);F2)
p∗−→ . . .

. . .
τ2n

−→ H2n(K(Z, n+ 1);F2)
p∗−→ H2n(K(Z/2, n);F2)

i∗−→ H2n(K(Z, n);F2)

associated to the homotopy fiber sequence

K(Z, n)
i−→ K(Z/2, n)

p−→ K(Z, n+ 1)

satisfies i∗(un) = ūn, so that i∗(SqI(un)) = SqI(ūn), by naturality. Hence i∗ is
surjective, and τm = 0 for n < m ≤ 2n, It follows that p∗(ūn+1) = Sq1un, since
this is the only nonzero class in its degree, so that p∗(SqI ūn+1) = SqISq1un. In
particular, the Serre sequence splits up into the short exact sequences

0→ Σn+1A/ASq1 p∗−→ ΣnA
i∗−→ ΣnA/ASq1 → 0

in degrees n ≤ ∗ ≤ 2n. Here p∗(Σn+1SqI) = ΣnSqISq1, while i∗(ΣnSqI) = ΣnSqI

mod ASq1. ((ETC: We will encounter the A-module extension

0→ ΣA/ASq1 −→ A −→ A/ASq1 → 0

later in the context of the Adams spectral sequence.))

The analogous results for odd primes p were obtained by Cartan [Car54]. Let

I = (ε1, i1, . . . , ε`, i`, ε`+1) ,

with ` ≥ 0, εs ∈ {0, 1} and is ≥ 1, for each 1 ≤ s ≤ `. Let

as = εs + 2(p− 1)is

be the degree of βεsP is , with a`+1 = ε`+1. The admissibility condition, that is ≥
εs+1 + pis+1, is equivalent to the condition as ≥ pas+1. Hence

(a1 − pa2) + · · ·+ (a` − pa`+1) + a`+1 = a1 − (p− 1)a2 − · · · − (p− 1)a`+1

is non-negative. We can write this as ε1 + (p− 1)e(I), where

e(I) = 2i1 − a2 − · · · − a`+1 .

defines the p-primary excess of I.
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Definition 7.5.10. For I = (ε1, i1, . . . , ε`, i`, ε`+1) admissible, let

e(I) = 2i1 − a2 − · · · − a`+1

= 2i1 − (ε2 + 2(p− 1)i2)− · · · − ε`+1

be the excess of I.

This agrees with Kraines [Kra71] and Tamanoi [Tam99], but differs from the
convention of May [May70, Not. 10.1(b)], who adds ε1 to the above definition
of e(I).

Definition 7.5.11. Let SFp(xi | i) denote the free graded commutative Fp-
algebra (= symmetric algebra) on a set of generators xi, i.e., the tensor product
of a polynomial algebra Fp[xi] for each xi of even degree and an exterior algebra
ΛFp(xi) for each xi of odd degree.

Theorem 7.5.12 ([Car54, Thm. 6]). Let p be an odd prime, and n ≥ 1. Then

H∗(K(Z/p, n);Fp) ∼= SFp(P I(un) | e(I) < n)

is the symmetric algebra generated by the classes P I(un), where

un ∈ Hn(K(Z/p, n);Fp)

is the universal class, and where I = (ε1, i1, . . . , ε`, i`, ε`+1) ranges over all admis-
sible sequences of excess less than n.

Sketch proof. Cartan’s condition pak < (p− 1)(n+a0 + · · ·+ak) translates
to pa1 < (p− 1)(n+ a1 + · · ·+ a`+1) in our notation, and is equivalent to e(I) < n.
See also [May70, Thm. 10.3], where e(I) corresponds to our ε1 + e(I), and the
condition “ 1 = 1” should be read as “ε1 = 1”. �

Corollary 7.5.13. The homomorphism

ΣnA −→ H̃∗(K(Z/p, n);Fp)

ΣnP I 7−→ P I(un)

is an isomorphism in degrees ∗ < 2n, i.e., for |I| < n.

Proof. Each admissible I of degree |I| < n has excess e(I) < n. The decom-
posable classes in H∗(K(Z/p, n);Fp) lie in degrees ∗ ≥ 2n. �

Theorem 7.5.14 ([Car54, Thm. 6]). Let p be an odd prime, and n ≥ 1. Then

H∗(K(Z, n);Fp) ∼= SFp(P I(ūn) | e(I) < n, ε`+1 = 0)

is the symmetric algebra generated by the classes P I(ūn), where

ūn ∈ Hn(K(Z, n);Fp)

is the mod p reduction of the universal class, and where I = (ε1, i1, . . . , ε`, i`, ε`+1)
ranges over all admissible sequences of excess less than n and with ε`+1 = 0.

Corollary 7.5.15. The homomorphism

ΣnA/Aβ −→ H̃∗(K(Z, n);Fp)

ΣnP I 7−→ P I(ūn)

is an isomorphism in degrees ∗ < 2n, i.e., for |I| < n.
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Proof. Each admissible P I of degree |I| < n (and not ending with β) has
excess e(I) < n. The decomposable classes in H∗(K(Z/p, n);Fp) lie in degrees
∗ ≥ 2n. �

7.6. Stable cohomology operations

The Steenrod operations SqI and P I are stable, in the following sense.

Definition 7.6.1. A stable cohomology operation θ = (θk)k of type (G;G′, n)
is a sequence of cohomology operations θk of type (G, k;G′, n + k) such that each
diagram

H̃k(X;G)
θk //

σ ∼=
��

H̃n+k(X;G′)

∼= σ

��

H̃k+1(ΣX;G)
θk+1

// H̃n+k+1(ΣX;G′)

commutes, where σ denotes the suspension isomorphism.

((ETC: Is there a sign (−1)n needed? Is ΣX = S1 ∧X or X ∧ S1?))

Definition 7.6.2. The cohomology suspension

ω : H̃m+1(Y ;G′) −→ H̃m(ΩY ;G′)

maps the homotopy class of f : Y → K(G′,m + 1) to the homotopy class of
Ωf : ΩY → ΩK(G′,m+ 1) ' K(G′,m).

Remark 7.6.3. The standard notation for the cohomology suspension is σ,
not ω, but for this argument is seems clearer to reserve σ̃ to denote the equivalence
K(G, k) ' ΩK(G, k + 1) and the suspension isomorphism represented by it.

Lemma 7.6.4. A sequence (θk)k of cohomology operations of type (G, k;G′, n+
k) is stable if and only if ω(θk+1) = θk for each k, where

ω : H̃n+k+1(K(G, k + 1);G′) −→ H̃n+k(K(G, k);G′)

is the cohomology suspension.

Proof. By the Eilenberg–MacLane representability theorem, θ = (θk)k is sta-
ble if and only if each diagram

K(G, k)
θk //

σ̃ '
��

K(G′, n+ k)

' σ̃

��

ΩK(G, k + 1)
Ωθk+1

// ΩK(G′, n+ k + 1)

commutes up to homotopy. This is equivalent to the condition that ω maps the
cohomology class represented by θk+1 to the cohomology class represented by θk.

�

In other words, the abelian group of stable cohomology operations of type (G;G′, n)
is isomorphic to the sequential limit

lim
k
H̃n+k(K(G, k);G′)
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of the diagram

(7.1) . . .
ω−→ H̃n+k+1(K(G, k + 1);G′)

ω−→ H̃n+k(K(G, k);G′)
ω−→ . . . .

The composite of a stable operation of type (G;G′, n) followed by a stable operation
of type (G′;G′′,m) is a stable operation of type (G;G′′, n+m), so the collection of
all stable cohomology operations of type (G;G,n) for n ∈ Z forms a graded (usually
non-commutative) ring. When G = Fp, this ring is the mod p Steenrod algebra, as
we can now deduce from the calculations of Serre and Cartan.

Proposition 7.6.5. Let p be any prime, and let An ⊂ A = A (p) denote the
degree n part of the mod p Steenrod algebra. The homomorphism

An
∼=−→ lim

k
H̃n+k(K(Fp, k);Fp)

θ 7−→ (θ(uk))k

is an isomorphism. Hence A is isomorphic to the graded ring of stable cohomology
operations of type (Fp;Fp, n) for arbitrary n.

Proof. The homomorphisms

ΣkAn −→ H̃n+k(K(Fp, k);Fp)

Σkθ 7−→ θ(uk)

are compatible with the cohomology suspensions ω, and are isomorphisms for k >
n. Hence they combine to map An isomorphically to the group of compatible
sequences (θk)k. In particular, each morphism ω in (7.1) is an isomorphism, for
k > n. It is clear that the product in A corresponds to the composition of (stable)
cohomology operations. �

((ETC: In terms of spectra, A ∼= H∗(H). HereHn(H) ∼= limk H̃
n+k(K(Fp, k);Fp)

because Rlimk H̃
n+k−1(K(Fp, k);Fp) = 0. Dually, A∗ ∼= H∗(H) with Hn(H) ∼=

colimk H̃n+k(K(Fp, k);Fp).))

7.7. Hopf algebras

Let A = A (2). The mod 2 cohomology of any space H∗(X;F2), is naturally
an A-module and a commutative F2-algebra, satisfying the Cartan formula

Sqk(x ∪ y) =
∑

i+j=k

Sqi(x) ∪ Sqj(y)

and the instability condition Sqi(x) = 0 for i > |x|. Following Milnor [Mil58,
Lem. 1], there is an algebra homomorphism

ψ : A −→ A⊗A

Sqk 7−→
∑

i+j=k

Sqi ⊗ Sqj ,

and each A⊗A-module can be viewed as an A-module by restriction along ψ. The
Cartan formula then says that the cup product

H∗(X;F2)⊗H∗(X;F2)
∪−→ H∗(X;F2)

is an A-module homomorphism, where the A-module structure in the source is
obtained by restriction in this way. We also say that H∗(X;F2) is a A-module
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algebra. Completely similar results apply at odd primes p. The coproduct ψ makes
A a cocommutative Hopf algebra, and we shall now review this algebraic structure.
The paper [MM65] by Milnor and Moore is a standard reference.

Definition 7.7.1. Let R be a commutative ring, which will be a field Fp in
our main applications. For R-modules L and M we write L ⊗ M = L ⊗R M
for the tensor product over R and Hom(M,N) = HomR(M,N) for the R-linear
homomorphisms. If L, M and N are (homologically) graded, then

(L⊗M)k =
⊕

i+j=k

Li ⊗Mj

and

Hom(M,N)i =
∏

i+j=k

Hom(Mj , Nk) .

The twist isomorphism

τ : L⊗M −→M ⊗ L
maps x⊗ y to (−1)ijy⊗ x, for x ∈ Li and y ∈ Nj . There is a natural isomorphism

Hom(L⊗M,N) ∼= Hom(L,Hom(M,N))

taking f : L⊗M → N to g : L→ Hom(M,N), with f(x⊗ y) = g(x)(y). Here f is
left adjoint to g and g is right adjoint to f . The natural evaluation homomorphism
(= adjunction counit)

ε : Hom(M,N)⊗M −→ N

is left adjoint to the identity on Hom(M,N), and the natural homomorphism (=
adjunction unit)

η : L −→ Hom(M,L⊗M)

is right adjoint to the identity on L⊗M . We say that (graded) R-modules form a
closed symmetric monoidal category, cf. [ML63, §VII.7].

Definition 7.7.2. A (graded) R-algebra is a (graded) R-module A with a
product φ : A⊗A→ A and a unit η : R→ A such that

A⊗A⊗A

φ⊗1

��

1⊗φ
// A⊗A

φ

��

A⊗A
φ

// A

and

R⊗A
η⊗1
//

∼=
%%

A⊗A

φ

��

A⊗R
1⊗η
oo

∼=
yy

A

commute. It is commutative if the diagram

A⊗A τ //

φ
""

A⊗A

φ
||

A

commutes.
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Definition 7.7.3. The ring R is the initial R-algebra. The product φ : R⊗R→
R is the canonical isomorphism and the unit η : R→ R is the identity.

The tensor product of two R-algebras A and B is the R-algebra A ⊗ B with
product given by the composite

A⊗B ⊗A⊗B 1⊗τ⊗1−→ A⊗A⊗B ⊗B φ⊗φ−→ A⊗B

and unit

R ∼= R⊗R η⊗η−→ A⊗B .
In the full subcategory of commutative R-algebras, the tensor product is the cate-
gorical sum.

Definition 7.7.4. An R-algebra (A, φ, η) is augmented if it comes equipped
with an algebra morphism ε : A→ R. Let

I(A) = ker(ε : A→ R)

be the augmentation ideal, and let the R-module of indecomposables Q(A) be the
cokernel

I(A)⊗ I(A)
φ−→ I(A)

π−→ Q(A)→ 0

of the restricted product. A subset S ⊂ I(A) that generates A as an R-algebra
will map to a subset π(S) ⊂ Q(A) that generates Q(A) as an R-module, and
the converse often holds. The elements in I(A)2 = φ(I(A) ⊗ I(A)) are said to
be (algebra) decomposable, and an element x ∈ I(A) with π(x) 6= 0 is (algebra)
indecomposable.

((ETC: If A = R[[x]] is a formal power series algebra, with ε(x) = 0, then
Q(A) ∼= R{x}, but x does not generate A algebraically.))

Definition 7.7.5. A left A-module is a (graded) R-module M with a pairing
λ : A⊗M →M such that

A⊗A⊗M 1⊗λ
//

φ⊗1

��

A⊗M

λ

��

A⊗M λ // M

and

R⊗M
η⊗1
//

∼=
%%

A⊗M

λ

��

M

commute.
A right A-module is a (graded) R-module L with a pairing ρ : L⊗A→ L such

that

L⊗A⊗A
ρ⊗1
//

1⊗φ
��

L⊗A
ρ

��

L⊗A
ρ

// L
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and

L⊗A
ρ

��

L⊗R
1⊗η
oo

∼=
zz

L

commute.
Given a right A-module L and a left A-module M , the tensor product L⊗AM

is the coequalizer

L⊗A⊗M
1⊗λ
//

ρ⊗1
// L⊗M

π // L⊗AM

where 1⊗ λ and ρ⊗ 1 are given by the left and right action maps, respectively.
Given two left A-modules M and N , the R-module of A-linear homomorphisms

HomA(M,N) is the equalizer

HomA(M,N)
ι // Hom(M,N)

λ∗ //

λ∗

// Hom(A⊗M,N) ,

where λ∗(f) = fλ : A⊗M → N and λ∗(f) = λ(1⊗f) : A⊗M → N for f : M → N .

Example 7.7.6. Let G be a topological group, with multiplication m : G×G→
G. The Pontryagin product

φ : H∗(G;R)⊗H∗(G;R)
×−→ H∗(G×G;R)

m∗−→ H∗(G;R)

and the homomorphisms η : R → H∗(G;R) and ε : H∗(G;R) → R induced by
{e} ⊂ G and G → {e} make H∗(G;R) an augmented R-algebra. Likewise, if X is
a topological space with a left G-action, then M = H∗(X;R) is a left H∗(G;R)-
module.

Dually, for any space X the cup product

∪ : H∗(X;R)⊗H∗(X;R)
×−→ H∗(X ×X;R)

∆∗−→ H∗(X;R)

and the homomorphism η : R → H∗(X;R) induced by X → {x0} make H∗(X;R)
a (graded) commutative R-algebra. A choice of base point x0 ∈ X determines an
augmentation ε : H∗(X;R)→ R, induced by {x0} ⊂ X.

Example 7.7.7. If V is an R-module, then the left action

λ : A⊗A⊗ V φ⊗1−→ A⊗ V

makes A⊗V a left A-module, known as an extended A-module. There is a natural
isomorphism

HomA(A⊗ V,N) ∼= Hom(V,UN) ,

where N is any A-module and UN its underlying R-module. Hence the extended
A-module functor V 7→ A ⊗ V is left adjoint to the forgetful functor U from left
A-modules to R-modules.

If R is a field, then the extended A-modules are the same as the free A-modules,
all of which are projective. If, moreover, A is a connected R-algebra then each
projective A-module is free, by a theorem of Kaplansky [Mar83, Prop. 11.2].

The dual theory of coalgebras and comodules is developed in [MM65] and [EM66].
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Definition 7.7.8. A (graded) R-coalgebra is a (graded) R-module C with a
coproduct ψ : C → C ⊗ C and a counit ε : C → R such that

C
ψ

//

ψ

��

C ⊗ C

ψ⊗1

��

C ⊗ C
1⊗ψ
// C ⊗ C ⊗ C

and

C
∼=

yy

ψ

��

∼=

%%

R⊗ C C ⊗ C
ε⊗1
oo

1⊗ε
// C ⊗R

commute. It is cocommutative if the diagram

C
ψ

{{

ψ

##

C ⊗ C τ // C ⊗ C

commutes.

Remark 7.7.9. We can write

ψ(x) =
∑

α

x′α ⊗ x′′α

for suitable x′α, x
′′
α ∈ C. Then
∑

α,β

(x′α)′β ⊗ (x′α)′′β ⊗ x′′α =
∑

α,β

x′α ⊗ (x′′α)′β ⊗ (x′′α)′′β

by coassociativity, and
∑

α

ε(x′α)x′′α = x =
∑

α

x′αε(x
′′
α)

by counitality. Cocommutativity asks that
∑

α

x′α ⊗ x′′α =
∑

α

(−1)|x
′
α||x′′α|x′′α ⊗ x′α .

We often omit the summation indices in these formulas, and write

ψ(x) =
∑

x′ ⊗ x′′
∑

(x′)′ ⊗ (x′)′′ ⊗ x′′ =
∑

x′ ⊗ (x′′)′ ⊗ (x′′)′′

∑
ε(x′)x′′ = x =

∑
x′ε(x′′)

∑
x′ ⊗ x′′ =

∑
(−1)|x

′||x′′|x′′ ⊗ x′ .

Definition 7.7.10. The ring R is the terminal R-coalgebra. The coproduct
ψ : R→ R⊗R is the inverse of the canonical isomorphism and the counit ε : R→ R
is the identity.
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The tensor product of two R-coalgebras C and D is the R-coalgebra C ⊗ D
with coproduct given by the composite

C ⊗D ψ⊗ψ−→ C ⊗ C ⊗D ⊗D 1⊗τ⊗1−→ C ⊗D ⊗ C ⊗D
and counit

C ⊗D ε⊗ε−→ R⊗R ∼= R .

In the full subcategory of cocommutative R-coalgebras, the tensor product is the
categorical product.

Definition 7.7.11. AnR-coalgebra (C,ψ, ε) is coaugmented if it comes equipped
with a coalgebra morphism η : R→ C. Let

J(C) = cok(η : R→ C)

be the coaugmentation coideal, ((ETC: also known as the unit coideal)) and let the
R-module of primitives P (C) be the kernel

0→ P (C)
ι−→ J(C)

ψ−→ J(C)⊗ J(C)

of the corestricted coproduct. In terms of elements,

P (C) ∼= {x ∈ C | ψ(x) = x⊗ 1 + 1⊗ x} ,
and an element x ∈ C with ψ(x) = x⊗ 1 + 1⊗x is said to be (coalgebra) primitive.
((ETC: Also define “imprimitive”?))

Remark 7.7.12. In the coaugmented case, we can write

ψ(x) = x⊗ 1 +
∑

α

x′α ⊗ x′′α + 1⊗ x

for x ∈ I(C) = ker(ε) ∼= J(C), with x′α, x
′′
α ∈ I(C), and this often gets abbreviated

to
ψ(x) = x⊗ 1 +

∑
x′ ⊗ x′′ + 1⊗ x .

Definition 7.7.13. A left C-comodule is a (graded) R-module M with a coac-
tion ν : M → C ⊗M such that

M
ν //

ν

��

C ⊗M

ψ⊗1

��

C ⊗M 1⊗ν
// C ⊗ C ⊗M

and
M

ν

��

∼=

yy

R⊗M C ⊗M
ε⊗1
oo

commute.
A right C-comodule is a (graded) R-module L with a coaction σ : L → L ⊗ C

((ETC: Not a standard notation.)) such that

L
σ //

σ

��

L⊗ C

1⊗ψ
��

L⊗ C σ⊗1
// L⊗ C ⊗ C
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and

L

σ

��

∼=

%%

L⊗ C
1⊗ε
// L⊗R

commute.
Given a right C-comodule L and a left C-comodule M , the cotensor product

L�C M is the equalizer

L�C M
ι // L⊗M

1⊗ν
//

σ⊗1
// L⊗ C ⊗M

where 1⊗ ν and σ ⊗ 1 are given by the left and right coaction maps, respectively.
Given two left C-comodules M and N , the R-module of C-colinear homomor-

phisms HomC(M,N) is the equalizer

HomC(M,N)
ι // Hom(M,N)

ν∗ //

ν∗
// Hom(M,C ⊗N) ,

where ν∗(f) = (1⊗f)ν : M → C⊗N and ν∗(f) = νf : M → C⊗N for f : M → N .

Remark 7.7.14. Note that we write HomB(M,N) to denote the B-module
homomorphisms f : M → N when B is an algebra and M and N are B-modules,
and to denote the B-comodule homomorphisms f : M → N when B is a coalgebra
and M and N are B-comodules. This will also apply to the derived functors
ExtsB(M,N). We may say “module Ext” or “comodule Ext” to distinguish the two
cases.

Example 7.7.15. Let G be a topological group, with multiplication m : G ×
G→ G. Suppose that H∗(G;R) is finitely generated and projective over R in each
degree, so that the cross product

H∗(G;R)⊗H∗(G;R)
×−→ H∗(G×G;R)

is an isomorphism. (Recall that ⊗ = ⊗R.) Then the Pontryagin coproduct

ψ : H∗(G;R)
m∗−→ H∗(G×G;R)

×−1

−→ H∗(G;R)⊗H∗(G;R)

and the homomorphisms ε : H∗(G;R) → R and η : R → H∗(G;R) induced by
{e} ⊂ G and G → {e} make H∗(G;R) a coaugmented R-coalgebra. Likewise,
if X is a topological space with a left G-action, then M = H∗(X;R) is a left
H∗(G;R)-comodule. (The hypothesis on G ensures that

H∗(G;R)⊗H∗(X;R)
×−→ H∗(G×X;R)

is also an isomorphism.)
Dually, for any space X with H∗(X;R) flat over R in each degree, the diagonal

coproduct

H∗(X;R)
∆∗−→ H∗(X ×X;R)

×−1

−→ H∗(X;R)⊗H∗(X;R)

and the homomorphism ε : H∗(X;R) → R induced by X → {x0} make H∗(X;R)
a (graded) cocommutative R-coalgebra. A choice of base point x0 ∈ X determines
a coaugmentation η : R→ H∗(X;R), induced by {x0} ⊂ X.
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Example 7.7.16. If V is an R-module, then the left coaction

ν : C ⊗ V ψ⊗1−→ C ⊗ C ⊗ V

makes C ⊗ V a left C-comodule, known as an extended C-comodule. There is a
natural isomorphism

Hom(UM,V ) ∼= HomC(M,C ⊗ V ) ,

where M is any C-comodule and UM its underlying R-module. Hence the extended
C-comodule functor V 7→ C⊗V is right adjoint to the forgetful functor U from left
C-comodules to R-modules.

If R is a field, then every extended C-comodule is injective, and each injective
C-comodule is a retract of an extended C-comodule. ((ETC: If, moreover, C is
connected, is every injective C-comodule actually extended?))

Definition 7.7.17. A (graded) R-bialgebra is a (graded) R-module B with a
product φ : B ⊗ B → B, unit η : R → B, coproduct ψ : B → B ⊗ B and counit
ε : B → R such that

(1) (B,φ, η) is an R-algebra,
(2) (B,ψ, ε) is an R-coalgebra, and
(3) ψ and ε are R-algebra homomorphisms.

Lemma 7.7.18. The following are equivalent:

• ψ and ε are R-algebra homomorphisms.
• φ and η are R-coalgebra homomorphisms.

Proof. The conditions that ψ and ε are R-algebra homomorphisms ask that
the diagrams

B ⊗B
ψ⊗ψ

//

φ

��

B ⊗B ⊗B ⊗B
1⊗τ⊗1

))

B ⊗B ⊗B ⊗B

φ⊗φ
��

B
ψ

// B ⊗B

and

R
∼= //

η

��

R⊗R

η⊗η
��

B
ψ
// B ⊗B

B ⊗B ε⊗ε
//

φ

��

R⊗R
∼=
��

B
ε // R

R
= //

η

��

R

=

��

B
ε // R

commute. These are also the conditions that φ and η are R-coalgebra homomor-
phisms. �

Definition 7.7.19. There are natural homomorphisms

P (B) // // J(B) I(B)
∼=oo // // Q(B)

for each bialgebra B. If P (B) → Q(B) is surjective, then we say that B is primi-
tively generated.
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This terminology is most appropriate when a set of module generators for Q(B)
also generates B as an algebra.

Definition 7.7.20. A Hopf algebra over R is an R-bialgebra B equipped with
an R-linear conjugation χ : B → B such that

B
ψ
//

ε

%%

ψ

��

B ⊗B
1⊗χ

%%

B ⊗B

χ⊗1
%%

R
η

%%

B ⊗B

φ

��

B ⊗B
φ
// B

commutes.

With the notation ψ(b) =
∑
b′ ⊗ b′′, we can write the condition as follows:

∑
b′ · χ(b′′) = ηε(b) =

∑
χ(b′) · b′′ .

Lemma 7.7.21. A bialgebra admits at most one conjugation.

Hence being a Hopf algebra is a property, not a structure, for bialgebras.

Lemma 7.7.22. The conjugation χ : B → B is an anti-homomorphism of al-
gebras, and an anti-homomorphism of coalgebras, so that χφ = φτ(χ ⊗ χ) and
ψχ = (χ⊗ χ)τψ.

Lemma 7.7.23. Let B be a commutative or cocommutative Hopf algebra. Then
χ2 = 1, so χ = χ−1 : B → B.

See [MM65, §8] or [DNR01, §4.2] for proofs. The following examples are
closely related to those first studied by Heinz Hopf [Hop41].

Example 7.7.24. Let G be a topological group. Suppose that H∗(G;R) is flat
over R in each degree, so that the unit η : R→ H∗(G;R), Pontryagin product

φ : H∗(G;R)⊗H∗(G;R) −→ H∗(G;R) ,

counit ε : H∗(G;R)→ R and diagonal coproduct

ψ : H∗(G;R) −→ H∗(G;R)⊗H∗(G;R)

make H∗(G;R) an R-bialgebra. The inverse map i : G→ G induces the conjugation

χ = i∗ : H∗(G;R) −→ H∗(G;R)

making H∗(G;R) a cocommutative Hopf algebra over R.
Suppose instead that H∗(G;R) is finitely generated and projective over R in

each degree, so that the unit η : R→ H∗(G;R), cup product

φ : H∗(G;R)⊗H∗(G;R) −→ H∗(G;R) ,

counit ε : H∗(G;R)→ R and Pontryagin coproduct

ψ : H∗(G;R) −→ H∗(G;R)⊗H∗(G;R)

make H∗(G;R) an R-bialgebra. The inverse map i : G→ G induces the conjugation

χ = i∗ : H∗(G;R) −→ H∗(G;R)

making H∗(G;R) a commutative Hopf algebra over R.
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Definition 7.7.25. Let B be a Hopf algebra over R. For left B-modules L
and M we give the tensor product L⊗M the “diagonal” B-module structure with
left action λ : B ⊗ L⊗M → L⊗M given by the composition

B ⊗ L⊗M ψ−→ B ⊗B ⊗ L⊗M 1⊗τ⊗1−→ B ⊗ L⊗B ⊗M λ⊗λ−→ L⊗M .

For left B-modules M and N we give Hom(M,N) the “conjugate” B-module struc-
ture with left action λ : B ⊗Hom(M,N)→ Hom(M,N) given by the right adjoint
of the composition

B ⊗Hom(M,N)⊗M ψ⊗1⊗1−→ B ⊗B ⊗Hom(M,N)⊗M
1⊗τ⊗1−→ B ⊗Hom(M,N)⊗B ⊗M 1⊗1⊗χ⊗1−→ B ⊗Hom(M,N)⊗B ⊗M

1⊗1⊗λ−→ B ⊗Hom(M,N)⊗M 1⊗ε−→ B ⊗N λ−→ N .

There is a natural isomorphism

HomB(L⊗M,N) ∼= HomB(L,Hom(M,N)) ,

so that f : L⊗M → N is B-linear if and only if its right adjoint g : L→ Hom(M,N)
is B-linear.

If B is cocommutative, then the twist isomorphism τ : L ⊗ M → M ⊗ L is
B-linear, and the left B-modules form a closed symmetric monoidal category.

((ETC: Margolis [Mar83, §12.1] writes L ∧M for this tensor product of B-
modules.))

Example 7.7.26. The left B-action on the functional dual DM = Hom(M,R)
of a left B-module M is adjoint to the composition

B ⊗DM ⊗M τ⊗1−→ DM ⊗B ⊗M 1⊗χ⊗1−→ DM ⊗B ⊗M 1⊗λ−→ DM ⊗M ε−→ R .

Remark 7.7.27. For b ∈ B with ψ(b) =
∑
b′ ⊗ b′′, ` ∈ L and m ∈M we have

b · (`⊗m) =
∑

(−1)|b
′′||`|b′ · `⊗ b′′ ·m.

For f ∈ Hom(M,N) we have

(b · f)(m) =
∑

(−1)|b
′′||f |b′ · f(χ(b′′) ·m) .

In particular, for b ∈ B and f ∈ DM = Hom(M,R), we have

(b · f)(m) = (−1)|b||f |f(χ(b) ·m) .

Definition 7.7.28. Let B be a Hopf algebra over R. For left B-comodules L
and M we give the tensor product L⊗M the “codiagonal” B-comodule structure
with left coaction ν : L⊗M → B ⊗ L⊗M given by the composition

L⊗M ν⊗ν−→ B ⊗ L⊗B ⊗M 1⊗τ⊗1−→ B ⊗B ⊗ L⊗M φ⊗1⊗1−→ B ⊗ L⊗M .

If B is commutative, then the twist isomorphism τ : L⊗M →M ⊗L is B-colinear,
and the left B-comodules form a symmetric monoidal category.

((ETC: We might write L ∧M for this tensor product of C-comodules.))
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Remark 7.7.29. For left B-comodules M and N we cannot generally give the
R-module Hom(M,N) a natural “coconjugate” B-comodule structure such that
f : L ⊗M → N is B-colinear if and only if its right adjoint g : L → Hom(M,N)
is B-colinear. If M = colimiMi and νi : Hom(Mi, N) → B ⊗ Hom(Mi, N) is
a suitable coaction, then limi νi : Hom(M,N) → limiB ⊗ Hom(Mi, N) will not
generally factor through B ⊗ limi Hom(Mi, N) ∼= B ⊗Hom(M,N).

When B is flat as an R-module there is, however, a different internal function
object F (M,N) with a natural B-comodule structure, and a natural isomorphism

HomB(L⊗M,N) ∼= HomB(L,F (M,N))

so that f : L⊗M → N is B-colinear if and only if g : L→ F (M,N) is B-colinear.
See Hovey’s paper [Hov04, Thm. 1.3.1] for a construction, which satisfies F (M,B⊗
V ) ∼= B ⊗ Hom(M,V ) when N = B ⊗ V is a coextended B-comodule. Here V is
any left R-module. There is a natural homomorphism F (M,N) → Hom(M,N),
which is injective if M is finitely generated over R, and an isomorphism if M is
finitely presented over R, cf. [Hov04, Prop. 1.3.2]. We can think of F (M,N) as
the elements of Hom(M,N) with algebraic B-coaction.

A second approach [Boa82] is to consider B-comodules as a subcategory of
B∗-modules, where B∗ is the (non-commutative) ring of (right) R-module homo-
morphisms B → R. A third approach is to consider Hom(M,N) as a “completed”
B-comodule, with coaction Hom(M,N)→ B ⊗̂Hom(M,N) landing in a completed
tensor product.

For a module M over a Hopf algebra B, the extended B-module B ⊗UM and
the diagonal B-module B ⊗ M are not equal, but isomorphic. We call this the
untwisting isomorphism, but the name may not be standard.

Proposition 7.7.30 ([ABP69, Thm. 3.1], [LMSM86, Lem. II.4.8]). Let B
be a Hopf algebra and M a left B-module. The composite

B ⊗M ψ⊗1−→ B ⊗B ⊗M 1⊗λ−→ B ⊗M ,

mapping b⊗m to
∑
b′ ⊗ b′′m, defines an isomorphism

B ⊗ UM
∼=−→ B ⊗M

from the extended B-module on UM to the tensor product of B and M with the
diagonal B-action.

Proof. The inverse isomorphism is given by the composite

B ⊗M ψ⊗1−→ B ⊗B ⊗M 1⊗χ⊗1−→ B ⊗B ⊗M 1⊗λ−→ B ⊗M
mapping b⊗m to

∑
b′ ⊗ χ(b′′)m. �

Proposition 7.7.31 ([BMMS86, pp. 92–93]). Let B be a Hopf algebra and
M a left B-comodule. The composite

B ⊗M 1⊗ν−→ B ⊗B ⊗M φ⊗1−→ B ⊗M
defines an isomorphism

B ⊗M
∼=−→ B ⊗ UM

from the tensor product of B and M with the diagonal B-coaction to the extended
B-comodule on UM .
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Proof. The inverse isomorphism is given by the composite

B ⊗M 1⊗ν−→ B ⊗B ⊗M 1⊗χ⊗1−→ B ⊗B ⊗M φ⊗1−→ B ⊗M .

�

We now turn to the behavior of these algebraic notions under dualization.

Definition 7.7.32. Let DM = Hom(M,R) denote the functional dual of a
(graded) R-module M .

((ETC: Adapting Dold–Puppe [DP80, §1] and Lewis–May–Steinberger [LMSM86,
§III.1], M is said to be (strongly dualizable, finite or) dualizable if the canonical
homomorphism

M ⊗DM ∼= Hom(R,M)⊗Hom(M,R)
◦−→ Hom(M,M)

is an isomorphism. Equivalently: M is finitely generated projective over R.))

Lemma 7.7.33. Let M be a graded R-module. If M is bounded below then DM
is bounded above, while if M is bounded above then DM is bounded below. If M
is finitely generated and projective over R in each degree, then DM is also finitely
generated and projective over R in each degree, and the canonical homomorphism

ρ : M −→ DDM

is an isomorphism.

Lemma 7.7.34. Let L and M be graded R-modules. If L and M are both
bounded below (or both are bounded above, or one of them is bounded above and
below), and L (or M) is finitely generated projective over R in each degree, then
the canonical homomorphism

⊗ : DL⊗DM −→ D(L⊗M)

is an isomorphism. Here (f⊗g)(x⊗y) = (−1)|g||x|f(x) ·g(y) for f ∈ DL, g ∈ DM ,
x ∈ L and y ∈M .

Lemma 7.7.35. Let A be a graded R-algebra that is bounded below (or bounded
above) and finitely generated projective over R in each degree. Then DA with the
coproduct

ψ : DA
Dφ−→ D(A⊗A)

⊗−1

−→ DA⊗DA
and counit

ε : DA
Dη−→ DR ∼= R

is a graded R-coalgebra.
Conversely, if C is a graded R-coalgebra, then DC with the product

φ : DC ⊗DC ⊗−→ D(C ⊗ C)
Dψ−→ DC

and the unit

η : R ∼= DR
Dε−→ DC

is a graded R-algebra.
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Lemma 7.7.36. Let A be an augmented graded R-algebra that is bounded below
(or bounded above) and finitely generated projective over R in each degree. Then
DA is coaugmented by

η : R ∼= DR
Dε−→ DA ,

and the isomorphism J(DA) ∼= DI(A) restricts to an isomorphism

P (DA) ∼= DQ(A) .

Conversely, if C is a coaugmented graded R-coalgebra, then DC is augmented
by

ε : DC
Dη−→ DR ∼= R ,

and the isomorphism I(DC) ∼= DJ(C) induces a homomorphism

Q(DC) −→ DP (C) .

If R is a field, then this is a surjection. If, furthermore, C is bounded below (or
bounded above) and finitely generated over the field R in each degree, then this is
an isomorphism.

Proof.

I(DC)⊗ I(DC)
φ
//

∼=
��

I(DC)
π //

∼=

��

Q(DC) //

��

0

DJ(C)⊗DJ(C)

⊗
��

D(J(C)⊗ J(C))
Dψ
// DJ(C)

Dι // DP (C) // 0

�

Lemma 7.7.37. Let M be a left A-module, with A and M both bounded below (or
both bounded above, or A bounded above and below), and with A finitely generated
projective over R in each degree. Then DM with the left coaction

ν : DM
Dλ−→ D(A⊗M)

⊗−1

−→ DA⊗DM

is a left DA-comodule. ((ETC: Likewise for right A-modules.))
Conversely, if C is a graded R-coalgebra and M is a left C-comodule, then DM

with the left action

λ : DC ⊗DM ⊗−→ D(C ⊗M)
Dν−→ DM

is a left DC-module.

Lemma 7.7.38. Let L and M be right and left A-modules, respectively, with L,
M and A all bounded below (or all bounded above, or two of them bounded above
and below), and with A finitely generated projective over R in each degree. Then
the isomorphism DL⊗DM ∼= D(L⊗M) restricts to an isomorphism

DL�DA DM ∼= D(L⊗AM) .
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Lemma 7.7.39. Let M and N be left A-modules, with M , N and A all bounded
below (or all bounded above, or A bounded above and below), and with A finitely
generated projective over R in each degree. Then f 7→ Df defines a homomorphism

D : HomA(M,N) −→ HomDA(DN,DM) .

If, furthermore, M and N are finitely generated projective over R in each degree,
then D is an isomorphism.

Conversely, if M and N are left C-comodules, then f 7→ Df defines a homo-
morphism

D : HomC(M,N) −→ HomDC(DN,DM) .

If M , N and C are all bounded below (or all bounded above, or C is bounded above
and below), and they are all finitely generated projective over R in each degree, then
D is an isomorphism.

((ETC: Are there further simplifications when R is a field, so that ρ : M →
DDM and ρ : N → DDN are injective?))

Proposition 7.7.40. Let B be a graded R-bialgebra that is bounded below (or
bounded above) and finitely generated projective over R in each degree. Then DB
with the product

φ : DB ⊗DB ⊗−→ D(B ⊗B)
Dψ−→ DB ,

unit

η : R ∼= DR
Dε−→ DB ,

coproduct

ψ : DB
Dφ−→ D(B ⊗B)

⊗−1

−→ DB ⊗DB
and counit

ε : DB
Dη−→ DR ∼= R

is a graded R-bialgebra. If B is commutative (resp. cocommutative), then DB is
cocommutative (resp. commutative). If B is a Hopf algebra, then DB is a Hopf
algebra with conjugation

χ : DB
Dχ−→ DB .

Example 7.7.41. Let R = Z. There is a bicommutative Hopf algebra B = Z[ξ],
with underlying algebra the polynomial ring on one generator ξ in nonzero even
degree. The product is given by φ(ξi⊗ξj) = ξi+j . For degree reasons, the coproduct
on ξ can only be ψ(ξ) = ξ ⊗ 1 + 1⊗ ξ, which implies that

ψ(ξk) =
∑

i+j=k

(i, j) ξi ⊗ ξj

by the binomial theorem. The conjugation satisfies χ(ξ) = −ξ. The coalgebra
primitives and algebra indecomposables of B are

Z{ξ} ∼= P (B)
∼=−→ Q(B) ∼= Z{ξ} ,

so B is primitively generated.
The dual Hopf algebra DB = Γ(x) has underlying algebra the divided power

ring on one generator x in a nonzero even degree. Here Γ(x) = Z{γk(x) | k ≥
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0} with γ0(x) = 1, γ1(x) = x and γk(x) dual to ξk. The product is given by
φ(γi(x)⊗ γj(x)) = (i, j) γi+j(x), and the coproduct is given by

ψ(γk(x)) =
∑

i+j=k

γi(x)⊗ γj(x) .

The conjugation satisfies χ(γk(x)) = (−1)kγk(x). The coalgebra primitives of DB
are

P (DB) = Z{x}
while the algebra indecomposables are

Q(DB) ∼= Z{x} ⊕
⊕

p prime

Z/p{γpn(x) | n ≥ 1} .

This uses the number-theoretic fact that

gcd{
(
k

i

)
| 0 < i < k} =

{
p if k = pn with n ≥ 1,

1 otherwise.

((ETC: Reference?)) In other words, γk(x) is indecomposable if and only if k = pn

is a prime power, and in this case pγk(x) is decomposable.
The general theory ensures that

Z{x} = P (DB) ∼= DQ(B) ∼= D(Z{ξ})
while in this example, the homomorphism

Z{x} ⊕
⊕

p,n

Z/p{γpn(x)} ∼= Q(DB) −→ DP (B) = D(Z{ξ})

is not an isomorphism.

Remark 7.7.42. For |ξ| = u− 1 ≥ 2, this example is homologically realized by
B ∼= H∗(ΩSu) with DB ∼= H∗(ΩSu), and ΩSu is equivalent as an A∞ space (in par-
ticular, as a homotopy associative H-space) to a topological group G. The problem
of realizing B cohomologically is more subtle, and was discussed in Remark 7.4.14.

((ETC: Return to structure theorems.))

7.8. The dual Steenrod algebra

Milnor proved that the Cartan formula for the Steenrod operations implies that
the mod p Steenrod algebra is a Hopf algebra, for each prime p.

Theorem 7.8.1 ([Mil58, Lem. 1], [Ste62, Thm. II.1.1, Thm. VI.2.10]). Let
A = A (p) be the mod p Steenrod algebra. The assignments

Sqk 7−→
∑

i+j=k

Sqi ⊗ Sqj

for p = 2, and

β 7−→ β ⊗ 1 + 1⊗ β

P k 7−→
∑

i+j=k

P i ⊗ P j

for p odd, extend uniquely to ring homomorphisms

ψ : A −→ A⊗A
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so that

θ(x ∪ y) =
∑

(−1)|θ
′′||x|θ′(x) ∪ θ′′(y)

for each θ ∈ A, x, y ∈ H∗(X;Fp) and ψ(θ) =
∑
θ′ ⊗ θ′′ ∈ A⊗A.

Sketch proof. Following Milnor, let R be the set of θ ∈ A for which there
exists an element ρ ∈ A⊗A such that

θφ = φρ : H∗(X;Fp)⊗H∗(X;Fp) −→ H∗(X;Fp)

for all spaces X. Then R is closed under sum and product in A, and contains the
Sqk for p = 2 and β and the P k for p odd, hence is equal to the whole of A.

To prove uniqueness of ρ, evaluate θφ on H∗(X;Fp)⊗H∗(X;Fp) for a space X
that faithfully detects the action by A in a large range of degrees. If |θ| = n, one
can let X = K(Z/p, n) or X = K(Z/p, 1)n.

Letting ψ(θ) = ρ then defines the ring homomorphism ψ. �

Remark 7.8.2. The admissible basis shows that A is concentrated in non-
negative cohomological degrees, and is finite-dimensional over Fp in each degree.
Moreover, Fp{1} equals the degree 0 part of A, so we say that A is a connected
algebra. This implies that there is a unique augmentation ε : A→ Fp.

Theorem 7.8.3 ([Mil58, Thm. 1], [Ste62, Thm. II.1.2, Thm. VI.2.11]). The
Steenrod algebra A, with the coproduct ψ : A→ A⊗A and the augmentation ε : A→
Fp, is a cocommutative Hopf algebra over Fp.

Proof. The known formulas for ψ(Sqk), ψ(β) and ψ(P k) imply that ψ is
coassociative and counital. The existence of the conjugation χ follows from the
fact that A is connected [MM65, Def. 8.4]. It satisfies

∑

i+j=k

Sqiχ(Sqj) = 0

for k ≥ 1, χ(β) = −β, and ∑

i+j=k

P iχ(P j) = 0

for k ≥ 1. �

Definition 7.8.4. For each prime p, let the (mod p) dual Steenrod algebra
A∗ = DA = Hom(A,Fp) be the function dual of the mod p Steenrod algebra.

Corollary 7.8.5 ([Mil58, Cor. 1]). The dual Steenrod algebra A∗ is a com-
mutative Hopf algebra over Fp.

Remark 7.8.6. The finite type results for A imply that A∗ is concentrated
in non-negative homological degrees, and is finite-dimensional over Fp in each de-
gree. Hence DA∗ ∼= A. Moreover, Fp{1} equals the degree 0 part of A∗, so A∗ is
connected.

Milnor determined the structure of A∗ as an algebra, with product dual to the
coproduct ψ : A→ A⊗A, as well as its coproduct, dual to the product φ : A⊗A→
A. We will now see his results can be proved.

Let X be any space, and p any prime. For brevity we set H∗(X) = H∗(X;Fp)
and H∗(X) = H∗(X;Fp). There are natural left and right A-module and A∗-
comodule structures on H∗(X) and H∗(X), for a total of eight combinations, as
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explained by Boardman in his paper [Boa82]. Four of these were discussed by
Milnor in [Mil58], and we review these below. The remaining four are then obtained
by use of the conjugation χ : A→ A, or its dual.

First, the cup product

∪ : H∗(X)⊗H∗(X) −→ H∗(X)

and the Steenrod operations

λ : A⊗H∗(X) −→ H∗(X)

naturally give H∗(X) the structure of a left A-module algebra. This means that
the diagrams

A⊗A⊗H∗(X)
1⊗λ
//

φ⊗1

��

A⊗H∗(X)

λ

��

A⊗H∗(X)
λ // H∗(X)

and

A⊗H∗(X)⊗H∗(X)
1⊗∪

//

ψ⊗1

��

A⊗H∗(X)

λ

��

A⊗A⊗H∗(X)⊗H∗(X)

1⊗τ⊗1

��

H∗(X)

A⊗H∗(X)⊗A⊗H∗(X)
λ⊗λ

// H∗(X)⊗H∗(X)

∪

OO

commute, together with unitality conditions (which we omit to display). Further-
more, H∗(X) is commutative, in the graded sense.

Example 7.8.7. The Cartan formula tells us that the cohomology cross product
pairing

× : H∗(X)⊗H∗(Y ) −→ H∗(X × Y )

is A-linear, where A acts diagonally on the left and by the standard action on the
right. When X or Y is of finite type mod p, so that × is an isomorphism, this shows
that the diagonal A-action on the tensor product models the Cartesian product of
spaces, to the eyes of mod p cohomology. Likewise, it models the smash product of
spaces to the eyes of reduced mod p cohomology.

Second, applying Hom(−,Fp) to the left A-module action λ defines a homo-
morphism

Hom(λ, 1) : Hom(H∗(X),Fp) −→ Hom(A⊗H∗(X),Fp) .

When H∗(X) has finite type, there are natural isomorphisms

H∗(X)
∼=−→ Hom(H∗(X),Fp)

A∗ ⊗H∗(X)
∼=−→ Hom(A⊗H∗(X),Fp)

and the composite

H∗(X) ∼= Hom(H∗(X),Fp) −→ Hom(A⊗H∗(X),Fp) ∼= A∗ ⊗H∗(X)
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defines a natural left A∗-coaction

ν : H∗(X) −→ A∗ ⊗H∗(X) .

Using CW approximation and commutation of homology with strongly filtered col-
imits, one can show that this coaction is well-defined and natural for all spaces X,
not just those with mod p homology of finite type. ((ETC: We can give a more
direct construction when we have presented homology in terms of the Eilenberg–
MacLane spectrum.)) The cup product is dual to the homomorphism

∆∗ : H∗(X) −→ H∗(X ×X) ∼= H∗(X)⊗H∗(X)

induced by the diagonal map ∆: X → X ×X. It follows that the diagrams

H∗(X)
ν //

ν

��

A∗ ⊗H∗(X)

ψ⊗1

��

A∗ ⊗H∗(X)
1⊗ν
// A∗ ⊗A∗ ⊗H∗(X)

and

H∗(X)⊗H∗(X)
ν⊗ν

// A∗ ⊗H∗(X)⊗A∗ ⊗H∗(X)

1⊗τ⊗1

��

H∗(X)

∆∗

OO

ν

��

A∗ ⊗A∗ ⊗H∗(X)⊗H∗(X)

φ⊗1⊗1

��

A∗ ⊗H∗(X)
1⊗∆∗ // A∗ ⊗H∗(X)⊗H∗(X)

commute. Hence H∗(X) is naturally a left A∗-comodule coalgebra. Furthermore,
H∗(X) is cocommutative, in the graded sense.

Example 7.8.8. A dualized Cartan formula tells us that the homology cross
product pairing

× : H∗(X)⊗H∗(Y )
∼=−→ H∗(X × Y )

is A∗-colinear, where A∗ coacts diagonally on the left and by the standard coaction
on the right. This shows that the diagonal A∗-coaction on the tensor product
models the Cartesian product of spaces, to the eyes of mod p homology. Likewise,
it models the smash product of spaces to the eyes of reduced mod p homology.

Third, we can give H∗(X) the structure of a right A-module, with action

ρ : H∗(X)⊗A −→ H∗(X)

taking ξ ∈ Hn(X) and θ ∈ Ak to ρ(ξ ⊗ θ) = ξ · θ ∈ Hn−k(X). Here ξ · θ is
characterized by the condition

(−1)|θ|〈θ · x, ξ〉 = 〈x, ξ · θ〉

for each x ∈ H∗(X), where θ · x = λ(θ ⊗ x) = θ(x). In other words,

θ · : H∗(X) −→ H∗(X)

x 7→ θ · x
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corresponds to the dual of the homomorphism

· θ : H∗(X) −→ H∗(X)

ξ 7−→ ξ · θ

under the identificationH∗(X) ∼= Hom(H∗(X),Fp), with appropriate signs. ((ETC:
This is the sign convention from [Ada69, p. 76].)) It is traditional to write

SqI∗(ξ) = ξ · SqI

P I∗ (ξ) = ξ · P I

for these right actions, but one should beware that this means that

SqJ∗ Sq
I
∗ = SqIJ∗

P J∗ P
I
∗ = P IJ∗ ,

where IJ denotes the concatenation of I and J . Direct calculation ((ETC: Maybe
spell this out?)) then shows that the diagrams

H∗(X)⊗A⊗A
ρ⊗1
//

1⊗φ
��

H∗(X)⊗A

ρ

��

H∗(X)⊗A
ρ

// H∗(X)

and

H∗(X)⊗A
ρ

//

∆∗⊗1

��

H∗(X)

∆∗

��

H∗(X)⊗H∗(X)⊗A

1⊗1⊗ψ
��

H∗(X)⊗H∗(X)

H∗(X)⊗H∗(X)⊗A⊗A 1⊗τ⊗1
// H∗(X)⊗A⊗H∗(X)⊗A

ρ⊗ρ
OO

commute, so that H∗(X) is a (cocommutative) right A-module coalgebra.
Fourth, applying Hom(−,Fp) to the right A-module action ρ defines a homo-

morphism

Hom(ρ, 1) : Hom(H∗(X),Fp) −→ Hom(H∗(X)⊗A,Fp) .

The natural homomorphism

H∗(X)⊗A∗ ∼= Hom(H∗(X),Fp)⊗Hom(A,Fp) −→ Hom(H∗(X)⊗A,Fp)

is an isomorphism if H∗(X) is bounded above, in which case the composite

H∗(X) ∼= Hom(H∗(X),Fp) −→ Hom(H∗(X)⊗A,Fp) ∼= H∗(X)⊗A∗
defines a natural right A∗-coaction

λ∗ : H∗(X) −→ H∗(X)⊗A∗ .

(The notation λ∗ is the one used by Milnor in [Mil58, §4].) In general, there is an
isomorphism

Hom(H∗(X)⊗A,Fp) ∼= H∗(X) ⊗̂A∗ ,
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where the right hand side denotes the completed tensor product with
∏

n

Hn+k(X)⊗An

in cohomological degree k. We then have a completed right A∗-coaction

λ∗ : H∗(X) −→ H∗(X) ⊗̂A∗ .
The diagrams

H∗(X)
λ∗ //

λ∗

��

H∗(X) ⊗̂A∗

1⊗ψ
��

H∗(X) ⊗̂A∗
λ∗⊗1

// H∗(X) ⊗̂A∗ ⊗̂A∗
and

H∗(X) ⊗̂A∗ ⊗̂H∗(X) ⊗̂A∗
1⊗τ⊗1

// H∗(X) ⊗̂H∗(X) ⊗̂A∗ ⊗̂A∗

1⊗1⊗φ
��

H∗(X) ⊗̂H∗(X)

∪
��

λ∗⊗λ∗
OO

H∗(X) ⊗̂H∗(X) ⊗̂A∗

∪⊗1

��

H∗(X)
λ∗ // H∗(X) ⊗̂A∗

commute. Hence λ∗ is an algebra homomorphism, and H∗(X) is a (commutative)
completed right A∗-comodule algebra.

Recall the admissible sequences Mi = (2i−1, . . . , 4, 2, 1) for i ≥ 1. We set
M0 = (). Recall also that RP∞ ' K(Z/2, 1) and

H∗(RP∞;F2) ∼= F2[a] ,

with a in degree 1 corresponding to the universal class u1 in mod 2 cohomology.
We let αj ∈ Hj(RP∞;F2) be dual to aj , so that H∗(RP∞;F2) ∼= F2{αj | j ≥ 0}.

Lemma 7.8.9.

SqI(a) =

{
a2i if I = Mi, i ≥ 0

0 otherwise

for I admissible.

Proof. This follows by induction on the length of I, using the formula

Sqk(a2i) =

(
2i

k

)
ak+2i =





a2i for k = 0,

a2i+1

for k = 2i,

0 otherwise.

�

Definition 7.8.10. For i ≥ 1 let the Milnor generator

ξi ∈ A2i−1

be characterized by

〈SqI , ξi〉 =

{
1 for I = Mi,

0 otherwise,



7.8. THE DUAL STEENROD ALGEBRA 189

for each admissible I of degree 2i − 1. Furthermore, let ξ0 = 1.

Remark 7.8.11. Milnor actually writes ζi for this class in A2i−1. Other au-
thors instead write ζi for the conjugate χ(ξi) of this class, which can be confusing.
Another notation for the conjugate is ξ̄i.

Lemma 7.8.12. The homomorphism

H̃j(RP∞;F2) −→ colim
n

H̃j−1+n(K(Z/2, n);F2) ∼= Aj−1

with Hom-dual

Aj−1 ∼= lim
n
H̃j−1+n(K(Z/2, n);F2) −→ H̃j(RP∞;F2)

is given by

αj 7−→

{
ξi for j = 2i,

0 otherwise.

Proof. The homomorphism

Aj−1 −→ H̃j(RP∞;F2)

θ 7−→ θ(a)

maps SqMi to aj for i ≥ 0 and j = 2i and sends the remaining admissible SqI

to zero. Hence the dual homomorphism H̃j(RP∞;F2) → Aj−1 maps αj to ξi for
j = 2i with i ≥ 0, and to zero for the remaining j. �

Since A is cocommutative, A∗ is a commutative F2-algebra, and in fact it has
a particularly simple structure.

Theorem 7.8.13 ([Mil58, Thm. 2, App. 1]). There is an algebra isomorphism

A∗ ∼= F2[ξi | i ≥ 1] ,

with |ξi| = 2i − 1.

Sketch proof. The monomials

ξR = ξr11 ξ
r2
2 · · · · · ξ

r`
`

where R = (r1, r2, . . . , r`, 0, . . . ) ranges over all finite length sequences of non-
negative integers, form a basis for F2[ξi | i ≥ 1], which maps to A∗. Milnor checks
[Mil58, Lem. 8] that in each degree n, a matrix with entries

〈SqI , ξR〉 ∈ F2

is lower triangular with no zeros on the diagonal, hence is invertible, where I ranges
over the admissible sequences of degree n and R ranges over the sequences of degree∑
i(2

i − 1)ri equal to n. Since these SqI form a basis for An, it follows that these
monomials ξR form a basis for An. �

Proposition 7.8.14.

λ∗(a) =
∑

i≥0

a2i ⊗ ξi

in H∗(RP∞;F2) ⊗̂A∗.
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Proof. The right A-module action

Hj(RP∞;F2)⊗Aj−1 −→ H1(RP∞;F2)

is zero unless j = 2i, in which case

ρ(α2i ⊗ SqI) =

{
α1 if I = Mi,

0 otherwise,

for I admissible of degree 2i − 1. Dually, the right A∗-coaction

H1(RP∞;F2) −→ Hj(RP∞;F2)⊗Aj−1

is zero unless j = 2i, in which case it maps a to a2i ⊗ ξi. Collecting terms for all j,
we obtain the stated formula for λ∗(a). �

Since A is non-commutative, A∗ is not cocommutative. The coproduct for A∗
encodes much the same information as the Adem relations do for A, but the fol-
lowing formula is often easier to work with for theoretical purposes.

Theorem 7.8.15 ([Mil58, Thm. 3, App. 1]). The coproduct ψ : A∗ → A∗⊗A∗
is given by

ψ(ξk) =
∑

i+j=k

ξ2j

i ⊗ ξj ,

where ξ0 = 1.

Proof. The completed right A∗-coaction λ∗ is multiplicative, hence satisfies

λ∗(a2j ) = λ∗(a)2j =
(∑

i≥0

a2i ⊗ ξi
)2j

=
∑

i≥0

a2i+j ⊗ ξ2j

i .

It is also coassociative, so that

(λ∗ ⊗ 1)(λ∗(a)) = (λ∗ ⊗ 1)(
∑

j≥0

a2j ⊗ ξj)

=
∑

j≥0

λ∗(a2j )⊗ ξj =
∑

i≥0

∑

j≥0

a2i+j ⊗ ξ2j

i ⊗ ξj

is equal to

(1⊗ ψ)(λ∗(a)) = (1⊗ ψ)(
∑

k≥0

a2k ⊗ ξk) =
∑

k≥0

a2k ⊗ ψ(ξk)

as an element in H∗(RP∞;F2) ⊗̂A∗ ⊗̂A∗. Comparing coefficients of a2k gives the
stated formula for ψ(ξk), for each k ≥ 0. �

((ETC: The indecomposable quotient Q(A) = F2{Sq2i | i ≥ 0} is dual to the

primitives P (A∗) = F2{ξ2i

1 | i ≥ 0}. Furthermore, the indecomposable quotient
Q(A∗) = F2{ξi | i ≥ 1} is dual to the primitives P (A) = F2{Qj | j ≥ 0}, with

Qj in degree 2j+1 − 1 dual to ξj+1. Here Q0 = β and Qj = [Sq2j , Qj−1] =

Sq2jQj−1 +Qj−1Sq
2j for j ≥ 1.))

For odd primes p, we set

PMi = P p
i−1

P p
i−2

. . . P pP 1
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for i ≥ 1, and PM0 = 1. There is an equivalence K(Z/p, 1) ' BCp = S∞/Cp, with

H∗(BCp;Fp) ∼= ΛFp(a)⊗ Fp[b] ,
with a in degree 1 corresponding to the universal class u1, and b = β(a) in degree 2.
Let α2j and α2j+1 be dual to bj and abj , respectively, so thatH∗(BCp;Fp) ∼= Fp{αj |
j ≥ 0}.

There is also a map CP∞ ' K(Z, 2) → K(Z/p, 2) inducing the canonical
homomorphism Z→ Z/p on π2, and

H∗(CP∞;Fp) ∼= Fp[b]
with b in degree 2 corresponding to the reduced universal class ū2. Let βj be dual
to bj , in degree 2j, so that H∗(CP∞;Fp) ∼= Fp{βj | j ≥ 0}.

Lemma 7.8.16.

P I(a) =





a for P I = 1,

bp
i

for P I = PMiβ with i ≥ 0,

0 otherwise

and

P I(b) =

{
bp
i

for P I = PMi with i ≥ 0,

0 otherwise,

for I admissible.

Definition 7.8.17. For i ≥ 0 let the Milnor generator

τi ∈ A2pi−1

be characterized by

〈P I , τi〉 =

{
1 for P I = PMiβ,

0 otherwise,

for each admissible I of degree 2pi − 1. In particular, τ0 = β.
For i ≥ 1 let the Milnor generator

ξi ∈ A2pi−2

be characterized by

〈P I , ξi〉 =

{
1 for P I = PMi ,

0 otherwise,

for each admissible I of degree 2pi − 2. Furthermore, let ξ0 = 1.

((ETC: Is 〈β, β〉 = 1 with the standard conventions?))

Lemma 7.8.18. The homomorphism

H̃j(BCp;Fp) −→ colim
n

H̃j−1+n(K(Z/p, n);Fp) ∼= Aj−1

with Hom-dual

Aj−1 ∼= lim
n
H̃j−1+n(K(Z/p, n);Fp) −→ H̃j(BCp;Fp)

is given by

αj 7−→

{
τi for j = 2pi,

0 otherwise.
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The homomorphism

H̃2j(CP∞;Fp)→ H̃2j(K(Z/p, 2);Fp) −→ colim
n

H̃2j−2+n(K(Z/p, n);Fp) ∼= A2j−2

with Hom-dual

A2j−2 ∼= lim
n
H̃2j−2+n(K(Z/p, n);Fp) −→ H̃2j(K(Z/p, 2);Fp)→ H̃2j(CP∞;Fp)

is given by

βj 7−→

{
ξi for j = pi,

0 otherwise.

Theorem 7.8.19 ([Mil58, Thm. 2]). There is an algebra isomorphism

A∗ ∼= ΛFp(τi | i ≥ 0)⊗ Fp[ξi | i ≥ 1] ,

with |τi| = 2pi − 1 and |ξi| = 2pi − 2.

Proposition 7.8.20.

λ∗(a) = a⊗ 1 +
∑

i≥0

bp
i

⊗ τi

λ∗(b) =
∑

i≥0

bp
i

⊗ ξi

in H∗(BCp;Fp) ⊗̂A∗.

Theorem 7.8.21 ([Mil58, Thm. 3]). The coproduct ψ : A∗ → A∗⊗A∗ is given
by

ψ(τk) = τk ⊗ 1 +
∑

i+j=k

ξp
j

i ⊗ τj

ψ(ξk) =
∑

i+j=k

ξp
j

i ⊗ ξj .

((ETC: The indecomposable quotient Q(A) = Fp{β, P p
i | i ≥ 0} is dual to the

primitives P (A∗) = Fp{τ0, ξp
i

1 | i ≥ 0}. Furthermore, the indecomposable quotient
Q(A∗) = Fp{τ0, τi, ξi | i ≥ 1} is dual to the primitives P (A) = Fp{β,Qi, P 0

i | i ≥ 1},
with Qi in degree 2pi−1 dual to τi and P 0

i in degree 2p2−2 dual to ξi. Here Q0 = β

and Qi+1 = [P p
i

, Qi] = P p
i

Qi −QiP p
i

for i ≥ 0.))

((ETC: Milnor basis. Define P st as dual to ξp
s

t ?))



CHAPTER 8

Convergence (TO BE WRITTEN)

8.1. Algebraic limits and colimits

((ETC: Sequential colim, lim and Rlim. Six-term exact lim-Rlim sequence.
Vanishing of Rlim. Mittag–Leffler condition? Pro-isomorphism?))

8.2. Filtrations, revisited

8.3. Strong convergence

8.4. Conditional convergence

8.5. The Bockstein spectral sequence

((Browder. Torsion, localization, completion.))

8.6. Complex orientations

((ETC: Multiplicative Atiyah–Hirzebruch spectral sequence.))
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CHAPTER 9

Stable Homotopy Theory

9.1. Smooth bordism and stable homotopy groups

Lev Pontryagin [Pon50] (and earlier?) and René Thom [Tho54] developed
the close connection between the bordism classification of manifolds and the sta-
ble range homotopy groups of certain spaces. See also [MS74, §17,§18], [Sto68]
and [Rud98].

9.1.1. Transversality. We can view the k-sphere Sk as the one-point com-
pactification Rk ∪ {∞}, based at infinity, or as the quotient space Dk/∂Dk, based
at the image of the boundary. Any map f : Sn+k → Sk is homotopic to a smooth
map with 0 ∈ Rk ⊂ Sk as a regular value, i.e., a map that is transverse to 0, and
the preimage M = f−1(0) is then a closed smooth n-dimensional submanifold of
Rn+k ⊂ Sn+k. The stabilization f ∧ S1 = f ∧ 1: Sn+k ∧ S1 → Sk ∧ S1 then has
the same preimage

(f ∧ 1)−1(0) ∼= f−1(0) ,

but is now realized as a submanifold of Rn+k+1. If F : I+∧Sn+k → Sk is a homotopy
from f0 to f1, with both f0 and f1 transverse to 0, then F can be deformed relative
to ∂I+∧Sn+k to a smooth map that is transverse to 0. The preimage W = F−1(0)
is then a compact smooth (n+1)-dimensional submanifold of I×Rn+k ⊂ I+∧Sn+k,
with boundary

∂W ∼= M0

∐
M1 .

We call W a bordism from M0 = f−1
0 (0) to M1 = f−1

1 (0), and say that M0 and M1

are cobordant. This defines an equivalence relation, and we write [M ] for the bor-
dism class of M . The set of all bordism classes of closed (always smooth) n-
manifolds is denoted Nn.

Lemma 9.1.1. The rule [f ] 7→ [M ] with M = f−1(0) defines a homomorphism
of graded (commutative) rings

π∗(S) −→ N∗ .

Proof. We have seen that f 7→ f−1(0) defines a function πn+k(Sk) → Nn

that is compatible with stabilization, hence factors uniquely through the stable
homotopy group

πn(S) = colim
k

πn+k(Sk) .

The disjoint union of manifolds defines a sum

+: Nn ×Nn −→ Nn

and the Cartesian product of manifolds defines a product

· : Nn ×Nm −→ Nn+m ,

195
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making N∗ = (Nn)n a graded commutative F2-algebra, known as the unoriented
bordism ring.

The sum in πn+k(Sk) takes [f ] and [g] to the class of

f + g : Sn+k −→ Sn+k ∨ Sn+k f∨g−→ Sk ,

so that (f + g)−1(0) ∼= f−1(0)
∐
g−1(0). The smash product of f : Sn+k → Sk and

g : Sm+` → S` defines a map

Sn+m+k+` ∼= Sn+k ∧ Sm+` f∧g−→ Sk ∧ S` = Sk+` ,

with (f ∧ g)−1(0) ∼= f−1(0)× g−1(0). It follows that the sum and product in π∗(S)
are mapped to the sum and product in N∗. �

To be useful, this ring homomorphism must be refined, by either restricting the
manifolds M ⊂ Rn+k studied to account for special structure on their normal bun-
dles, which arises from their construction as transverse preimages, or by extending
the targets of the maps f : Sn+k → Sk to allow for more general normal bundles,
or both.

9.1.2. Framed bordism. A smooth embedding M ⊂ Rn+k induces an em-
bedding of the tangent bundle τ : TM → M into the trivial bundle εn+k : M ×
Rn+k → M , with normal complement the normal bundle ν : NM → M . For each
x ∈M , the fiber NxM ⊂ Rn+k is the orthogonal complement of TxM ⊂ Rn+k.

If M = f−1(0) is the preimage of the regular value 0 ∈ Rk ⊂ Sk, then the
derivative f∗ : TRn+k|M → TRk|0 of f along M induces a bundle isomorphism

θ : NM
∼=−→M × Rk .

This is a trivialization, or framing, of the normal bundle of M . If we replace f
with f ∧ 1, then the normal bundle of M ⊂ Rn+k+1 is ν ⊕ ε1 : NM ×R→M , with
trivialization θ × R : NM × R ∼= M × Rk+1. We say that θ and θ × R define the
same stable framing, and that (M, θ) is stably framed.

If F : I+ ∧ Sn+k → Sk is a smooth homotopy from f0 to f1, all of which are
transverse to 0, then the derivative F∗ of F along the compact (n + 1)-manifold
W = F−1(0) ⊂ I × Rn+k induces a trivialization

Θ: NW
∼=−→W × Rk

that restricts to the trivializations θ0 and θ1 of the normal bundles of M0 =
f−1

0 (0) ⊂ Rn+k and M1 = f−1
1 (0) ⊂ Rn+k, respectively. We say that M0 and M1

are stably framed cobordant. This defines an equivalence relation, and we write Ωfrn
for the set of all stably framed bordism classes of stably framed closed n-manifolds.

Theorem 9.1.2 ([Pon50] ((ETC: earlier?))). The rule [f ] 7→ [(M, θ)] with
M = f−1(0) and θ : NM ∼= M ×Rk defines an isomorphism of graded commutative
rings

π∗(S)
∼=−→ Ωfr∗ .

Sketch proof. To construct the inverse, consider a stably framed, closed n-
manifold M . There exists an embedding M ⊂ Rn+k, with a trivialization θ : NM ∼=
M × Rk, and any two such become isotopic if we enlarge k. Choosing a Euclidean
metric, we get a homeomorphism

D(θ) : D(NM)
∼=−→M ×Dk
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of unit disc bundles over M . Let S(θ) : S(NM) ∼= M × ∂Dk denote its restric-
tion to the unit sphere bundles. We can view M as a subspace of D(NM) by
the zero section. By the tubular neighborhood theorem there is an embedding
D(NM) ⊂ Rn+k that extends the inclusion M ⊂ Rn+k, such that the open disc
bundle D(NM) − S(NM) = intD(NM) ⊂ Rn+k is an open neighborhood of M .
We can then form the composite map

f : Sn+k −→ Sn+k

Sn+k − intD(NM)

∼=←− D(NM)

S(NM)

∼=−→ M ×Dk

M × ∂Dk
−→ Dk

∂Dk
∼= Sk .

It has 0 ∈ Dk → Sk as a regular value, with preimage f−1(0) ∼= M × {0} ∼= M ,
which is normally framed by θ. Hence the stable class of [f ] ∈ πn+k(Sk) in πn(S)
maps to the stably framed bordism class of (M, θ), and these are mutually inverse
correspondences. �

Pontryagin used this construction, and the classification of stably framed closed
surfaces, to prove that π2(S) ∼= Z/2, generated by the stable class η2 of the com-
posite

η ◦ Eη : S4 −→ S3 −→ S2 .

This Z/2 detects the Arf invariant of a quadratic form that refines the bilinear
intersection form on H1(−;F2) of the framed surface. In particular, not every
framed closed surface is framed cobordant to a sphere. Pontryagin thereby rectified
an earlier mistake he had made (in 1938) concerning this problem.

Similar work shows that the stable homotopy classes ν2 ∈ π6(S) and σ2 ∈
π14(S), where ν and σ are the stable classes of the Hopf fibrations ν : S7 → S4

and σ : S15 → S8, correspond to 6- and 14-dimensional framed manifolds, respec-
tively, that are not framed cobordant to homotopy spheres. Work by Kervaire–
Milnor [KM63] addressed the question whether each framed n-manifold can be
modified, by a process now called “surgery”, so as to be framed cobordant to
a homotopy sphere. This is can always be done unless n = 4m − 2, in which
case there is a possible obstruction in Z/2, known as the Kervaire invariant of
the framed bordism class, given by the Arf invariant of a quadratic form on the
middle homology H2m−1(−;F2) of the manifold. Browder [Bro69] showed that
the Kervaire invariant vanishes for each n not of the form 2(2j − 1). The Ker-
vaire invariant one problem then asks: For which n = 2(2j − 1) does there
exist a class θj ∈ πn(S) ∼= Ωfrn with nontrivial Arf–Kervaire invariant? The
squared Hopf fibration examples show that such classes exists for j ∈ {1, 2, 3}.
Mahowald–Tangora [MT67] showed that θ4 ∈ π30(S) exists, and Barratt–Jones–
Mahowald [BJM84] proved that θ5 ∈ π62(S) exists, by hard calculations with
the mod 2 Adams spectral sequence for the sphere spectrum. The next problem,
concerning the existence of θ6 ∈ π126(S) lies outside our current computational
range. It was a great surprise when Hopkins–Hill–Ravenel [HHR16] proved, using
an equivariant form of complex bordism, that θj does not exist for any j ≥ 7. The
case j = 6 remains open.

9.1.3. Unoriented bordism. For a general smooth embedding M ⊂ Rn+k

there need not exist a (stable) trivialization θ of the normal bundle ν : NM →M .
However, there exists a Gauss map

g : M −→ Grk(Rn+k) ⊂ Grk(R∞) ' BO(k)



198 9. STABLE HOMOTOPY THEORY

to the Grassmann manifold of k-dimensional real subspaces of Rn+k, given by
g(x) = NxM ⊂ Rn+k for all x ∈M .

By including Rn+k in R∞ ⊕ Rk ∼= R∞ we can continue this map to the Grass-
mannian of k-dimensional subspaces of R∞, which is a classifying space for principal
O(k)-bundles. The universal principal O(k)-bundle

O(k) −→ Vk(R∞) −→ Grk(R∞) ,

where Vk(R∞) is the contractible Stiefel space of orthonormal k-frames in R∞, has
an associated “tautological” Rk-bundle γk : E(γk) → Grk(R∞), whose fiber over
V ∈ Grk(R∞) is the k-dimensional vector space V ⊂ R∞.

((ETC: Slightly better to let Vk(R∞) and Grk(R∞) be the spaces of k-frames
and k-dimensional subspaces of R∞ ⊕ Rk, rather than of R∞, with stabilizations
Vk(R∞) → Vk+1(R∞) and Grk(R∞) → Grk+1(R∞) sending (v1, . . . , vk) and V to
(v1, . . . , vk, ek+1) and V ⊕ R, respectively.))

The identity maps on the NxM , for x ∈M , define a bundle map

NM
ĝ
//

��

E(γk)

��

M
g
// Grk(R∞)

covering the Gauss map. Equivalently, there is an isomorphism ν ∼= g∗(γk), ex-
pressing the normal bundle of M as the pullback along g of the tautological bundle
over Grk(R∞).

Definition 9.1.3. For a Euclidean vector bundle ξ : E(ξ)→ B, with unit disc
bundle D(ξ)→ B and unit sphere bundle S(ξ)→ B, let the Thom complex be the
quotient space

Th(ξ) = D(ξ)/S(ξ) .

In particular, let Th(γk) denote the Thom complex of the tautological Rk-bundle
γk : E(γk)→ Grk(R∞).

((ETC: Another common notation for the Thom complex is M(ξ).))
If ξ is associated to the principal O(k)-bundle p : P → B, then

E(ξ) ∼= P ×O(k) Rk ,

so that

Th(ξ) ∼=
P ×O(k) D

k

P ×O(k) ∂Dk
∼= P+ ∧O(k) D

k/∂Dk ∼= P+ ∧O(k) S
k .

In particular, Th(γk) ' MO(k) = EO(k)+ ∧O(k) S
k. If B is a compact Hausdorff

space, then Th(ξ) ∼= E(ξ) ∪ {∞} can be characterized as the one-point compacti-
fication of the total space E(ξ). In general, Th(ξ) is the quotient of the fiberwise
one-point compactification P ×O(k) S

k of E(ξ) by the section P ×O(k) {∞} ∼= B at
infinity.

Lemma 9.1.4. The Thom complex is functorial, and there is a natural homeo-
morphism Th(ξ ⊕ ε1) ∼= Th(ξ) ∧ S1.
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Proof. A bundle map ξ → η induces maps D(ξ) → D(η), S(ξ) → S(η) and
Th(ξ)→ Th(η), so the Thom complex is functorial.

The Whitney sum bundle ξ ⊕ ε1 has total space E(ξ ⊕ ε1) ∼= E(ξ) × R, so
D(ξ ⊕ ε1) ∼= D(ξ)×D1 and S(ξ ⊕ ε1) ∼= S(ξ)×D1 ∪D(ξ)× ∂D1. Hence

Th(ξ ⊕ ε1) ∼=
D(ξ)×D1

S(ξ)×D1 ∪D(ξ)× ∂D1
∼= Th(ξ) ∧ S1 .

�

Returning to the context of the normal bundle NM →M and the Gauss map
g : M → Grk(R∞), we can now use the bundle map ĝ : NM → E(γk) to form the
Pontryagin–Thom construction

f : Sn+k −→ Sn+k

Sn+k − intD(NM)

∼=←− D(NM)

S(NM)
= Th(ν)

ĝ−→ Th(γk) 'MO(k) ,

representing a homotopy class

[f ] ∈ πn+k(Th(γk)) ∼= πn+k(MO(k)) .

In general, two embeddings M → Rn+k and M → Rn+` become isotopic if
we increase k and ` to a sufficiently large common value, and isotopic embeddings
induce homotopic Pontryagin–Thom maps f . Furthermore, replacing M ⊂ Rn+k

with M ⊂ Rn+k+1 has the effect of replacing f : Sn+k → Th(γk) with the composite

Sn+k+1 ∼= Sn+k ∧ S1 f∧1−→ Th(γk) ∧ S1 σ−→ Th(γk+1) .

Here

σ : Th(γk) ∧ S1 ∼= Th(γk ⊕ ε1) −→ Th(γk+1)

is the map of Thom complexes induced by the bundle map

E(γk ⊕ ε1) //

��

E(γk+1)

��

Grk(R∞) // // Grk+1(R∞)

covering the inclusion taking V ⊂ R∞ to V ⊕ R ⊂ R∞ ⊕ R ∼= R∞. Hence, to the
closed n-manifold M we can associate a well-defined class in

colim
k

πn+k(Th(γk)) ∼= colim
k

πn+k(MO(k)) = πn(MO) .

Conversely, given f : Sn+k → Th(γk) ' MO(k) we can deform f to be trans-
verse to the zero section Grk(R∞) ⊂ Th(γk), in which case the preimage

M = f−1(Grk(R∞))

is a smooth and closed submanifold of Sn+k of codimension k, i.e., a closed n-
manifold.

Theorem 9.1.5 ([Tho54, Thm. IV.8]). The rule [f ] 7→ [M ] defines an isomor-
phism of graded commutative rings

π∗(MO) ∼= N∗ .
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More generally, we are lead to study sequences of spaces (Mk)k and their ho-
motopy groups πn+k(Mk) in a “stable” range of degrees n that grows to infin-
ity with k. We can compare these groups for different k if we are given maps
σ : Mk ∧ S1 →Mk+1, inducing homomorphisms

πn+k(Mk)
E−→ πn+k+1(Mk ∧ S1)

σ∗−→ πn+k+1(Mk+1) .

The stable range groups are then given by the sequential colimit

πn(M) = colim
k

πn+k(Mk) .

These objects M = (Mk, σ)k are the (sequential) spectra of algebraic topology, and
a key feature of stable homotopy theory is to view a spectrum M as an object
that gives an undivided presentation of the sequence of abelian groups π∗(M) =
(πn(M))n.

Proceeding from the theorem above, and knowledge of the cohomology

H∗(BO;F2) ∼= lim
k
H∗(BO(k);F2) ∼= F2[wi | i ≥ 1]

with |wi| = i, as a module over the mod 2 Steenrod algebra A, Thom went on
to calculate the cohomology H∗(MO;F2) as an A-module, finding it to be free on
specific generators. Using a trivial case of the Adams spectral sequence, this led to
the following conclusion.

Theorem 9.1.6 ([Tho54, Thm. IV.12]).

π∗(MO) ∼= F2[xn | n 6= 2i − 1] = F2[x2, x4, x5, . . . ]

is the graded polynomial ring over F2 on one generator xn in each positive degree n
not of the form 2i − 1.

Example 9.1.7. N3
∼= π3(MO) ∼= 0, so each closed 3-manifold is the bound-

ary M ∼= ∂W of a compact 4-manifold.

9.1.4. Oriented bordism. One may consider other kinds of bordism, usu-
ally corresponding to conditions on the stable normal bundle that are intermediate
between being trivialized (as for framed bordism) and satisfying no further require-
ments (as for unoriented bordism). ((ETC: It is also possible to consider bordism
for more general topological manifolds, or piecewise-linear (PL) manifolds, in which
case the normal vector bundles are replaced by the weaker notion of a microbun-
dle, cf. [Mil64] and [MM79], and transversality is not as easily achieved as in the
smooth case.))

In the case of an oriented (closed, smooth) manifoldM , each tangent space TxM
comes with a choice of orientation, which determines an orientation of each normal
space NxM . Hence there is a Gauss map

g : M −→ G̃rk(Rn+k) ⊂ G̃rk(R∞) ' BSO(k)

to the oriented Grassmann manifold of oriented k-dimensional subspaces of Rn+k,
which is a double covering of Grk(Rn+k). The universal principal SO(k)-bundle

SO(k) −→ Vk(R∞) −→ G̃rk(R∞)

shows that G̃rk(R∞) ' BSO(k), and there is a tautological oriented Rk-bundle

γ̃k : E(γ̃k)→ G̃rk(R∞) with Thom complex

Th(γ̃k) ' ESO(k)+ ∧SO(k) S
k = MSO(k) .
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The pull-back of γ̃k+1 along G̃rk(R∞) ⊂ G̃rk+1(R∞) is γ̃k ⊕ ε1, so there is a map

σ : Th(γ̃k) ∧ S1 −→ Th(γ̃k+1) .

To each oriented n-manifold M the Pontryagin–Thom construction

f : Sn+k −→ Sn+k

Sn+k − intD(NM)
∼= Th(ν)

ĝ−→ Th(γ̃k) 'MSO(k)

then determines a well-defined class in

colim
k

πn+k(Th(γ̃k)) ∼= colim
k

πn+k(MSO(k)) = πn(MSO) .

Let Ωn denote the group of oriented bordism classes of oriented (compact,
smooth) n-manifolds. Disjoint union and Cartesian product of oriented manifolds
gives Ω∗ = (Ωn)n the structure of a graded commutative ring, called the oriented
bordism ring.

Theorem 9.1.8 ([Tho54, Thm. IV.8]). The rule [f ] 7→ [M ] defines an isomor-
phism of graded commutative rings

π∗(MSO) ∼= Ω∗ .

From knowledge of the rational cohomology

H∗(BSO;Q) ∼= lim
k
H∗(BSO(k);Q) ∼= Q[pi | i ≥ 1]

with |pi| = 4i, and the dual rational homology algebra, Thom could calculate
π∗(MSO) rationally.

Theorem 9.1.9 ([Tho54, Thm. IV.17]).

π∗(MSO)⊗Q ∼= Q[yi | i ≥ 1]

with |yi| = 4i. One may take yi to be the oriented bordism class of CP 2i.

The integral structure of π∗(MSO) ∼= Ω∗ was determined by Wall [Wal60].

Example 9.1.10. Ω3
∼= π3(MSO) ∼= 0, so each closed oriented 3-manifold is

the boundary M ∼= ∂W of a compact oriented 4-manifold. This special case had
previously been shown by Rohlin [Roh51].

9.1.5. Complex bordism.

9.1.6. Bordism (homology) theories. ((ETC: The Steenrod (realization)
problem. Thom, Sullivan.))

9.2. Sequential spectra

Building on the work of Lima [Lim58] and Boardman [Vog70], Adams’ Chicago
lectures from 1971 [Ada74, Part III] gave a construction of the stable (homotopy)
category as a (closed) symmetric monoidal category, based on an underlying cate-
gory of sequential CW spectra without precise monoidal properties. Around 1995
several categories of spectra with closed symmetric monoidal properties were dis-
covered. We focus on “orthogonal spectra”, and use the paper [MMSS01] by
Mandell, May, Schwede and Shipley to give a parallel development of sequential
and orthogonal spectra.

We work in the category T of based, compactly generated, weak Hausdorff
spaces and basepoint preserving maps.
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Definition 9.2.1. A sequential spectrum M is a sequence of spaces Mk for
k ≥ 0 and structure maps

σ : Mk ∧ S1 −→Mk+1 .

A map of sequential spectra f : M → N is a sequence of maps fk : Mk → Nk such
that the diagram

Mk ∧ S1 σ //

fk∧1

��

Mk+1

fk+1

��

Nk ∧ S1 σ // Nk+1

commutes, for each k ≥ 0. Let SpN denote the category of sequential spectra.

The superscript N refers to the indexing by integers k ≥ 0, which will be
modified in the section on orthogonal spectra.

Definition 9.2.2. The graded homotopy groups π∗(M) of a sequential spec-
trum M are given in degree n by the colimit

πn(M) = colim
k

πn+k(Mk)

of the sequence of homomorphisms

. . . −→ πn+k(Mk) −→ πn+k+1(Mk+1) −→ . . . ,

for n+k ≥ 2, each mapping the homotopy class of x : Sn+k →Mk to the homotopy
class of the composite

σ(x ∧ 1) : Sn+k+1 ∼= Sn+k ∧ S1 x∧1−→Mk ∧ S1 σ−→Mk+1 .

Any map f : M → N induces compatible homomorphisms πn+k(fk) : πn+k(Mk)→
πn+k(Nk) with colimit πn(f) : πn(M) → πn(N), for all integers n, making π∗ a
functor from sequential spectra to graded abelian groups.

We often write f∗ for πn(f) or π∗(f).

Definition 9.2.3. A map f : M → N is a stable equivalence if the induced
homomorphism f∗ : π∗(M) → π∗(N) is an isomorphism. We may then write

f : M
∼−→ N or M ∼ N . The stable equivalences form a subcategory W ⊂ SpN,

which properly contains the homotopy equivalences.

((ETC: Might prefer to write ' for stable equivalence, since homotopy equiva-
lence is rarely relevant. An alternative is to go to the stable category and write ∼=,
but for some purposes it will be necessary to stay at the point-set spectrum level.))

Definition 9.2.4. A localization C [W −1] of a category C at a subcategory W
is a category with a functor ι : C → C [W −1] mapping each morphism in W to
an isomorphism in C [W −1], such that for any functor F : C → D mapping each
morphism in W to an isomorphism in D there is a unique functor F̄ : C [W −1]→ D
such that F = F̄ ◦ ι.

W // // C
ι //

F

��

C [W −1]

F̄
{{

D
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The localization C [W −1], if it exists, is well-defined up to unique isomorphism
as a category under C . However, in general there can be set-theoretical hindrances
to the existence of a localization, since we require our categories to have a set,
instead of a proper class, of morphisms between any two objects. Quillen’s theory
of (closed) model categories provides one approach to showing that a localization
exists, and this will allow us to make sense of the following definition.

Definition 9.2.5. The stable category Ho(SpN) is the localization

SpN
ι−→ SpN[W −1] = Ho(SpN)

of the category SpN of sequential spectra with respect to the subcategory W of
stable equivalences. Let

[M,N ] = Ho(SpN)(M,N)

denote the set of morphisms in the stable category from M to N .

We get a factorization of functors

π∗ : SpN
ι−→ Ho(SpN)

π̄∗−→ grAb

from a stable model category via a triangulated category to a graded abelian cat-
egory. We shall later give an equivalent definition of the stable category as a
localization Ho(SpO) of a category SpO of orthogonal spectra. The latter stable
model category has better (closed symmetric) monoidal properties than SpN, com-
patible with the “tensor triangulated” structure on the stable category and the
“abelian monoidal” structure on graded abelian groups. Both homotopy categories
are constructed using Quillen model structures in a paper by Mandell, May, Schwede
and Shipley [MMSS01].

Definition 9.2.6 ([MMSS01, Def. 1.3, Ex. 4.1]). For each ` ≥ 0 let

Ev` : SpN −→ T

be the (level `) evaluation functor mapping M = (Mk, σ)k to M`. Let the (level `)
free functor

F` : T −→ SpN

be its left adjoint, so that there is a natural bijection

SpN(F`X,N) ∼= T (X,Ev`(N)) .

Explicitly,

(F`X)k =

{
X ∧ Sk−` for k ≥ `,
∗ otherwise.

The structure maps σ : (F`X)k∧S1 → (F`X)k+1 are the identities when k ≥ `, and
the base point inclusion otherwise.

In particular, F0X = Σ∞X is the suspension spectrum of X, with (Σ∞X)k =
X ∧ Sk for each k ≥ 0. For each integer n we define the n-sphere spectrum Sn by

Sn =

{
F0S

n for n ≥ 0,

F−nS0 for n < 0,

so that (Sn)k = Sn+k for n + k ≥ 0 and ∗ otherwise. In particular, S0 = S with
Sk = Sk for each k ≥ 0 is the sphere spectrum.
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Definition 9.2.7. A spectrum M is (n − 1)-connected, or n-connective, if
π∗(M) = 0 for all ∗ < n. It is bounded below if it is n-connective for some integer n.
We abbreviate (−1)-connected (or 0-connective) to connective.

Example 9.2.8. The homotopy groups

πn(S) = colim
k

πn+k(Sk)

of the sphere spectrum are the stable homotopy groups of spheres, also known as the
stable stems. By the Hurewicz theorem they are trivial for n < 0, and isomorphic
to Z for n = 0, so the sphere spectrum is connective. The determination of πn(S)
for n > 0 is an ongoing field of study.

Definition 9.2.9 ([MMSS01, Def. 6.2, Def. 5.4, Thm. 6.5]). Let I be the set
of inclusions i : Sn−1

+ → Dn
+ for n ≥ 0, where S−1 = ∅. Let FI = FNI be the set of

maps of sequential spectra F`i : F`S
n−1
+ → F`D

n
+ for ` ≥ 0 and n ≥ 0.

A map i : M → N of sequential spectra is a relative cell spectrum (= relative
FI-cell complex) if N is the colimit of a sequence of maps

M = N(0) −→ . . . −→ N(j) −→ N(j + 1) −→ . . . −→ N

where each N(j)→ N(j + 1) is obtained by cobase change

∨
α S(α) //

φ

��

∨
αD(α)

Φ

��

N(j) // N(j + 1)

from a sum of maps S(α) → D(α) in FI. We say that N is a cell spectrum (=
FI-cell complex) if ∗ → N is a relative cell spectrum.

A map i : M → N in SpN is a Quillen cofibration (= q-cofibration) if it is a
retract of a relative cell spectrum i′ : M ′ → N ′, meaning that there is a commutative
diagram

M //

i

��

M ′

i′

��

// M

i

��

N // N ′ // N

where the horizontal composites are the identity maps.
We say that N is Quillen cofibrant (= q-cofibrant) if ∗ → N is a Quillen

cofibration. Any retract of a cell spectrum is Quillen cofibrant. ((ETC: Converse?))

If q : M c ∼→ M is a stable equivalence, and M c is Quillen cofibrant, then we say
that M c is a cofibrant replacement for M .

Remark 9.2.10. Cobase changes and colimits are created levelwise, so for a
cell spectrum N each space Nk is a cell complex, and σ : Nk ∧ S1 → Nk+1 is the
inclusion of a subcomplex. ((ETC: Converse? Will the cell filtrations (N(j)k)j and
(N(j)k+1)j be compatible?))

Example 9.2.11. Cofibrant replacements can be constructed by CW approx-
imation. ((ETC: Check details. The cellular and skeletal filtrations are generally
different.))
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Definition 9.2.12. Let M be a sequential spectrum. The adjoint structure
map

σ̃ : Mk −→ ΩMk+1

is the right adjoint, for the loop–suspension adjunction, of the structure map
σ : Mk ∧ S1 →Mk+1.

The homomorphism πn+k(Mk) → πn+k+1(Mk+1) in the definition of πn(M)
can be reexpressed as mapping the homotopy class of x : Sn+k →Mk to the homo-
topy class of the left adjoint Sn+k+1 ∼= Sn+k ∧ S1 →Mk+1 of the composite

Sn+k x−→Mk
σ̃−→ ΩMk+1 .

Definition 9.2.13 ([MMSS01, Def. 9.4]). A commutative square of based
spaces

D
g
//

q

��

E

p

��

A
f
// B

in which p and q are Serre fibrations, is a weak homotopy pullback if the induced
map D → A×B E is a weak homotopy equivalence or, equivalently, if g : q−1(a)→
p−1(f(a)) is a weak homotopy equivalence for each a ∈ A.

Definition 9.2.14 ([MMSS01, Prop. 9.5]). A map p : M → N of sequential
spectra is a stable fibration (= q-fibration) if and only if pk : Mk → Nk is a Serre
fibration and the diagram

Mk
σ̃ //

pk

��

ΩMk+1

Ωpk+1

��

Nk
σ̃ // ΩNk+1

is a weak homotopy pullback, for each k ≥ 0.
We say that M is stably fibrant (= q-fibrant) if M → ∗ is a stable fibration. If

j : N
∼→ Nf is a stable equivalence, and Nf is stably fibrant, then we say that Nf

is a fibrant replacement for N .

Lemma 9.2.15. M is stably fibrant if and only if it is an Ω-spectrum, i.e., if
each adjoint structure map

σ̃ : Mk
'−→ ΩMk+1

is a weak homotopy equvalence.

Proof. Each map Mk → ∗ is a Serre fibration. �

Example 9.2.16. A fibrant replacementM ∼Mf can be constructed by setting

Mf
k equal to the mapping telescope (or homotopy colimit) of the sequence of maps

Mk
σ̃−→ ΩMk+1

Ωσ̃−→ Ω2Mk+2
Ω2σ̃−→ Ω3Mk+3 −→ . . . .

((ETC: Check details regarding adjoint structure maps for Mf , why they are weak
homotopy equivalences, and why M →Mf is a stable equivalence.))

See Quillen [Qui67], Dwyer–Spalinski [DS95] or Hovey [Hov99, §1.1] for more
detailed introductions to model category theory.
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Definition 9.2.17. A model category C is a category with all small limits
and colimits, together with a model structure. A model structure on C is three
subcategories, of weak equivalences, cofibrations and fibrations, with the following
properties.

(1) If f : L→M and g : M → N are composable morphisms, and two of f , g
and gf : L→ N are weak equvalences, then so is the third of these.

(2) If f : M → N is a retract of f ′ : M ′ → N ′, and f ′ is a weak equiva-
lence, cofibration or fibration, then f is a weak equivalence, cofibration or
fibration, respectively.

(3) If i : K → L is a cofibration, p : M → N is a fibration, the square diagram

K //
��

i

��

M

p

����

L //

>>

N

commutes, and i or p is a weak equivalence, then there exists a map
L→M making both triangles commute.

(4) Each map K → N admits factorizations

K
j−→M

p−→ N and K
i−→ L

q−→ N

where j and q are weak equivalences, i and j are cofibrations, and p and q
are fibrations.

Theorem 9.2.18. The category SpN of sequential spectra is a ((ETC: compactly
generated, proper, topological)) model category with respect to the classes of stable
equivalences, Quillen cofibrations and stable fibrations.

We refer to [MMSS01, Thm. 9.2] for the proof.
((ETC: The compact spaces Sn−1

+ and Dn
+ admit the small object argument,

by a variant of Lemma 3.2.5. Are transfinite composites required for the relative
cell spectra?))

Remark 9.2.19. Any two of the subcategories in a model structure determine
the third. For example, the Quillen cofibrations can be characterized as those maps
i : K → L that have the left lifting property, as in (3) above, with respect to all
acyclic stable fibrations (= acyclic q-fibrations), i.e., the maps p : M → N that are
stable equivalence and stable fibrations.

Definition 9.2.20. For each sequential spectrum M and space X we define
X ∧ M , M ∧ X and Map(X,M) to be the sequential spectra with k-th spaces
X ∧Mk, Mk ∧X and Map(X,Mk), respectively, and with structure maps

X ∧Mk ∧ S1 1∧σ−→ X ∧Mk+1 ,

Mk ∧X ∧ S1 1∧τ−→Mk ∧ S1 ∧X 1∧σ−→Mk+1 ∧X
and

Map(X,Mk) ∧ S1 −→ Map(X,Mk ∧ S1)
Map(1,σ)−→ Map(X,Mk+1) .

Equivalently, the adjoint structure maps for Map(X,M) are

Map(X,Mk)
Map(1,σ̃)−→ Map(X,ΩMk+1) ∼= Ω Map(X,Mk+1) .
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In particular, let I+ ∧M , CM = I ∧M , ΣM = S1 ∧M , Map(I+,M), PM =
Map(I,M) and ΩM = Map(S1,M) denote the cylinder, cone, suspension, free
paths, paths and loops on M , respectively.

See [Hov99, §1.2] for a discussion of cylinder objects and homotopies between
maps in a model category.

Lemma 9.2.21. If M is Quillen cofibrant then I+∧M is a cylinder object for M ,
meaning that

M ∨M ∼= ∂I+ ∧M //
i0∨i1 // I+ ∧M

' // M

is a factorization of the fold map M∨M →M through a Quillen cofibration followed
by a stable equivalence (in fact, a homotopy equivalence).

Two maps f, g : M → N are homotopic, denoted f ' g, if there exists a map

H : I+ ∧M −→ N

such that Hi0 = f and Hi1 = g. Homotopic maps induce identical homomorphisms
of stable homotopy groups, so any homotopy equivalence is a stable equivalence.

Proposition 9.2.22 ([Hov99, Prop. 1.2.8]). If M is Quillen cofibrant and N
is stably fibrant, then a map f : M → N is a stable equivalence if and only if it is
a homotopy equivalence.

This is a formal consequence of the model category structure.
Let SpNcf ⊂ SpN denote the full subcategory of simultaneously Quillen cofibrant

and stably fibrant spectra, and let SpNcf/' denote the quotient category with the
same objects, but with morphism sets the homotopy classes

(SpNcf/')(M,N) = SpN(M,N)/'
of maps M → N .

Theorem 9.2.23 ([Hov99, Thm. 1.2.10]). The induced functor

SpNcf/'
'−→ Ho(SpN) = SpN[W −1]

is an equivalence of categories. If q : M c ∼→ M and j : N
∼→ Nf are cofibrant and

fibrant replacements, respectively, then

[M,N ] = Ho(SpN)(M,N) ∼= SpN(M c, Nf )/' .

In particular, the stable category Ho(SpN) = SpN[W −1] exists as a category
(with sets, not proper classes, of morphisms). Furthermore, we can identify the
morphisms sets [M,N ] by replacing M and N with stably equivalent spectra M c

and Nf , with M c Quillen cofibrant and Nf stably fibrant, and then calculating the
set of homotopy classes of maps M c → Nf .

Corollary 9.2.24. For each integer n there is a natural isomorphism

[Sn,M ] ∼= πn(M) .

Proof. Any fibrant replacement (and these exist, by the model category struc-

ture) j : M
∼→ Mf induces isomorphisms j∗ : π∗(M) ∼= π∗(Mf ) and j∗ : [Sn,M ] ∼=

[Sn,Mf ], so we may assume that M is stably fibrant, i.e., an Ω-spectrum. Further-
more, Sn is a cell spectrum, hence Quillen cofibrant, so

[Sn,M ] ∼= SpN(Sn,M)/'
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is given by the homotopy classes of spectrum maps x : Sn →M .
When n ≥ 0, this is the homotopy classes of maps x0 : Sn → M0. Since M is

an Ω-spectrum, each homomorphism

πn(M0) −→ πn+1(M1) −→ . . . −→ πn(M)

is an isomorphism, so [Sn,M ] ∼= πn(M). When n ≤ 0, we are instead considering
the homotopy classes of maps x−n : S0 →M−n. Again, each homomorphism

π0(M−n) −→ π1(M−n+1) −→ . . . −→ πn(M)

is an isomorphism, so [Sn,M ] ∼= πn(M). �

9.3. Triangulated structure

We now prove that the stable category is, indeed, stable.

Lemma 9.3.1. There is a natural isomorphism

πn(Map(S1,M)) ∼= π1+n(M) .

Proof. This is the colimit of the isomorphisms

πn+k(Map(S1,Mk)) ∼= π1+n+k(Mk) ,

matching Sn+k → Map(S1,Mk) to its left adjoint S1 ∧ Sn+k →Mk. �

Proposition 9.3.2. There is a natural isomorphism

E : πn(M)
∼=−→ π1+n(S1 ∧M)

mapping the class of x : Sn+k →Mk to the class of 1 ∧ x : S1 ∧ Sn+k → S1 ∧Mk.

Proof. First, suppose that x : Sn+k → Mk is such that 1 ∧ x : S1+n+k →
S1 ∧Mk represents zero in colimk π1+n+k(S1 ∧Mk). By first increasing k, we may
assume that 1 ∧ x : S1+n+k → S1 ∧Mk is null-homotopic. It follows that

x ∧ 1 = τ(1 ∧ x)τ : Sn+k ∧ S1 −→Mk ∧ S1

and σ(x ∧ 1) : Sn+k+1 → Mk+1 are null-homotopic. Hence σ(x ∧ 1) represents the
zero class in πn(M) = colimk πn+k(Mk). Since x and σ(x ∧ 1) represent the same
class in this colimit, E is injective.

πn+k(Mk) //

��

πn+k+1(Mk+1) //

��

πn+k+2(Mk+2) //

��

. . .

π1+n+k(S1 ∧Mk) // π1+n+k+1(S1 ∧Mk+1) // π1+n+k+2(S1 ∧Mk+2) // . . .

Second, consider an element in colimk π1+n+k(S1 ∧ Mk) represented by the
homotopy class of a map y : S1 ∧ Sn+k → S1 ∧Mk, as well as by its stabilization
σ2(y ∧ 1 ∧ 1). Let

x = τyτ ∧ 1: Sn+k ∧ S1 ∧ S1 −→Mk ∧ S1 ∧ S1 .

Then 1∧x : S1∧Sn+k∧S1∧S1 → S1∧Mk∧S1∧S1 is homotopic to y∧1∧1, since a
cyclic permutation of S1∧S1∧S1 is homotopic to the identity. Hence σ2(y∧1∧1)
is homotopic to (1 ∧ σ2)(1 ∧ x) = 1 ∧ σ2(x) : S1+n+k+2 → S1 ∧Mk+2. It therefore
represents the same class as the image of σ2(x) : Sn+k+2 → Mk+2, which proves
that E is surjective. �



9.3. TRIANGULATED STRUCTURE 209

Proposition 9.3.3. The adjunction unit

η : M −→ Map(S1, S1 ∧M)

is a stable equivalence.

Proof. The homomorphism η∗ factors as the composite

η∗ : πn(M) ∼= π1+n(S1 ∧M) ∼= πn(Map(S1, S1 ∧M))

of the isomorphisms from the previous two lemmas, hence is an isomorphism for
each n. �

Proposition 9.3.4. The adjunction counit

ε : S1 ∧Map(S1,M) −→M

is a stable equivalence.

Proof. The composite

Map(S1,M)
ηMap(S1,M)−→ Map(S1, S1 ∧Map(S1,M))

Map(S1,ε)−→ Map(S1,M)

is the identity [ML71, Thm. IV.1.1], and πn(η) is an isomorphism for each n, so
πn(Map(S1, ε)) is an isomorphism. Hence π1+n(ε) is an isomorphism. �

Here is the promised stability result. It shows that the stable model structure
makes SpN a stable model category in the sense of [SS03, Def. 2.1.1], which implies
that its homotopy category is triangulated.

Theorem 9.3.5. The suspension functor M 7→ S1 ∧M is an equivalence of
categories

S1 ∧ − : Ho(SpN)
'−→ Ho(SpN) .

In other words, for all sequential spectra M and N the function

S1 ∧ − : [M,N ]
∼=−→ [S1 ∧M,S1 ∧N ]

is a bijection, and each M is stably equivalent to a spectrum of the form S1 ∧N .

Proof. For any cell complex X the functor X ∧ − preserves Quillen cofibra-
tions and the functor Map(X,−) preserves stable fibrations. In particular, S1 ∧ −
preserves Quillen cofibrant objects and Map(S1,−) preserves stably fibrant objects.
Hence the adjunction

SpN(S1 ∧M c, Nf ) ∼= SpN(M c,Map(S1, Nf ))

passes to a natural bijection

[S1 ∧M,N ] ∼= SpN(S1 ∧M c, Nf )/'
∼= SpN(M c,Map(S1, Nf ))/' ∼= [M,Map(S1, N)] .

Replacing N by S1 ∧N , the composite

[M,N ]
S1∧−−→ [S1 ∧M,S1 ∧N ] ∼= [M,Map(S1, S1 ∧N)]

is induced by the adjunction unit η : N → Map(S1, S1 ∧N). Since this is a stable
equivalence, the induced function is a bijection.

The adjunction counit ε : S1 ∧Map(S1,M) → M exhibits M as being stably
equivalent to S1 ∧N for N = Map(S1,M). �
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Definition 9.3.6. For a map f : M → N of spectra let

Cf = N ∪ CM
be the mapping cone (= homotopy cofiber) of f : M → N . There are canonical
maps

M
f−→ N

i−→ Cf
q−→ S1 ∧M

with i and q induced by M → CM and N → ∗, respectively. We call this the
(homotopy cofiber) Puppe sequence generated by f .

Proposition 9.3.7. The Puppe sequence of f : M → N induces a long exact
sequence of stable homotopy groups

· · · → πn(M)
f∗−→ πn(N)

i∗−→ πn(Cf)
∂−→ πn−1(M)→ . . . ,

where E ◦ ∂ = q∗ : πn(Cf)→ πn(S1 ∧M).

Proof. It suffices to prove exactness at πn(N), and i∗f∗ = 0 is clear.

Sn+k i //

y

��

CSn+k q
//

z

��

S1 ∧ Sn+k

x′

��

Mk
fk // Nk

ik // Cfk
qk // S1 ∧Mk

If y : Sn+k → Nk corresponds to a class [y] in ker(i∗), then we may increase k and
assume that iky is null-homotopic, hence extends to a map z : CSn+k → Cfk. The
induced map of quotients x′ : S1 ∧ Sn+k → S1 ∧Mk then represents a class [x′] in
π1+n(S1∧M) which corresponds, under the isomorphism E, to a class [x] ∈ πn(M)
with f∗([x]) = [y]. �

Definition 9.3.8. A map f : M → N is n-connected if π∗(f) is an isomorphism
for ∗ < n and surjective for ∗ = n, or, equivalently, if Cf is n-connected.

More generally, a Puppe sequence induces long exact sequences

· · · → [S1 ∧M,T ]
q∗−→ [Cf, T ]

i∗−→ [N,T ]
f∗−→ [M,T ]→ . . .

and

· · · → [T,M ]
f∗−→ [T,N ]

i∗−→ [T,Cf ]
q∗−→ [T, S1 ∧M ]→ . . . ,

both co- and contravariantly, where T is an arbitrary spectrum. This can be de-
duced from some basic properties satisfied by the suspension operator S1 ∧ − and
the Puppe sequences, which make the stable category a triangulated category. See
Proposition 9.3.15.

Remark 9.3.9. Puppe [Pup67, Stz. 3.5] introduced axioms for a triangu-
lated category (at a 1962 conference in Aarhus), and Verdier [Ver96] added the
octahedral axiom (in his 1967 PhD thesis). Further references include Beilinson–
Bernstein–Deligne [BBD82, §1.1], Margolis [Mar83, App. 2], Neeman [Nee01,
Ch. 1], Hovey–Palmieri–Strickland [HPS97, App. A.1] and May [May01, §2].

Definition 9.3.10 ([ML71, §VIII.2]). An Ab-category is a category C in which
each morphism set C (X,Y ) is an abelian group and composition is bilinear. An
additive category is an Ab-category with all finite sums and products, such that
these are canonically isomorphic. We write 0 for the zero object, i.e., the empty
sum and product.
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We adopt May’s formulation [May01, Def. 2.1] of the definition below.

Definition 9.3.11. A triangulated category is an additive category C equipped
with an additive functor

Σ: C −→ C

called suspension, and a collection ∆ of diagrams

X
f−→ Y

g−→ Z
h−→ ΣX ,

called distinguished triangles, briefly denoted (f, g, h). We assume that Σ: C → C
is an equivalence of categories. Furthermore, we assume that:

(1) For any object X the triangle

X
1−→ X −→ 0 −→ ΣX

is distinguished, for any morphism f : X → Y there exists a distinguished
triangle (f, g, h), and any triangle that is isomorphic to a distinguished
triangle is itself distinguished.

(2) If (f, g, h) is distinguished, then so is its rotation

Y
g−→ Z

h−→ ΣX
−Σf−→ ΣY .

(3) Consider the following braid diagram.

X

h

##

f
""

Z

g′

$$

h′

""

W

j′′

$$

g′′

""

ΣU

Y

g
<<

f ′
""

V

j′
<<

h′′

""

ΣY

Σf ′

<<

U

j
<<

f ′′

;;ΣX

Σf

<<

Assume that h = gf and j′′ = (Σf ′)g′′, and that (f, f ′, f ′′), (g, g′, g′′)
and (h, h′, h′′) are distinguished. Then there are maps j and j′ such that
the diagram commutes and (j, j′, j′′) is distinguished.

Axiom (3) is the braid form of Verdier’s octahedral axiom. These axioms imply
the following 3× 3 lemma.

Lemma 9.3.12 ([BBD82, Prop. 1.1.11], [May01, Lem. 2.6]). Assume that
jf = f ′i and the two top rows and two left columns are distinguished in the following
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diagram.

X
f
//

i
��

Y
g
//

j

��

Z
h //

k
��

ΣX

Σi
��

X ′
f ′
//

i′

��

Y ′
g′
//

j′

��

Z ′
h′ //

k′

��

ΣX ′

Σi′

��

X ′′
f ′′
//

i′′

��

Y ′′
g′′
//

j′′

��

Z ′′
h′′ //

k′′

��

(−)

ΣX ′′

Σi′′

��

ΣX
Σf
// ΣY

Σg
// ΣZ

Σh // Σ2X

Then there is an object Z ′′ and maps f ′′, g′′, h′′, k, k′ and k′′ such that the diagram
is commutative, except for its bottom right hand square, which commutes up to the
sign −1, and all four rows and columns are distinguished.

In particular, the fill-in axiom of Puppe and Verdier follows from those above.
We state it as a lemma.

Lemma 9.3.13 ([May01, Lem. 2.2]). If the rows are distinguished and the left
hand square commutes in the following diagram, then there is a morphism k that
makes the remaining two squares commute.

X
f
//

i

��

Y
g
//

j

��

Z
h //

k

��

ΣX

Σi

��

X ′
f ′
// Y ′

g′
// Z ′

h′ // ΣX ′

Remark 9.3.14. The precise axioms for a triangulated category may not be
optimal: all natural examples seem to come from a stable model category or a
stable ∞-category, which satisfy refined axioms as discussed in [Nee91]. In these
examples, there is a construction of the fill-in morphism k that is well-defied up to
addition of a composite

Z
h−→ ΣX −→ Y ′

g′−→ Z ′ ,

and this ambiguity is generally smaller than that allowed by the lemma above.

Proposition 9.3.15. For (f, g, h) distinguished and T any object, the sequences

. . . // C (T,X)
f∗ // C (T, Y )

g∗ // C (T,Z)
h∗ // C (T,ΣX) // . . .

and

. . . C (X,T )oo C (Y, T )
f∗
oo C (Z, T )

g∗
oo C (ΣX,T )

h∗oo . . .oo

are exact.

Proof. We show that im(f∗) = ker(g∗). Given i : T → X in C (T,X) we have

T
1 //

i

��

T //

j

��

0 //

k
��

ΣT

Σi
��

X
f
// Y

g
// Z

h // ΣX
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with j = fi, and there is a fill-in map k. Hence gfi = 0, so im(f∗) ⊂ ker(g∗).
Conversely, given j : T → Y in C (T, Y ) with gj = 0 we have

T //

j

��

0 //

��

ΣT
−Σ1

//

Σi
��

ΣT

Σj

��

Y
g
// Z

h // ΣX
−Σf

// ΣY

and there is a fill-in map Σi. Hence Σj = Σ(fi), so j = fi, and ker(g∗) ⊂ im(f∗).
The other cases are proved by similar arguments. �

Puppe [Pup67, §3] proved the following theorem for a smaller category than
Ho(SpN), while in its present form the result is due to Boardman (unpublished, but
see [Vog70] or [Ada74]).

Theorem 9.3.16. The stable category Ho(SpN) is triangulated, with suspension
functor

ΣM = S1 ∧M
and distinguished triangles the diagram that are isomorphic to Puppe sequences

M
f−→ N

i−→ Cf
q−→ S1 ∧M .

Proof. We first argue that Ho(SpN) is an Ab-category. For any L and N there
are spectra L′ and N ′ and stable equivalences L ∼ S2 ∧ L′ and N ∼ Map(S2, N ′).
The homotopy commutative cogroup structure on S2 induces abelian group struc-
tures

[L,M ] ∼= [S2 ∧ L′,M ] and [M,N ] ∼= [M,Map(S2, N ′)]

so that the composition pairing

[M,N ]× [L,M ] ∼= [M,Map(S2, N ′)]× [S2 ∧ L′,M ]
◦−→ [S2 ∧ L′,Map(S2, N ′)] ∼= [L,N ]

is bilinear.
The stable category has all sums and products, defined levelwise. The Ab-

category structure implies that the finite sums are canonically isomorphic to the
finite products, see [ML71, §VIII.2], so that Ho(SpN) is additive. In particular,

M ∨N ∼−→M ×N

is a stable equivalence, and

π∗(M)⊕ π∗(N) ∼= π∗(M ∨N) ∼= π∗(M ×N) ∼= π∗(M)× π∗(N) .

The (left) suspension functor is an equivalence by Theorem 9.3.5. Axiom (1)
is straightforward, and Axiom (2) follows from the known fact that the Puppe
sequence

N
i−→ Cf

i′−→ Ci
q′−→ ΣN

is isomorphic, in the stable category, to

N
i−→ Cf

q−→ ΣM
−Σf−→ ΣN .
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To verify the braid/octahedral axiom, we follow [May01, §5]. We may as-
sume that the distinguished triangles (f, f ′, f ′′), (g, g′, g′′) and (h, h′, h′′) are Puppe
cofiber sequences, so that there is a commutative diagram

X

h

##

f
##

Z

i(g)

%%

i(h)

##

Cg

j′′

%%

q(g)

##

ΣCf

Y

g

;;

i(f)
##

Ch

j′
;;

q(h)

##

ΣY

Σi(f)

;;

Cf

j
;;

q(f)

;;ΣX

Σf

;;

with j : Y ∪ CX → Z ∪ CX induced by g : Y → Z and j′ : Z ∪ CX → Z ∪ CY
induced by Cf : CX → CY . It remains to verify that (j, j′, j′′) is distinguished,
which amounts to constructing an explicit (stable) equivalence Cj ∼ Cg that is
compatible with j′ and j′′. ((ETC: Is this a homotopy equivalence?)) ((ETC: May
gives a further reduction using the model structure.)) �

9.4. Spectral homology and cohomology

The Eilenberg–MacLane representability of ordinary cohomology readily ex-
tends to show that any spectrum M represents a generalized cohomology theory.
Dually, George Whitehead [Whi62, §5] showed how spectra also give rise to gen-
eralized homology theories. Since we are working with based spaces these theories
will always be reduced, but we do not add tildes to indicate this.

Definition 9.4.1. Let M = (Mk, σ)k be a sequential spectrum. For each
space X let

Mn(X) = πn(M ∧X)

be equal to colimk πn+k(Mk ∧X), and let

σ : Mn(X)
∼=−→M1+n(S1 ∧X)

be the composite of the isomorphisms

πn(M ∧X)
E−→ π1+n(S1 ∧M ∧X)

(τ∧1)∗−→ π1+n(M ∧ S1 ∧X) .

For any pair (X,A) let
Mn(X,A) = Mn(X ∪ CA)

and let
∂ : Mn(X,A) −→Mn−1(A)

be the composite

Mn(X ∪ CA)
q∗−→Mn(S1 ∧A)

σ−1

−→Mn−1(A)

induced by q : X ∪ CA→ S1 ∧A and the inverse of σ.

Note that if (X,A) is a CW pair, or A → X is a Hurewicz cofibration, then
X ∪ CA ' X/A so Mn(X,A) ∼= Mn(X/A).
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Proposition 9.4.2. The functor (X,A) 7→ M∗(X,A) and the natural trans-
formation ∂ : M∗(X,A) → M∗−1(A) define a (generalized) homology theory for
pairs (X,A). Its coefficient groups are M∗ ∼= π∗(M).

Proof. We check the axioms for CW pairs (X,A). Functoriality and natural-
ity are clear. By Proposition 9.3.7, the Puppe sequence

A ∧M f∧1−→ X ∧M i∧1−→ Cf ∧M q∧1−→ S1 ∧A ∧M

of f ∧ 1, where f : A→ X is the inclusion and Cf = X ∪CA, induces a long exact
sequence of homotopy groups. It is isomorphic to the sequence

M ∧A 1∧f−→M ∧X 1∧i−→M ∧ Cf 1∧q−→M ∧ S1 ∧A

by way of the evident twist maps, and this proves exactness. Homotopy invariance
and excision are likewise clear.

Additivity for infinite sums requires a bit more effort. Let (Xα)α∈J be a col-
lection of (based) spaces, where J is some indexing set. Letting F range over the
filtering (= directed and nonempty) poset of finite subsets of J , we can form the
inclusions ∨

α∈F
Mk ∧Xα −→

∨

α∈J
Mk ∧Xα

and consider the canonical homomorphism

colim
F

πn+k(
∨

α∈F
Mk ∧Xα) −→ πn+k(

∨

α∈J
Mk ∧Xα) .

We claim that this is an isomorphism, because Sn+k and the cylinder I+ ∧ Sn+k

are both compact. For this we need that
∨
α∈JMk ∧Xα is strongly filtered by the∨

α∈F Mk∧Xα, in a more general sense than in Definition 3.2.1. See [Str, Lem. 3.6]
for a proof, which is similar to that of Lemma 3.2.5.

These isomorphisms are compatible for increasing k, and passing to sequential
colimits we deduce that

colim
F

Mn(
∨

α∈F
Xα)

∼=−→Mn(
∨

α∈J
Xα)

is an isomorphism. By finite additivity,
⊕

α∈F
Mn(Xα)

∼=−→Mn(
∨

α∈F
Xα)

and

colim
F

⊕

α∈F
Mn(Xα)

∼=−→
⊕

α∈J
Mn(Xα)

are isomorphisms. Stringing these together, we have confirmed the additivity axiom
for the homology theory X 7→M∗(X). Finally, the coefficients groups of this theory
are M∗ = M∗(S0) = π∗(M ∧ S0) ∼= π∗(M). �

Remark 9.4.3. The isomorphisms

Mn(X) = πn(M ∧X) ∼= [Sn,M ∧X]

and

[Sn,M ∧X] ∼= [S1 ∧ Sn, S1 ∧M ∧X] ∼= [S1+n,M ∧ S1 ∧X]
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express the homology theory M in terms of the triangulated structure of the stable
category. We will define the associated cohomology theory so that

Mn(X) ∼= [S−n ∧X,M ] ∼= [Σ∞X,Sn ∧M ]

and

[S−n ∧X,M ] ∼= [S−1−n ∧ S1 ∧X,M ] .

However, to correctly calculate morphisms to M in the stable category, we need to
consider homotopy classes of maps to a fibrant replacement M ∼Mf of f , i.e., to a
stably equivalent Ω-spectrum (recall Lemma 9.2.15). The issue is that while there
typically is a map

Map(X,M)f −→ Map(X,Mf )

from a fibrant replacement of Map(X,M) to the indicated mapping spectrum, it
is not always true that this map is a stable equivalence. This issue stems from the
fact that sequential colimits do not generally commute with infinite products. This
is not a problem if X is homotopy equivalent to a finite cell complex, as assumed
by Whitehead [Whi62, (5.10)], but we do not wish to restrict to this case.

Definition 9.4.4. Let M = (Mk, σ)k be a sequential spectrum. Let Mf =

(Mf
k , σ)k be a fibrant replacement of M , i.e., an Ω-spectrum with a stable equiva-

lence M ∼Mf . For each space X let

Mn(X) = π−n Map(X,Mf )

be equal to colimk π−n+k Map(X,Mf
k ), and let

σ : Mn(X)
∼=−→M1+n(S1 ∧X)

be the composite of the isomorphisms

π−n Map(X,Mf ) ∼= π−1−n Map(S1,Map(X,Mf )) ∼= π−1−n Map(S1 ∧X,Mf ) .

For any pair (X,A) let

Mn(X,A) = Mn(X ∪ CA)

and let

δ : Mn(A) −→M1+n(X,A)

be the composite

Mn(A)
σ−→M1+n(S1 ∧A)

q∗−→M1+n(X ∪ CA)

induced by the isomorphism σ and q : X ∪ CA→ S1 ∧A.

((ETC: (In-)dependence of choice of fibrant replacement.))

Proposition 9.4.5. The contravariant functor (X,A) 7→ M∗(X,A) and the
natural transformation δ : M∗(A)→M1+∗(X,A) define a (generalized) cohomology
theory for pairs (X,A). Its coefficient groups are M∗ = π−∗(M).

Proof. We check the axioms for CW pairs (X,A). Contravariant functoriality
and naturality are clear. For each k the Puppe fiber sequence

· · · → Ω Map(A,Mf
k )

Map(q,1)−→ Map(X ∪ CA,Mf
k )

Map(i,1)−→ Map(X,Mf
k )

Map(f,1)−→ Map(A,Mf
k )
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induces a long exact sequence of homotopy groups

· · · → π1−n+k Map(A,Mf
k )

δ−→ π−n+k Map(X ∪ CA,Mf
k )

i∗−→ π−n+k Map(X,Mf
k )

f∗−→ π−n+k Map(A,Mf
k )

for k > n (and some weaker form of exactness for k = n). Passing to sequential
colimits over k confirms the exactness axiom. Homotopy invariance and excision
are straightforward.

Additivity requires that the canonical exchange map

Mn(
∨

α

Xα) ∼= colim
k

∏

α

π−n+k Map(Xα,M
f
k )

κ−→
∏

α

colim
k

π−n+k Map(Xα,M
f
k ) ∼=

∏

α

Mn(Xα)

is an isomorphism, which holds because Mf is an Ω-spectrum, so that each colimit
is achieved at a finite stage, i.e., for any k ≥ n. The coefficient groups of this
cohomology theory are M∗ = M∗(S0) = π−∗Map(S0,M) ∼= π−∗(M). �

Remark 9.4.6. Each morphism f ∈ [M,N ] in the stable category induces
morphisms

f∗ : Mn(X) ∼= [Sn,M ∧X] −→ [Sn, N ∧X] ∼= Nn(X)

f∗ : Mn(X) ∼= [S−n ∧X,M ] −→ [S−n ∧X,N ] ∼= Nn(X)

of homology and cohomology theories. In particular, we have a functor

Ho(SpN) −→ Cohomology theories

from the stable category to the category of cohomology theories. By Brown’s repre-
sentability theorem [Bro62, Thm. I], each cohomology theory X 7→M∗(X) arises
in this way from some spectrum M , so this functor is essentially surjective. The
functor is also full, in the sense that each morphism of cohomology theories comes
from a morphism in the stable category, but in general it is not faithful, meaning
that there may be nontrivial morphisms f ∈ [M,N ] that induce the zero morphism
f∗ : M∗(X) → N∗(X) for each space X. These are called superphantom maps by
Margolis [Mar83, p. 81], and their existence shows that the stable category is not
equivalent to the category of cohomology theories. The former has the richer struc-
ture, and the latter is the quotient category where superphantom maps are ignored.
More explicitly, there is a short exact sequence

0→ Rlim
k

[ΣMk, Nk] −→ [M,N ] −→ lim
k

[Mk, Nk]→ 0

and if f : M → N is such that each fk : Mk → Nk is null-homotopic, then f induces
the zero morphism f∗ : Mk(X)→ Nk(X) for all X. Hence the superphantom maps
from M to N are given by the derived limit group Rlimk[ΣMk, Nk]. Goodwillie
(MathOverflow, 2013) notes that there are nonzero superphantom maps KU →
ΣHZ.

Example 9.4.7. Let G be an abelian group. The Eilenberg–MacLane spec-
trum HG has k-th space

HGk = K(G, k)
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an Eilenberg–MacLane space of type (G, k), and adjoint structure maps given by
homotopy equivalences

σ̃ : K(G, k)
'−→ ΩK(G, k + 1) .

Hence HG is an Ω-spectrum. Its coefficient groups are π∗(HG) = G concentrated
in degree 0, and this characterizes HG up to stable equivalence. It represents
ordinary homology and cohomology with G-coefficients, so that

H̃n(X;G) ∼= HGn(X) = colim
k

πn+k(HGk ∧X)

H̃n(X;G) ∼= HGn(X) = [X,HGn]

for n ≥ 0. These groups are trivial for n < 0.

Example 9.4.8. The sphere spectrum S has k-th space Sk = Sk and structure
maps given by the identifications σ : Sk ∧ S1 ∼= Sk+1. Its coefficient groups

πn(S) = colim
k

πn+k(Sk)

are the stable homotopy groups of spheres. There is a fibrant replacement S ∼ Sf
with

Sfk = Q(Sk) = colim
`

Ω`Sk+`

for each k, such that each adjoint structure map

σ̃ : Q(Sk)
∼=−→ ΩQ(Sk+1)

is a homeomorphism. The sphere spectrum represents stable homotopy and coho-
motopy, so that

πSn (X) ∼= Sn(X) ∼= colim
k

πn+k(X ∧ Sk)

πnS(X) ∼= Sn(X) ∼= colim
`

[X ∧ S`, Sn+`] .

The Pontryagin–Thom construction extends to an isomorphism

Ωfr∗ (X) ∼= πS∗ (X+)

where Ωfrn (X) is given by framed bordism classes of framed n-manifolds Mn → X,
equipped with structure maps to X.

When X = BG is the classifying space of a finite group G, the proven Segal
conjecture [Car84] implies that

π0
S(BG+) ∼= A(G)∧I(G)

is the completion of the Burnside ring A(G) of G at its augmentation ideal, while

πnS(BG+) = 0

for n > 0. The precise statement also determines πnS(BG+) = 0 for n < 0, in terms
of stable homotopy groups.

Example 9.4.9. The Thom spectra MO and MSO have k-th spaces

MOk = Th(γk) ' EO(k)+ ∧O(k) S
k

MSOk = Th(γ̃k) ' ESO(k)+ ∧SO(k) S
k
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the Thom complexes of the tautological vector bundles E(γk) → Grk(R∞) and

E(γ̃k)→ G̃rk(R∞). The structure maps

σ : Th(γk) ∧ S1 ∼= Th(γk ⊕ ε1) −→ Th(γk+1)

σ : Th(γ̃k) ∧ S1 ∼= Th(γ̃k ⊕ ε1) −→ Th(γ̃k+1)

are induced by the vector bundle maps covering the inclusionsGrk(R∞) ⊂ Grk+1(R∞)

and G̃rk(R∞) ⊂ G̃rk+1(R∞). Their coefficient groups are π∗(MO) ∼= N∗ and
π∗(MSO) ∼= Ω∗. The associated homology theories are precisely (unoriented) bor-
dism and oriented bordism, so that

Nn(X) ∼= MOn(X+) = colim
k

πn+k(MO(k) ∧X+)

Ωn(X) ∼= MSOn(X+) = colim
k

πn+k(MSO(k) ∧X+) .

Example 9.4.10. There are ((ETC: ring)) spectrum maps

S // MSO //

��

MO

��

HZ // HF2

inducing ((ETC: multiplicative)) morphisms

Ωfr∗ (X) // Ω∗(X) //

��

N∗(X)

��

H∗(X;Z) // H∗(X;F2)

of homology theories. The vertical maps take an oriented (resp. unoriented) bor-
dism class [f ] with f : Mn → X to the image f∗[M ] of the integral (resp. mod 2)
fundamental class of M . The map MO → HF2 admits a section, so each mod 2
homology class can be represented by a closed manifold. The map MSO → HZ
does not admit a section, and not every integral homology class can be represented
by a closed oriented manifold. Thom [Tho54, Cor III.7, Thm. III.9] showed than
for n ≤ 6 every integral homology class can be represented by a closed oriented
manifold, but for each n ≥ 7 there exist integral homology classes that cannot be
so represented.

((ETC: Complex bordism. Landweber exact homology theories.))

Example 9.4.11. The classification of rank k complex vector bundles

VectCk (X) ∼= [X,BU(k)] ,

where BU(k) ' Grk(C∞), extends to a classification of complex vector bundles of
arbitrary rank

VectC(X) ∼= [X+,
∐

k≥0

BU(k)] .

The Whitney sum ξ⊕ η of vector bundles induces a commutative monoid structure
on both sides of this bijection, which is induced by a map

∐

i≥0

BU(i)×
∐

j≥0

BU(j) −→
∐

k≥0

BU(k)
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on the right hand side. We can localize, to make the operation − ⊕ ε1 invertible,
and obtain an isomorphism

KU(X) ∼= [X+,Z×BU ]

where BU is the classifying space for the infinite unitary group U =
⋃
k U(k). When

X is a finite-dimensional CW complex, the left hand side is the group completion of
VectC(X), also known as the complex K-group of X. The (complex) Bott periodicity
theorem [Bot59] asserts that

Z×BU ' ΩU ,

while

U ' Ω(Z×BU)

is clear from the existence of a principal U -bundle p : EU → BU with contractible
total space. Hence

Z×BU ' Ω2(Z×BU)

U ' Ω2U .

Following Atiyah and Hirzebruch [AH61], we can therefore define an Ω-spectrum
KU with

KUk =

{
Z×BU for k even,

U for k odd,

having adjoint structure maps given by the two homotopy equivalences above.
Working with real vector bundles, we have the classification

VectR(X) ∼= [X+,
∐

k≥0

BO(k)]

with BO(k) ' Grk(R∞), with localization

KO(X) ∼= [X+,Z×BO]

where BO is the classifying space of the infinite orthogonal group O =
⋃
k O(k).

When X is finite-dimensional, this is the real K-group of X. The (real) Bott
periodicity theorem [Bot59] asserts that

Z×BO ' Ω(U/O)

U/O ' Ω(Sp/U)

Sp/U ' ΩSp

Sp ' Ω(Z×BSp)
Z×BSp ' Ω(U/Sp)

U/Sp ' Ω(O/U)

O/U ' ΩO

O ' Ω(Z×BO) .

Here Sp =
⋃
k Sp(k) denotes the infinite symplectic group, and the homogeneous

spaces are formed using complexification O → U , symplectification U → Sp, (for-
getful) complexification Sp→ U and realification U → O. It follows that

Z×BO ' Ω8(Z×BO) .
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We can therefore define an Ω-spectrum KO with

KOk =





Z×BO for k ≡ 0 mod 8,

U/O for k ≡ 1 mod 8,

Sp/U for k ≡ 2 mod 8,

Sp for k ≡ 3 mod 8,

Z×BSp for k ≡ 4 mod 8,

U/Sp for k ≡ 5 mod 8,

O/U for k ≡ 6 mod 8,

O for k ≡ 7 mod 8,

having adjoint structure maps given by the eight homotopy equivalences above. It
follows that KOk ' Ω`(Z×BO) where k+ ` ≡ 0 mod 8, and we may assume that
0 ≤ ` < 8.

The associated cohomology theories are complex and real (topological) K-
theory, with

KUn(X) ∼= [X+,KUn]

KOn(X) ∼= [X+,KOn]

(unreduced theories) for n ≥ 0, extended 2- and 8-periodically, respectively, for
n < 0. The coefficient groups of these theories are

π∗(KU) =

{
Z for ∗ even,

0 for ∗ odd,

and

π∗(KO) =





Z for ∗ ≡ 0, 4 mod 8,

Z/2 for ∗ ≡ 1, 2 mod 8,

0 for ∗ ≡ 3, 5, 6, 7 mod 8.

The external tensor product of vector bundles induces pairings

KUn(X)⊗KUm(Y ) −→ KUn+m(X × Y )

KOn(X)⊗KOm(Y ) −→ KOn+m(X × Y )

turning these coefficient groups into graded rings. Their structures are

π∗(KU) = Z[u, u−1]

with |u| = 2, and

π∗(KO) = Z[η,A,B,B−1]/(2η, η3, ηA,A2 − 4B)

= (. . . ,Z{1},Z/2{η},Z/2{η2}, 0,Z{A}, 0, 0, 0,Z{B}, . . . )

with |η| = 1, |A| = 4 and |B| = 8. Complexification of vector bundles induces a
natural transformation c : KOn(X) → KUn(X), and the induced ring homomor-
phism

c : π∗(KO) −→ π∗(KU)

is given by c(η) = 0, c(A) = 2u2 and c(B) = u4.
When X = BG is the classifying space of a finite group G, Atiyah [Ati61b]

proved that

KU0(BG) ∼= R(G)∧I(G)
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is the completion of the complex representation ring R(G) at its augmentation
ideal, while

KU1(BG) = 0 .

Since KUn(BG) is 2-periodic, this calculates KU∗(BG) in all degrees. The corre-
sponding result for connected compact Lie groups G is due to Atiyah and Hirze-
bruch [AH61], while the result for general compact Lie groups is part of the Atiyah–
Segal completion theorem [AS69], and motivated the Segal conjecture for stable
cohomotopy, mentioned above. The corresponding results for real K-theory are due
to Anderson [And64]. In particular

KO0(BG) ∼= RO(G)∧I(G)

KO1(BG) ∼= 0

. . .

KO4(BG) ∼= RSp(G)∧I(G)

KO5(BG) ∼= 0

. . . ,

where I(G) now denotes the augmentation ideal in the real representation ringRO(G),
and RSp(G) is the RO(G)-module of quaternionic representations.

Remark 9.4.12. The expressions in Remark 9.4.3 for M∗(X) and M∗(X) for
spaces X, in terms of morphisms in the stable category, suggest that we can extend
these homology and cohomology theories over the suspension spectrum functor

Σ∞ : Ho(T ) −→ Ho(SpN)

X 7−→ Σ∞X = F0X ,

so as to define the M -homology

Mn(X) = πn(M ∧X) = [Sn,M ∧X]

and M -cohomology
Mn(X) = [X,Sn ∧M ]

of a spectrum X.
For cohomology, this makes sense as stated, and extends the previous definition.

In particular, with H = HFp the mod p Eilenberg–MacLane spectrum, we see that

An ∼= Hn(H) = [H,Sn ∧H]

recovers the stable cohomology operations of type (Fp;Fp, n), i.e., the degree n part
of the Steenrod algebra. Hence there is an algebra isomorphism

A ∼= H∗(H) .

For homology, we have not yet made sense of M ∧ X when M and X are
both sequential spectra. This can be done [Ada74, §III.4], but a more satisfactory
construction can be given in the context of orthogonal spectra, which we turn to in
the next section. This will then lead to the formula

An ∼= Hn(H) = [Sn, H ∧H]

for the degree n part of the dual Steenrod algebra, and there is a Hopf algebra
isomorphism

A∗ ∼= H∗(H) .



9.5. ORTHOGONAL SPACES 223

9.5. Orthogonal spaces

We now give a different model for the stable category, namely as the homotopy
category Ho(SpO) = SpO[W −1] obtained by inverting the stable equivalences in a
category SpO of orthogonal spectra. The categories SpN and SpO are not equivalent,
but their associated homotopy categories

Ho(SpN) ' Ho(SpO)

are, so that we may replace our earlier use of Ho(SpN) with Ho(SpO). This has
the advantage that SpO is closed symmetric monoidal, with the (orthogonal) sphere
spectrum S as unit object, a symmetric monoidal smash product L∧M as monoidal
pairing, and a function spectrum F (M,N) as the closed structure. Furthermore,
these data induce a closed symmetric monoidal structure on Ho(SpO).

Orthogonal spectra were defined in [May80], under the name of I∗-prespectra,
and orthogonal ring spectra were defined even earlier in [May77], under the name
of I∗-prefunctors, but the good properties mentioned above first became apparent
with the introduction by Jeff Smith of symmetric spectra in 1994 (“Specters of
symmetry”, unpublished), and the unification of the two ideas in [MMSS01].

Following Schwede ((ETC: reference?)) we index orthogonal spectra on a min-
imal (= skeletal) subcategory of the category of all finite-dimensional inner prod-
uct spaces and isometries used by Mandell–May–Schwede–Shipley. See also “model
structure on orthogonal spectra” on https://ncatlab.org/nlab/show/HomePage and
[HHR16, Prop. A.12].

Definition 9.5.1. Let O(k) denote the group of orthogonal k× k matrices. It
acts linearly on Rk and its one-point compactification Sk = Rk∪{∞}. We consider
O(k)×O(`) as a subgroup of O(k + `), via the block sum of matrices.

We continue to work in the category T of based, compactly generated, weak
Hausdorff spaces and basepoint preserving maps.

Definition 9.5.2. An orthogonal spectrum M consists of a left O(k)-space Mk

and a map

σ : Mk ∧ S1 −→Mk+1

for each k ≥ 0, such that the composite

σ` : Mk ∧ S`
σ−→Mk+1 ∧ S`−1 σ−→ . . .

σ−→Mk+`−1 ∧ S1 σ−→Mk+`

is O(k)×O(`)-equivariant for every k, ` ≥ 0.

To justify this definition, we take a step back and define a closed symmetric
monoidal category of orthogonal spaces. The sphere spectrum S is a commutative
monoid in this category, and the category of right S-modules becomes the category
of orthogonal spectra. This is closed symmetric monoidal because S is commutative.
There is an analogous story for sequential spectra, which are the right S-modules
in a category of sequential spaces, but in this case S is not commutative, so the
module category does not inherit the monoidal structure.

Definition 9.5.3. Let O be the topological category with objects the integers
k ≥ 0, and with morphism spaces

O(k, `) =

{
O(k) for k = `,

∅ otherwise.
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It is symmetric monoidal, with unit object 0 and monoidal pairing

+: (k, `) 7−→ k + `

+: (A,B) 7−→

(
A 0

0 B

)
,

where A ∈ O(k) and B ∈ O(`). The symmetry isomorphism

τ : k + `
∼=−→ `+ k

equals the block permutation matrix

χk,` =

(
0 I`

Ik 0

)

where Ik ∈ O(k) and I` ∈ O(`) are the identity matrices.

The object k may also be viewed as Rk with the standard inner product, in
which case the monoidal pairing is the direct sum of inner product spaces, and the
symmetry is the usual twist isomorphism Rk ⊕ R` ∼= R` ⊕ Rk.

Definition 9.5.4. An orthogonal space is a continuous functor

M : O −→ T .

A map of orthogonal spaces is a continuous natural transformation f : M → N .
We write T O for the topological category of orthogonal spaces.

Explicitly, M maps each k ≥ 0 to a space Mk ∈ T , and for each A ∈ O(k) we
have a map M(A) : Mk →Mk, which defines a continuous left group action

λ : O(k)+ ∧Mk −→Mk

(A, x) 7−→ Ax .

Lemma 9.5.5. The category T O is tensored and cotensored over T , by setting

(X ∧M)k = X ∧Mk

(M ∧X)k = Mk ∧X
F (X,M)k = Map(X,Mk)

for M ∈ T O and X ∈ T , with the evident O(k)-actions. There are natural home-
omorphisms

Map(X,T O(M,N)) ∼= T O(M ∧X,N) ∼= T O(M,F (X,N)) .

Lemma 9.5.6. The category T O has all small limits and colimits, given for any
diagram α 7→Mα by

(lim
α
Mα)k = lim

α
(Mα)k

(colim
α

Mα)k = colim
α

(Mα)k ,

with the evident O(k)-actions.



9.5. ORTHOGONAL SPACES 225

Lemma 9.5.7. The category (T O, U,⊗,Hom) of orthogonal spaces is closed
symmetric monoidal, with unit object given by U0 = S0 and Uk = ∗ for k ≥ 1, with
monoidal pairing given by the Day convolution product

(L⊗M)k =
∨

i+j=k

O(k)+ ∧O(i)×O(j) Li ∧Mj

and with closed structure given by

Hom(M,N)i =
∏

i+j=k

Map(Mj , Nk)O(j) .

The symmetry τ : L⊗M
∼=−→M ⊗ L maps

C ∧ x ∧ y ∈ O(k)+ ∧O(i)×O(j) Li ∧Mj

to

Cχj,i ∧ y ∧ x ∈ O(k)+ ∧O(j)×O(i) Mj ∧ Li
for i+ j = k. There is a natural homeomorphism

T O(L⊗M,N) ∼= T O(L,Hom(M,N)) .

Proof. The Day convolution can also be written as the topological colimit

(L⊗M)k = colim
i,j,i+j→k

Li ∧Mj .

where the indexing category is the left fiber +/k of +: O×O→ O at k.
The symmetry is well defined, because

C

(
A 0

0 B

)
∧ x ∧ y = C ∧Ax ∧By

is mapped to

C

(
A 0

0 B

)
χj,i ∧ y ∧ x = Cχj,i ∧By ∧Ax .

It would not be well-defined without the factor χj,i.
The adjunction homomorphism for L, M and N can be expanded to

∏

k

T ((L⊗M)k, Nk)O(k) ∼=
∏

i,j

T (Li ∧Mj , Ni+j)
O(i)×O(j)

∼=
∏

i,j

T (Li,Map(Mj , Ni+j)
O(j))O(i) ∼=

∏

i

T (Li,Hom(M,N)i)
O(i)

�

Definition 9.5.8. The (orthogonal) sphere spectrum S has underlying orthog-
onal space

S : k 7−→ Sk = Sk = Rk ∪ {∞}
based at ∞, with A ∈ O(k) acting on Sk by its linear action on Rk.

The following lemma makes the whole theory work.
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Lemma 9.5.9. The sphere spectrum is a commutative monoid in orthogonal
spaces, with unit η : U → S given by the identity η0 : U0 = S0 = S0, and with
multiplication µ : S ⊗ S → S given by the O(k)-equivariant maps

µk : (S ⊗ S)k =
∨

i+j=k

O(k)+ ∧O(i)×O(j) S
i ∧ Sj −→ Sk = Sk

that are left adjoint to the O(i)×O(j)-equivariant identifications

Si ∧ Sj
∼=−→ Sk

for i+ j = k.

Proof. Associativity and unitality are clear, so the key thing to check is com-
mutativity, which amounts to the commutativity of the diagrams

∨
i+j=k O(k)+ ∧O(i)×O(j) S

i ∧ Sj τ //

µk
))

∨
j+i=k O(k)+ ∧O(j)×O(i) S

j ∧ Si

µk
uu

Sk

for all k ≥ 0. This follows from the observation that Ik ∧ x ∧ y for x ∈ Si and
y ∈ Sj maps via χj,i ∧ y ∧ x to χj,i · (y ∧ x) = x∧ y along the upper and right hand
route, and maps directly to x ∧ y along the left hand route. �

Lemma 9.5.10. For each ` ≥ 0 the evaluation functor Ev` : T O −→ T given
by Ev`(M) = M` has left adjoint G` : T −→ T O given by

G`(X)k =

{
O(`)+ ∧X for k = `,

∗ otherwise.

Lemma 9.5.11. There is a natural isomorphism

Gi(X)⊗Gj(Y ) ∼= Gi+j(X ∧ Y )

for X,Y ∈ T and i, j ≥ 0.

9.6. Orthogonal spectra

Definition 9.6.1 ([MMSS01, Def. 1.9, Ex. 4.4]). An orthogonal spectrum M
is a right S-module in orthogonal spaces. A map f : M → N of orthogonal spectra is
a map of right S-modules. We write SpO for the topological category of orthogonal
spectra.

Remark 9.6.2. This agrees with Definition 9.5.2, because the right S-action
ρ : M ⊗ S →M is given by O(k)×O(`)-equivariant maps

ρk,` : Mk ∧ S` −→Mk+`

that satisfy unitality and associativity, and which are therefore determined by the
components σ = ρk,1 : Mk ∧ S1 → Mk+1, for all k ≥ 0. Conversely, the latter
determine the right S-action when the equivariance condition for σ` : Mk ∧ S` →
Mk+` is satisfied.
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Lemma 9.6.3. The category SpO is tensored and cotensored over T , by setting

(X ∧M)k = X ∧Mk

(M ∧X)k = Mk ∧X
F (X,M)k = Map(X,Mk)

for M ∈ SpO and X ∈ T . There are natural homeomorphisms

Map(X,SpO(M,N)) ∼= SpO(M ∧X,N) ∼= SpO(M,F (X,N)) .

Proof. The right S-actions are given by

X ∧Mk ∧ S`
1∧σ`−→ X ∧Mk+`

Mk ∧X ∧ S`
1∧τ−→Mk ∧ S` ∧X

σ`∧1−→ Mk+` ∧X

Map(X,Mk) ∧ S` (?)−→ Map(X,Mk ∧ S`)
Map(1,σ`)−→ Map(X,Mk+`) .

�

Lemma 9.6.4. The category SpO has all small limits and colimits, given for
any diagram α 7→Mα by

(lim
α
Mα)k = lim

α
(Mα)k

(colim
α

Mα)k = colim
α

(Mα)k .

Proof. The right S-actions are given by
(

lim
α

(Mα)k

)
∧ S` (?)−→ lim

α

(
(Mα)k ∧ S`

) limσ`−→ lim
α

(Mα)k+`

(
colim
α

(Mα)k

)
∧ S`

∼=←− colim
α

(
(Mα)k ∧ S`

) colimσ`−→ colim
α

(Mα)k+` .

�

Lemma 9.6.5. The forgetful functor U : SpO → T O has left adjoint L 7→ L⊗S
and right adjoint N 7→ Hom(S,N). The evaluation functor Ev` : SpO → T given
by Ev`(M) = M` has left adjoint F` : T → SpO given by

F`(X) = G`(X)⊗ S ,

so that

F`(X)k =

{
O(k)+ ∧O(k−`) X ∧ Sk−` for k ≥ `,
∗ otherwise.

Proof. The left adjoint of the composite Ev`U : SpO → T O → T is the
composite of left adjoints G`(−) ⊗ S : T → T O → SpO. This evaluates on X to
the orthogonal spectrum F`(X) given at level k by

F`(X)k = (G`(X)⊗ S)k =
∨

i+j=k

O(k)+ ∧O(i)×O(j) G`(X)i ∧ Sj ,

which equals

O(k)+ ∧O(`)×O(k−`) O(`)+ ∧X ∧ Sk−` ∼= O(k)+ ∧O(k−`) X ∧ Sk−`

for k ≥ `, and is ∗ for k < `. �
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Definition 9.6.6. The orthogonal suspension spectrum Σ∞X = F0X of a
space X is given by

(Σ∞X)k = X ∧ Sk

with the standard O(k)-action on Sk, for each k ≥ 1. For each integer n we define
the orthogonal n-sphere spectrum Sn by

Sn =

{
F0S

n for n ≥ 0,

F−nS0 for n < 0,

so that

(Sn)k =





Sn+k for n ≥ 0,

O(k)+ ∧O(n+k) S
n+k for n < 0 and n+ k ≥ 0,

∗ for n+ k < 0,

with the evident O(k)-action.

Definition 9.6.7. Given an orthogonal spectrum M = (Mk, σ)k, the underly-
ing sequential spectrum UM = (Mk, σ)k is obtained by forgetting the O(k)-action
on Mk and ignoring the O(k) × O(`)-equivariance condition on σ`, for each k ≥ 0
and ` ≥ 0. Let

U : SpO −→ SpN

denote the forgetful functor.

Definition 9.6.8. The homotopy groups π∗(M) = (πn(M))n of an orthogonal
spectrum M are the homotopy groups of its underlying sequential spectrum:

πn(M) = πn(UM) = colim
k

πn+k(Mk) .

A map f : M → N of orthogonal spectra is a stable equivalence if the induced
homomorphism f∗ : π∗(M) → π∗(N) is an isomorphism, which is equivalent to
asking that the underlying map of sequential spectra is a stable equivalence.

Proposition 9.6.9 ([MMSS01, Prop. 3.2]). The forgetful functor U : SpO →
SpN admits a left adjoint, called the prolongation functor

P : SpN −→ SpO ,

which satisfies

P (FN
` X) = F`X

for each ` ≥ 0 and space X, and which commutes with colimits.

Here FN
` denotes the free functor that is left adjoint to Ev` : SpN → T , which

was simply denoted F` in Section 9.2.

T
G` //

F`

��

T O

Ev`

oo

−⊗S
//
SpO

U
oo

U
//

Ev`

TT

π∗

HH
SpN

Poo π∗ // grAb
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Example 9.6.10. F0(S0) = S equals the sphere spectrum, while F1(S1) has
k-th space

F1(S1)k = O(k)+ ∧O(k−1) (S1 ∧ Sk−1) ∼= Th(ε1 ⊕ τSk−1)

for each k ≥ 1. The left adjoint of the identity S1 = Ev1(S) is a map of orthogonal
spectra

λ : F1(S1) −→ S = F0(S0)

given at levels k ≥ 1 by the O(k)-equivariant extension

λk : O(k)+ ∧O(k−1) S
k −→ Sk

of the O(k − 1)-action on S1 ∧ Sk−1 ∼= Sk. This is 2(k − 1)-connected, so λ is a
stable equivalence. More generally [MMSS01, Lem. 8.6], the left adjoint

λ` : F`+1(S1) −→ F`(S
0)

of the canonical inclusion S1 → O(`+ 1)+ ∧O(1) S
1 = F`(S

0)`+1 is a stable equiv-
alence for each ` ≥ 0. This is the feature of orthogonal spectra that allows us to
define the stable equivalences as the π∗-isomorphisms.

Remark 9.6.11. In the parallel theory of symmetric spectra, based on the
symmetric groups Σk in place of the orthogonal groups O(k), the corresponding
maps λ` are not π∗-isomorphisms, but must nonetheless be taken to be stable
equivalences, hence invertible in the stable category, to ensure that the stably fibrant
objects are the Ω-spectra. By working with orthogonal spectra we do not need to
distinguish between stable equivalences and π∗-isomorphisms, which simplifies the
exposition.

Definition 9.6.12. The stable category Ho(SpO) is the localization

SpO
ι−→ SpO[W −1] = Ho(SpO)

of the category of orthogonal spectra with respect to the subcategory W of stable
equivalences. For orthogonal spectra M and N , let

[M,N ] = Ho(SpO)(M,N)

denote the set of morphisms in the stable category from M to N .

This does not conflict with our earlier usage, because of the following theorem.
This is a consequence of a stronger statement, proved in [MMSS01, Thm. 10.4],
saying that the adjunction (P,U) defines a Quillen equivalence between the stable
model structures on SpN and SpO.

Theorem 9.6.13. The functor U : SpO → SpN preserves stable equivalences
and induces an equivalence of categories

U : Ho(SpO)
'−→ Ho(SpN) .

We have the following analogue of Definition 9.2.9.

Definition 9.6.14 ([MMSS01, Def. 6.2, Def. 5.4, Thm. 6.5]). Let I be the
set of inclusions i : Sn−1

+ → Dn
+ for n ≥ 0. Let FI = FOI be the set of maps of

orthogonal spectra F`i : F`S
n−1
+ → F`D

n
+, for ` ≥ 0 and n ≥ 0.

A map i : M → N of orthogonal spectra is a relative cell spectrum if N is the
colimit of a sequence of maps starting with M , where each map is obtained by
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cobase change from a sum of maps in FI. A map i : M → N in SpO is a Quillen
cofibration (= q-cofibration) if it is a retract of a relative cell spectrum.

We say that an orthogonal spectrum N is a cell spectrum if ∗ → N is a relative
cell spectrum, and that N is Quillen cofibrant (= q-cofibrant) if ∗ → N is a Quillen

cofibration. If q : M c ∼→ M is a stable equivalence of orthogonal spectra, and M c

is Quillen cofibrant, then we say that M c is a cofibrant replacement for M .

We also have the following analogue of Definition 9.2.14.

Definition 9.6.15 ([MMSS01, Prop. 9.5]). A map p : M → N of orthogo-
nal spectra is a stable fibration (= q-fibration) if and only if the underlying map
Up : UM → UN of sequential spectra is a stable fibration, i.e., if pk : Mk → Nk is
a (non-equivariant) Serre fibration and

Mk
σ̃ //

pk

��

ΩMk+1

Ωpk+1

��

Nk
σ̃ // ΩNk+1

is a (non-equivariant) weak homotopy pullback, for each k ≥ 0.
We say that an orthogonal spectrum M is stably fibrant (= q-fibrant) if M → ∗

is a stable fibration. If j : N
∼→ Nf is a stable equivalence of orthogonal spectra,

and Nf is stably fibrant, then we say that Nf is a fibrant replacement for N .

The prolongation of a (relative) sequential cell spectrum is a (relative) orthog-
onal cell spectrum, with the same cell filtration. An orthogonal spectrum is stably
fibrant if and only if it is an Ω-spectrum, i.e., if each adjoint structure map is a
weak homotopy equivalence.

Theorem 9.6.16. The category SpO of orthogonal spectra is a ((ETC: com-
pactly generated, proper, topological)) model category with respect to the classes of
stable equivalences, Quillen cofibrations and stable fibrations.

Again, we refer to [MMSS01, Thm. 9.2] for the proof. To compare the stable
model structures on SpN and SpO we follow [Hov99, §1.3] and discuss Quillen
adjunctions and Quillen equivalences.

Definition 9.6.17 ([Hov99, Def. 1.3.1]). Let C and D be model categories,
and let F : C → D be left adjoint to G : D → C , so that there is a natural bijection

D(F (X), Y ) ∼= C (X,G(Y )) .

We say that the adjoint pair (F,G) is a Quillen adjunction if

(1) F preserves cofibrations, and
(2) G preserves fibrations.

This is just one of four equivalent formulations of this definition, because of the
following lemma.

Lemma 9.6.18 ([Hov99, Lem. 1.3.4]). F preserves cofibrations if and only if
G preserves acyclic fibrations, and G preserves fibrations if and only if F preserves
acyclic cofibrations.
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Proof. If Fi is a cofibration in D for each cofibration i in C , and q is an
acyclic fibration in D , then Gq has the right lifting property with respect to each
cofibration i, hence is itself an acyclic fibration. The other three cases are similar.

�

Definition 9.6.19 ([Hov99, Def. 1.3.6]). Given a Quillen adjunction (F,G),
let the total left derived functor LF : Ho(C )→ Ho(D) be defined by

(LF )(X) = F (Xc)

where Xc ∼ X is a (functorially defined) cofibrant replacement. Let the total right
derived functor RG : Ho(D)→ Ho(C ) be defined by

(RG)(Y ) = G(Y f )

where Y ∼ Y f is a (functorially defined) fibrant replacement.

Lemma 9.6.20 ([Hov99, Lem. 1.3.10]). Let C and D be model categories
and (F,G) a Quillen adjunction. Then LF : Ho(C ) → Ho(D) is left adjoint to
RG : Ho(D)→ Ho(C ), so that (LF,RG) form an adjoint pair.

Definition 9.6.21 ([Hov99, Def. 1.3.12]). A Quillen adjunction (F,G) is
called a Quillen equivalence when, for each cofibrant X in C and each fibrant Y
in D , a map f : F (X)→ Y is a weak equivalence in D if and only if its right adjoint
g : X → G(Y ) is a weak equivalence in C .

Proposition 9.6.22 ([Hov99, Prop. 1.3.13, Cor. 1.3.16]). Let F : C → D and
G : D → C be a Quillen adjunction. The following are equivalent:

(1) (F,G) is a Quillen equivalence.
(2) LF : Ho(C )→ Ho(D) and RG : Ho(D)→ Ho(C ) are adjoint equivalences

of categories.
(3) G reflects weak equivalences between fibrant objects and, for every cofi-

brant X in C the map η : X → G((FX)f ) is a weak equivalence.

Theorem 9.6.23 ([MMSS01, Thm. 10.4]). The adjoint pair (P,U), with
P : SpN → SpO and U : SpO → SpN, is a Quillen equivalence. Hence

LP : Ho(SpN)
'−→ Ho(SpO)

RU : Ho(SpO)
'−→ Ho(SpN)

are adjoint equivalences of categories.

Sketch proof. U : SpO → SpN preserves stable equivalences and stable fibra-
tions, so (P,U) is a Quillen adjunction. Furthermore, U reflects stable equivalences
and, for every Quillen cofibrant M in SpN the map η : M → UPM ∼ U((PM)f ) is a
stable equivalence. This verifies the equivalent conditions of Proposition 9.6.22. �

9.7. Closed symmetric monoidal structure

Since S is commutative, the category of right S-modules is isomorphic to the
category of left S-modules. A right S-action ρ : M ⊗ S → M determines a left
S-action

λ : S ⊗M τ−→M ⊗ S ρ−→M

and vice versa. Furthermore, we can form the tensor product L⊗SM and the func-
tion object HomS(M,N) of right S-modules L, M and N , and these remain right
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S-modules. These define the smash product and function spectrum, respectively,
for orthogonal spectra.

Theorem 9.7.1. The category SpO of orthogonal spectra is closed symmetric
monoidal, with unit object the sphere spectrum S, monoidal pairing the smash prod-
uct given by the coequalizer

L⊗ S ⊗M
ρ⊗1
//

1⊗λ
// L⊗M

π // L⊗S M = L ∧M

and with closed structure the function spectrum given by the equalizer

F (M,N) = HomS(M,N)
ι // Hom(M,N)

ρ∗
//

ρ∗
// Hom(M ⊗ S,N) .

((ETC: Explain ρ∗ = Hom(ρ, 1) and ρ∗.)) The symmetry τ : L ∧M
∼=−→ M ∧ L is

induced by τ : L⊗M
∼=−→M ⊗ L. There is a natural homeomorphism

SpO(L ∧M,N) ∼= SpO(L,F (M,N)) .

Remark 9.7.2. The coequalizer defining (L∧M)k can be expanded as follows.
∨
a+b+c=k O(k)+ ∧O(a)×O(b)×O(c) La ∧ Sb ∧Mc

ρ∧1

��

1∧λ
��∨

i+j=k O(k)+ ∧O(i)×O(j) Li ∧Mj

π

��

(L ∧M)k

The identifications for b = 1 generate the remaining ones, and set the composite

La ∧ S1 ∧Mc
σ∧1−→ La+1 ∧Mc −→ (L ∧M)a+1+c

equal to the composite

La ∧ S1 ∧Mc
1∧στ−→ {χc,1}+ ∧ La ∧Mc+1 −→ (L ∧M)a+1+c ,

for all a ≥ 0 and c ≥ 0.
The equalizer defining F (M,N)i can be expanded as below.

F (M,N)i

ι

��∏
i+j=k Map(Mj , Nk)O(j)

ρ∗

��

ρ∗

��∏
i+a+b=c Map(Ma ∧ Sb, Nc)O(a)×O(b)

The conditions for b = 1 generate the remaining ones, and demand that the com-
posite

F (M,N)i −→ Map(Ma+1, Ni+a+1)
Map(σ,1)−→ Map(Ma ∧ S1, Ni+a+1)
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is equal to the composite

F (M,N)i −→ Map(Ma, Ni+a)
Map(−∧S1,σ)−→ Map(Ma ∧ S1, Ni+a+1) .

Definition 9.7.3. For i + j = k let ιi,j : Li ∧Mj → (L ∧M)k map x ∧ y ∈
Li ∧Mj to the image of Ik ∧ x ∧ y ∈ O(k)+ ∧O(i)×O(j) Li ∧Mj ⊂ (L⊗M)k under
πk : (L⊗M)k → (L⊗S M)k = (L ∧M)k.

((ETC: Give bilinearity diagram for pairings L ∧M → N?))
The smash product of spectra extends the smash product of spaces, in the

following sense.

Lemma 9.7.4. There is a natural isomorphism

Fi(X) ∧ Fj(Y ) ∼= Fi+j(X ∧ Y ) .

for X,Y ∈ T and i, j ≥ 0.

Proof. Gi(X)⊗S⊗SGj(Y )⊗S ∼= Gi+j(X ∧Y )⊗S using Lemma 9.5.11. �

Example 9.7.5. The isomorphism

S1 ∧ S−1 = F0S
1 ∧ F1S

0 ∼= F1S
1

followed by the stable equivalence λ : F1S
1 → S from Example 9.6.10 define a stable

equivalence
S1 ∧ S−1 ∼−→ S .

The smash product of spectra also generalizes the smash product of a space
with a spectrum.

Lemma 9.7.6. For X ∈ T and M ∈ SpO there are natural isomorphisms

Σ∞X ∧M ∼= X ∧M
M ∧ Σ∞X ∼= M ∧X

F (Σ∞X,M) ∼= F (X,M) .

The homotopy group functor π∗ is compatible with the smash product of or-
thogonal spectra and the tensor product of graded abelian groups, in a lax sense.

Proposition 9.7.7. There is a natural homomorphism

· : π∗(L)⊗ π∗(M) −→ π∗(L ∧M)

and a homomorphism
Z −→ π∗(S)

that make π∗ : SpO −→ grAb a lax symmetric monoidal functor.

Remark 9.7.8. For π∗ to be a lax monoidal functor means that the two evident
composite pairings

π∗(L)⊗ π∗(M)⊗ π∗(N) −→ π∗(L ∧M ∧N)

are equal (where we have suppressed the associativity isomorphisms), together with
two unitality conditions, see [ML71, §XI.2]. To be symmetric then means that the
square

π∗(L)⊗ π∗(M)
· //

τ

��

π∗(L ∧M)

τ∗

��

π∗(M)⊗ π∗(L)
· // π∗(M ∧ L)
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commutes. Lax monoidal functors send monoids to monoids, and lax symmetric
monoidal functors take commutative monoids to commutative monoids. There is a
natural homomorphism

π∗F (M,N) −→ Hom(π∗(M), π∗(N))

that is right adjoint to the composite

π∗F (M,N)⊗ π∗(M)
·−→ π∗(F (M,N) ∧M)

ε∗−→ π∗(N) ,

where ε : F (M,N) ∧M → N is the adjunction counit (= evaluation).

Sketch proof of Proposition 9.7.7. Given f : S`+i → Li and g : Sm+j →
Mj we form the composite

f · g : S`+m+i+j τ ′−→ S`+i+m+j ∼= S`+i ∧ Sm+j f∧g−→ Li ∧Mj
ιi,j−→ (L ∧M)i+j ,

where τ ′ is any map of degree (−1)mi. If m ≥ 0 we can let τ ′ = 1∧τSm,Si∧1, but we
should also allow m < 0 in this construction. Then [f · g] ∈ π`+m+i+j((L ∧M)i+j)
only depends on [f ] and [g]. Furthermore, one can check that the stable class of
[f · g] in π`+m(L ∧M) only depends on the stable classes of [f ] in π`(L) and of [g]
in πm(M), so that we obtain a well-defined pairing

π`(L)× πm(M) −→ π`+m(L ∧M) .

This is bilinear, and hence factors uniquely through the tensor product, as asserted.
One can also check that

τ∗([f ] · [g]) = (−1)`m[g] · [f ]

for ` = |f | and m = |g|, so that the lax monoidal functor π∗ is symmetric. �

Corollary 9.7.9. The pairing

· : π∗(S)⊗ π∗(S) −→ π∗(S ∧ S) ∼= π∗(S)

makes π∗(S) a graded commutative ring. For each orthogonal spectrum M the
pairing

· : π∗(M)⊗ π∗(S) −→ π∗(M ∧ S) ∼= π∗(M)

makes π∗(M) a right π∗(S)-module. The lax monoidal structure homomorphism
factors uniquely through

π∗(L)⊗π∗(S) π∗(M) −→ π∗(L ∧M)

and the closed structure homomorphism factors uniquely through

π∗F (M,N) −→ Homπ∗(S)(π∗(M), π∗(N)) .

Definition 9.7.10. An orthogonal ring spectrum is an orthogonal spectrum E
equipped with a multiplication µ : E ∧ E → E and a unit η : S → E such that

E ∧ E ∧ E
µ∧1

��

1∧µ
// E ∧ E

µ

��

E ∧ E
µ

// E
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and

S ∧ E
η∧1
//

∼=
%%

E ∧ E
µ

��

E ∧ S
1∧η
oo

∼=
yy

E

commute. It is commutative if the diagram

E ∧ E τ //

µ
##

E ∧ E

µ
{{

E

commutes.

Definition 9.7.11. An orthogonal left E-module spectrum is an orthogonal
spectrum M with a pairing λ : E ∧M →M such that

E ∧ E ∧M 1∧λ //

µ∧1

��

E ∧M

λ

��

E ∧M λ // M

and

S ∧M
η∧1
//

∼=
%%

E ∧M

λ

��

M
commute.

There are similar definitions of right module spectra, bimodule spectra, algebra
spectra and commutative algebra spectra.

Example 9.7.12. The sphere spectrum S is a commutative orthogonal ring
spectrum. Any orthogonal spectrum M is an orthogonal (left and right) S-module
spectrum. A (commutative) orthogonal ring spectrum E is a (commutative) S-
algebra spectrum.

Remark 9.7.13. There are also weaker notions, of ring spectra and module
spectra up to homotopy, for which the (structure maps and) diagrams above are
only required to (exist and) commute in the stable category Ho(SpO).

Lemma 9.7.14. For each ring spectrum E (orthogonal, or up to homotopy), the
homotopy groups π∗(E) form a graded π∗(S)-algebra, which is graded commutative
if E is commutative. For each left E-module spectrum M (orthogonal, or up to
homotopy) the homotopy groups π∗(M) form a graded left π∗(E)-module.

((ETC: Get spectral sequences

E2
s,t = Tor

π∗(E)
s,t (π∗(L), π∗(M)) =⇒s πs+t(L ∧E M)

and
Es,t2 = Exts,tπ∗(E)(π∗(M), π∗(N)) =⇒s π−s−tFE(M,N)

for orthogonal ring spectra E and appropriate E-module L, M andN . See [EKMM97,
Thm. IV.4.1].))
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9.8. Monoidal model structure

Definition 9.8.1. Let C be a closed symmetric monoidal category, with monoidal
pairing ⊗. Let i : A→ X and j : B → Y be morphisms in C . Their pushout-product
map

i� j : A⊗ Y ∪A⊗B X ⊗B −→ X ⊗ Y
is the canonical morphism from the pushout to the lower right hand corner in the
following commutative square.

A⊗B
1⊗j
//

i⊗1

��

A⊗ Y

i⊗1

��

X ⊗B
1⊗j
// X ⊗ Y

Definition 9.8.2. Let C be a closed symmetric monoidal category with a
model structure. The pushout-product axiom requires that:

• If i : A → X and j : B → Y are cofibrations, then so is their pushout-
product i� j.

• If, furthermore, (i or) j is a weak equivalence, then so is i� j.

The unit axiom requires that:

• The canonical map q⊗ 1: U c⊗Y → U ⊗Y is a weak equivalence for each
cofibrant Y , where q : U c ∼ U is a cofibrant replacement of the unit.

Remark 9.8.3. The unit axiom is automatically satisfied when the unit ob-
ject U is cofibrant, which is the case for the stable model structure on SpO. However,
there are other useful model structures on orthogonal spectra, such as the positive
stable model structure, for which the unit S is not cofibrant. The positive model
structure lifts to a model structure on commutative orthogonal ring spectra, hence
is useful for the study of the homotopy theory of commutative algebra spectra.
((ETC: André–Quillen cohomology.))

Definition 9.8.4. A monoidal model category C is a a closed symmetric
monoidal category with a model structure satisfying the pushout-product axiom
and the unit axiom.

Definition 9.8.5. Let C be a monoidal model category. The total left derived
pairing

⊗L : Ho(C )×Ho(C ) −→ Ho(C )

maps (X,Y ) to Xc ⊗ Y c, where Xc ∼ X and Y c ∼ Y are cofibrant replacements.
The total right derived closed structure

HomR : Ho(C )op ×Ho(C ) −→ Ho(C )

maps (X,Y ) to Hom(Xc, Y f ), where Xc ∼ X and Y ∼ Y f are cofibrant and fibrant
replacements, respectively.

Theorem 9.8.6 ([Hov99, Thm. 4.3.2]). Let C be a monoidal model category.
The total left derived pairing ⊗L, unit object U , symmetry τ and total right derived
closed structure HomR define a closed symmetric monoidal structure on Ho(C ). In
particular, there is an adjunction

Ho(C )(X ⊗L Y,Z) ∼= Ho(C )(X,HomR(Y,Z)) .
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Theorem 9.8.7. The closed symmetric monoidal category SpO of orthogonal
spectra, with the stable model structure, is a monoidal model category.

Corollary 9.8.8. The stable category Ho(SpO) of orthogonal spectra is a
closed symmetric monoidal category.

Remark 9.8.9. It is traditional to write L∧M for the total left derived smash
product

L ∧LM = Lc ∧M c

and to write F (M,N) for the total right derived function spectrum

FR(M,N) = F (M c, Nf ) ,

omitting the superscripts L and R from the notation. These are the constructions
that are homotopically meaningful when the objects L, M and N are only given
up to stable equivalence.

Definition 9.8.10. Given spectra M and X, we define

Mn(X) = [Sn,M ∧X]

σ : Mn(X)
∼=−→M1+n(S1 ∧X)

as in Definition 9.4.1, thereby extending the homology theory M over the functor
Σ∞ : T → SpO from based spaces to orthogonal spectra.

Definition 9.8.11. Given spectra M and X, we define

Mn(X) = [X,Sn ∧M ]

σ : Mn(X)
∼=−→M1+n(S1 ∧X)

as in Definition 9.4.4, thereby extending the cohomology theory M over the functor
Σ∞ : T → SpO from based spaces to orthogonal spectra.

Sketch proof of Theorem 9.8.7. We must verify the pushout-product ax-
iom. To verify the first part, it suffices to consider pairs of maps i : FkS

n−1
+ → FkD

n
+

and j : F`S
m−1
+ → F`D

m
+ , in the set FI generating the relative cell spectra. The

pushout-product map i� j then has the form

Fk+`(S
n−1 ×Dm ∪Sn−1×Sm−1 Dn × Sm−1)+ −→ Fk+`(D

n ×Dm)+ ,

which is a Quillen cofibration.
The second part is proved in [MMSS01, Prop. 12.6], and relies on Proposi-

tion 9.8.12 below. �

Proposition 9.8.12 ([MMSS01, Prop. 12.3]). For any Quillen cofibrant or-
thogonal spectrum L, the functor

L ∧ − : M 7−→ L ∧M
preserves stable equivalences.

This is first proved for L = F`S
n, from which the general case follows. Infor-

mally, the proposition says that Quillen cofibrant orthogonal spectra are flat.

Example 9.8.13. The functor

Σ−1 = S−1 ∧ − : M 7−→ S−1 ∧M
from Ho(SpO) to itself defines an inverse equivalence to Σ = S1∧− : M 7→ S1∧M .
((ETC: Is λ ∧ 1: F1(S1) ∧M →M a stable equivalence if M is not cofibrant?))
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Proposition 9.8.14. If L is `-connective and M is m-connective, with L
(or M) Quillen cofibrant, then L ∧M is (`+m)-connective and

· : π`(L)⊗ πm(M)
∼=−→ π`+m(L ∧M)

is an isomorphism.

Sketch proof. There exists a stable equivalence M c ∼ M , where M c is
built from ∗ by attaching n-cells of the form (CSn−1, Sn−1) with n ≥ m, and
L∧M c ∼ L∧M . There is also a stable equivalence Lc ∼ L, where Lc is built from
n-cells with n ≥ `, and Lc ∧M c ∼ L∧M c. Here Lc ∧M c is built from n-cells with
n ≥ `+m, which implies that Lc ∧M c is (`+m)-connective.

A more precise account of the m- and (m + 1)-cells of M c, and of the `- and
(`+ 1)-cells of Lc, shows that the (m+ `)- and (m+ `+ 1)-cells of M c ∧ Lc give a
presentation of πm+`(M

c ∧ Lc) as the tensor product πm(M c)⊗ π`(Lc). �

Remark 9.8.15. Since the stable model structure on SpO is both monoidal and
stable, the homotopy category Ho(SpO) is both closed symmetric monoidal and
triangulated, and several compatibility conditions between the latter structures are
satisfied. Two of these are given in [HPS97, App. A.2] and [May01, Def. 4.1].
Let ΣX = S1 ∧X.

(1) The composite

ΣS1 = S1 ∧ S1 τ−→ S1 ∧ S1 = ΣS1

is multiplication by −1.
(2) For each distinguished triangle

X
f−→ Y

g−→ Z
h−→ ΣX

and object W in Ho(SpO), the following triangles are distinguished.

W ∧X 1∧f−→W ∧ Y 1∧g−→W ∧ Z 1∧h−→ Σ(W ∧X)

X ∧W f∧1−→ Y ∧W g∧1−→ Z ∧W h∧1−→ Σ(X ∧W )

F (W,X)
F (1,f)−→ F (W,Y )

F (1,g)−→ F (W,Z)
F (1,h)−→ ΣF (W,X)

Σ−1F (X,W )
−F (h,1)−→ F (Z,W )

F (g,1)−→ F (Y,W )
F (f,1)−→ F (X,W )

In (2) we use fixed identifications W ∧ ΣX ∼= Σ(W ∧X), ΣX ∧W ∼= Σ(X ∧W ),
F (W,ΣX) ∼= ΣF (W,X) and F (ΣX,W ) ∼= Σ−1F (X,W ), coming from the closed
structure.

Remark 9.8.16. May [May01] gives three more compatibility conditions that
are also satisfied, but these are not the full story, as explained by Keller and Nee-
man [KN02]. We will make use of the following Leibniz rule for the connecting
homomorphism in homotopy. ((ETC: Does it follow from the conditions of May or
Keller–Neeman?))

Let i : A→ X and j : B → Y be Quillen cofibrations and let

W = A ∧ Y ∪A∧B X ∧B
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be the pushout in the commutative square

A ∧B i∧1 //

1∧j
��

X ∧B
1∧j
��

A ∧ Y i∧1 // X ∧ Y .

By the pushout-product axiom the canonical map i� j : W → X ∧ Y is a Quillen
cofibration, and we have isomorphisms

X ∧ Y
W

∼=
X

A
∧ Y
B

and
W

A ∧B
∼= A ∧ Y

B
∨ X
A
∧B .

Proposition 9.8.17. Let x ∈ πn(X/A) and y ∈ πm(Y/B). Then

∂(x · y) = ∂x · y + (−1)nx · ∂y

in π−1+n+m(W/(A ∧B)) ∼= π−1+n+m(A ∧ (Y/B))⊕ π−1+n+m((X/A) ∧B).

Here ∂x ∈ π−1+n(A) and ∂y ∈ π−1+m(B) are given by the composites

πn(X/A)
∼=←− πn(X,A)

∂−→ π−1+n(A)

πm(Y/B)
∼=←− πm(Y,B)

∂−→ π−1+m(B)

and ∂(x · y) is calculated using the following diagram.

πn(X,A)⊗ πm(Y,B)
∼= //

·
��

πn(X/A)⊗ πm(Y/B)

·
��

πn+m(X ∧ Y,W )
∼= //

∂

��

πn+m(X/A ∧ Y/B)

π−1+n+m(W,A ∧B) // π−1+n+m(W/(A ∧B))

π−1+n+m(A ∧ (Y/B))⊕ π−1+n+m((X/A) ∧B)

∼=

OO

Remark 9.8.18. When applied to (cofibrant replacements of) maps of the
form F (X ′, A) → F (X ′, X) and F (X ′′, B) → F (X ′′, X), this gives a Leibniz rule
for pairings · : [X ′,−]∗ ⊗ [X ′′,−]∗ → [X ′ ∧ X ′′,−]∗ that generalize the pairing
· : π∗(−)⊗ π∗(−)→ π∗(−).

Proof. There are canonical isomorphisms

π−1+n(Fi) ∼= πn(X ∪ CA) ∼= πn(X/A) ,

where Fi denotes the homotopy fiber of i : A → X, so an element x ∈ πn(X/A)
can be represented by the homotopy class of a map f̄ : Sn+k → (X/A)k, of a

map f̂ : Dn+k ∪ CS−1+n+k → Xk ∪ CAk, or of a pair of maps (f : Dn+k →
Xk, f̃ : S−1+n+k → Ak) with f |S−1+n+k = if̃ , for k sufficiently large. The im-
age ∂x ∈ π−1+n(A) of x under the connecting homomorphism is the homotopy
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class of f̃ .

S−1+n //

f̃

��

Dn //

f

��

Dn ∪ CS−1+n ' //

'

ww
f̂

��

ΣS−1+n

Σf̃

��

Sn

f̄

��

A
i // X // X ∪ CA //

'

xx

ΣA

X/A

Likewise, any class y ∈ πm(Y/B) can be represented by the homotopy class of
a pair of maps (g : Dm+` → Y`, g̃ : S−1+m+` → B`) with g|S−1+m+` = jg̃, for `
sufficiently large.

The product x·y ∈ πn+m(X/A∧Y/B) ∼= πn+m((X∧Y )/W ) is then represented
by (−1)mk times the pair of maps

f ∧ g : Dn+k ∧Dm+` −→ Xk ∧ Y`
ιk,`−→ (X ∧ Y )k+`

f̃ ∧ g ∪ f ∧ g̃ : S−1+n+k ∧Dm+` ∪Dn+k ∧ S−1+m+` −→Wk+` .

Hence ∂(x · y) ∈ π−1+n+m(W ) is represented by (−1)mk times f̃ ∧ g ∪ f ∧ g̃, and
its projection to

π−1+n+m(W/(A ∧B)) ∼= π−1+n−m(A ∧ (Y/B) ∨ (X/A) ∧B)

is (−1)mk times the homotopy class of the composite

∂(Dn+k ∧Dm+`) = S−1+n+k ∧Dm+` ∪Dn+k ∧ S−1+m+`

(+1,(−1)n+k)−→ S−1+n+k ∧ Sm+` ∨ Sn+k ∧ S−1+m+`

f̃∧ḡ∨f̄∧g̃−→ (A ∧ Y/B ∨B ∧X/A)k+` .

Here the signs +1 and (−1)n+k reflect how the orientation of the boundary of
Dn+k ∧Dm+` behaves under the projections given by collapsing Dn+k ∧ S−1+m+`

and S−1+n+k ∧Dm+`, respectively.
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S−1+n ∧ S−1+m

��

f̃∧g̃
// A ∧B

��

∂(Dm ∧Dn)

��

f̃∧g∪f∧g̃
//

(+1,(−1)n)

((

W

��

%%

S−1+n ∧ Sm ∨ Sn ∧ S−1+m f̃∧ḡ∨f̄∧g̃
// A ∧ Y/B ∨X/A ∧B

Dn ∧Dm

��

f∧g
// X ∧ Y

��

Sn ∧ Sm
f̄∧ḡ

// X/A ∧ Y/B

It follows that the further projection to π−1+n+m(A∧ (Y/B)) is (−1)mk times
the homotopy class of

f̃ ∧ ḡ : S−1+n+k ∧ Sm+` −→ (A ∧ Y/B)k+` ,

which equals the product ∂x · y. Likewise, the projection to π−1+n+m((X/A) ∧B)
is (−1)mk(−1)n+k = (−1)n(−1)(m−1)k times the homotopy class of

f̄ ∧ g̃ : Sn+k ∧ S−1+m+` −→ (X/A ∧B)k+` ,

which equals the product (−1)nx · ∂y. �

((ETC: Can we give this proof in SpO? May assume A, X, B and Y are stably
fibrant (= Ω-spectra), but then X/A and Y/B will usually not have this property.))

((ETC: Schwede–Shipley monoid axiom from [SS00].))

9.9. Multiplicative (co-)homology theories

To exhibit the Eilenberg–MacLane spectra HG as orthogonal spectra, we use
a functorial construction of Eilenberg–MacLane spaces due to McCord, who works
in the category T of based, compactly generated, weak Hausdorff spaces.

Definition 9.9.1 ([McC69, §5, §6]). Let G be a commutative topological
monoid and X a based space. Let

B(G,X) =
∐

j≥0

(G×X)j/∼

be the space of formal sums

u =

j∑

i=1

(gi, xi)

with gi ∈ G and xi ∈ X, subject to the relations

(g′, x′) + (g′′, x′′) = (g′′, x′′) + (g′, x′)

(g′, x) + (g′′, x) = (g′ + g′′, x)

(g, x0) = 0 ,

where x0 ∈ X is the base point.
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We think of u as a finite set of points in X, labeled with elements in G, ignoring
any label at the base point. We give the image Bj(G,X) ⊂ B(G,X) of (G×X)j the
quotient topology, and give B(G,X) =

⋃
j≥0Bj(G,X) the (weak) colimit topology.

In particular, there is a closed inclusion

G+ ∧X = B1(G,X) −→ B(G,X) .

The construction is clearly natural in the commutative topological monoid G and
the based space X. There is a natural map

ρ : B(G,X) ∧ Y −→ B(G,X ∧ Y )

mapping (
∑
i(gi, xi)) ∧ y to

∑
i(gi, xi ∧ y), so homotopic maps X → X ′ induce

homotopic maps B(G,X)→ B(G,X ′). There is also a natural pairing

ι : B(G,X) ∧B(H,Y ) −→ B(G⊗H,X ∧ Y )

sending
∑
i(gi, xi) ∧

∑
j(hj , yj) to

∑
i,j(gi ⊗ hj)xi ∧ yj .

((ETC: Discuss CW structure on B(G,X) for G discrete, X triangulated.))

Theorem 9.9.2 ([McC69, Thm. 8.8]). If G is a discrete abelian group, and
(X,A) is a based triangulable pair, then

B(G,X) −→ B(G,X/A)

is a numerable principal B(G,A)-bundle. In particular, it is a Hurewicz fibration
with fiber B(G,A).

Corollary 9.9.3. Let G be a discrete abelian group. Then B(G,Dn) is con-
tractible and B(G,Sn) is a K(G,n)-space, for each n ≥ 0.

Proof. The homotopy equivalence Dn → ∗ induces a homotopy equivalence
B(G,Dn) ' B(G, ∗) = ∗. The Hurewicz fibration

B(G,Sn−1) −→ B(G,Dn) −→ B(G,Sn)

exhibits B(G,Sn) as a (connected) delooping of B(G,Sn−1). Since B(G,S0) ∼= G
is a K(G, 0)-space, it follows by induction that B(G,Sn) is a K(G,n)-space. �

Definition 9.9.4. For each (discrete) abelian groupG let the Eilenberg–MacLane
spectrum HG be the orthogonal spectrum with

(HG)k = B(G,Sk)

having the O(k)-action induced by the linear O(k)-action on Sk = Rk ∪ {∞}, and
with structure maps

σ : (HG)k ∧ S1 = B(G,Sk) ∧ S1 ρ−→ B(G,Sk ∧ S1) ∼= (HG)k+1

for each k ≥ 0.

This is an Ω-spectrum with

πn(HG) =

{
G for n = 0,

0 otherwise.

Hence there are natural isomorphisms

HG∗(X) ∼= H̃∗(X;G)

HG∗(X) ∼= H̃∗(X;G)

for all based X of the homotopy type of a CW complex.
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((ETC: Is HG Quillen cofibrant?))

Definition 9.9.5. Let µ : G′ ⊗ G′′ → G be a pairing of (discrete) abelian
groups. The induced maps

µ : (HG′)i ∧ (HG′′)j = B(G′, Si) ∧B(G′′, Sj)
ι−→ B(G′ ⊗G′′, Si ∧ Sj) µ−→ B(G,Si+j) = (HG)i+j

are O(i) × O(j)-equivariant and compatible with the right S-module structures,
hence induce a map

µ : HG′ ∧HG′′ −→ HG

of orthogonal spectra.

Example 9.9.6. If µ : R⊗R→ R is a ring multiplication, then

µ : HR ∧HR −→ HR

makes HR an orthogonal ring spectrum, which is commutative if R is commutative.
If λ : R⊗N → N is a left R-module action, then

λ : HR ∧HN −→ HN

makes HN an orthogonal left HR-module spectrum. In particular, HZ is a com-
mutative orthogonal ring spectrum, and HG is an orthogonal (left and right) HZ-
module spectrum, for each abelian group G.

((ETC: Examples of Thom (ring) spectra.))

Definition 9.9.7. Let µ : L ∧M → N be a map of orthogonal spectra. For
based spaces or spectra X and Y the homology smash product pairing

L∗(X)⊗M∗(Y )
∧−→ N∗(X ∧ Y )

is given by the composition

[S`, L ∧X]⊗ [Sm,M ∧ Y ]
·−→ [S` ∧ Sm, L ∧X ∧M ∧ Y ]

1∧τ∧1−→ [S`+m, L ∧M ∧X ∧ Y ]
µ∧1∧1−→ [S`+m, N ∧X ∧ Y ]

while the cohomology smash product pairing

L∗(X)⊗M∗(Y )
∧−→ N∗(X ∧ Y )

is given by the composition

[X,S` ∧ L]⊗ [Y, Sm ∧M ]
·−→ [X ∧ Y, S` ∧ L ∧ Sm ∧M ]

1∧τ∧1−→ [X ∧ Y, S` ∧ Sm ∧ L ∧M ]
1∧1∧µ−→ [X ∧ Y, S`+m ∧N ] .

If X = Y are spaces, the cup product pairing is the composition

∪ : L∗(X)⊗M∗(X)
∧−→ N∗(X ×X)

∆∗−→ N∗(X) .

((ETC: Discuss pairings of (co-)homology theories, including interaction with
connecting homomorphisms. The Leibniz rule. Pairings of Atiyah–Hirzebruch spec-
tral sequences?))

We now follow [Ada69, Lec. 3] to discuss Steenrod operations and cooperations
for (generalized) E-cohomology and E-homology, but will apply this in the classical
case E = HFp.
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Proposition 9.9.8. Let E be a spectrum. The composition pairing

φ : E∗(E)⊗ E∗(E) −→ E∗(E)

makes E∗(E) a graded ring. For each spectrum Y the composition pairing

λ : E∗(E)⊗ E∗(Y ) −→ E∗(Y )

makes E∗(Y ) a graded left E∗(E)-module. When E = H = HFp, this algebra equals
the mod p Steenrod algebra

A ∼= H∗(H) ,

and the action

λ : H∗(H)⊗H∗(Y ) −→ H∗(Y )

agrees with the natural left A-action

λ : A⊗H∗(Y ;Fp) −→ H∗(Y ;Fp) .

Proposition 9.9.9. Let E be a ring spectrum (orthogonal, or up to homotopy).
The map

X ∧ E ∧ E ∧ Y 1∧µ∧1−→ X ∧ E ∧ Y
induces a pairing

m : π∗(X ∧ E)⊗π∗(E) π∗(E ∧ Y ) −→ π∗(X ∧ E ∧ Y )

for all spectra X and Y . If X and E are such that π∗(X ∧ E) is flat as a right
π∗(E)-module then m is an isomorphism for all Y .

Proof. The composite

π∗(X ∧ E)⊗ π∗(E ∧ Y )
·−→ π∗(X ∧ E ∧ E ∧ Y )

1∧µ∧1−→ π∗(X ∧ E ∧ Y )

equalizes the two homomorphisms from π∗(X ∧E)⊗π∗(E)⊗π∗(E ∧Y ) by (homo-
topy) associativity. If π∗(X∧E) is flat over π∗(E), then π∗(X∧E)⊗π∗(E)π∗(E∧Y )
and π∗(X∧E∧Y ) both define homology theories for CW complexes Y , or cell spec-
tra Y . Since m is an isomorphism for Y = S, it follows by induction that it is an
isomorphism for all cell spectra Y , hence for all Y when the smash products are
interpreted in the total left derived sense. �

Definition 9.9.10. Suppose that E is a commutative ring spectrum (orthog-
onal, or up to homotopy), and that E∗E = π∗(E ∧ E) is flat as a right (or left)
module over E∗ = π∗(E). Let

ηL = (η ∧ 1)∗ : E∗ = π∗(S ∧ E) −→ π∗(E ∧ E) = E∗E

ηR = (1 ∧ η)∗ : E∗ = π∗(E ∧ S) −→ π∗(E ∧ E) = E∗E

φ = ∧ : E∗E ⊗ E∗E = π∗(E ∧ E)⊗ π∗(E ∧ E) −→ π∗(E ∧ E) = E∗E

ε = µ∗ : E∗E = π∗(E ∧ E) −→ π∗(E) = E∗

χ = τ∗ : E∗E = π∗(E ∧ E) −→ π∗(E ∧ E) = E∗E

denote the left unit, right unit, product, counit and conjugation. Furthermore, let

ψ = (1 ∧ η ∧ 1)∗ : E∗E = π∗(E ∧ S ∧ E) −→ π∗(E ∧ E ∧ E)
m∼= E∗E ⊗E∗ E∗E

define the coproduct.
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Proposition 9.9.11. The pair (E∗E,E∗), with the structure maps above, form
a graded Hopf algebroid. If ηL = ηR then E∗E is a graded commutative Hopf algebra
over E∗. When E = H = HFp, this Hopf algebra over E∗ = Fp equals the dual
Steenrod algebra

A∗ ∼= H∗(H) .

Remark 9.9.12. The terminology “Hopf algebroid” is due to Haynes Miller,
and means that E∗ and E∗E are graded commutative rings that corepresent the
object set and morphism set of a functor from graded commutative rings to small
groupoids, i.e., to small categories in which each morphism is invertible. The homo-
morphisms ηL and ηR corepresent the target (= codomain) and source (= domain),
ε corepresents the identity morphism, ψ corepresents composition, and χ expresses
the existence of inverses.

Definition 9.9.13. For each space or spectrum Y , let

ν = (1 ∧ η ∧ 1)∗ : E∗(Y ) = π∗(E ∧ S ∧ Y ) −→ π∗(E ∧ E ∧ Y )
m∼= E∗E ⊗E∗ E∗(Y )

define the E∗E-coaction on E∗(Y ).

Lemma 9.9.14. The coaction ν makes E∗(Y ) a left E∗E-comodule. When E =
H = HFp, the coaction

ν : H∗(Y ) −→ H∗H ⊗H∗ H∗(Y )

agrees with the natural left A∗-coaction

ν : H∗(Y ;Fp) −→ A∗ ⊗H∗(Y ;Fp) .

Note that this construction does not presume that H∗(Y ;Fp) is of finite type,
unlike the discussion in Section 7.8.

((ETC: Maybe discuss universal coefficient theorems and Künneth theorems
for spectral (co-)homology theories?))





CHAPTER 10

Homological Algebra (TO BE WRITTEN)

10.1. Tor and Ext

((ETC: Interpretation of Ext1 as extensions. Yoneda composition?))

10.2. Ext over Hopf algebras

((ETC: Structure theorems for Hopf algebras.))
A connected algebra is automatically augmented by the inverse ε = η−1 of the

unit in degree 0. Dually, a connected coalgebra is automatically coaugmented by
the inverse η = ε−1 of the counit in degree 0.

Theorem 10.2.1 ([MM65, Thm. 4.4]). Let R be a commutative ring, let A
be a connected R-bialgebra, let B be a connected left A-module coalgebra, and give
C = R⊗A B the induced R-coalgebra structure. Suppose that the composite

i : A ∼= A⊗R 1⊗η−→ A⊗B λ−→ B

is split injective, and that the composite

π : B ∼= A⊗A B
ε⊗1−→ R⊗A B = C

is split surjective, both as homomorphisms of R-modules. Then there exists a ho-
momorphism

h : B −→ A⊗ C
that is simultaneously an isomorphism of left A-modules and right C-comodules.

Corollary 10.2.2 ([MM65, Thm. 4.4]). Let R be a field, let A ⊂ B be a pair
of connected R-bialgebras, and set C = R⊗AB. Then there exists an isomorphism

h : B
∼=−→ A⊗ C

of left A-modules and right C-comodules. In particular, B is free as a left A-module.

((ETC: Dual statement with C = R�A B.))
((ETC: Adams: Sub (Hopf) algebras of the dual Steenrod algebra.))
((ETC: Adams–Margolis: Sub (Hopf) algebras of the Steenrod algebra.))

10.3. Double complexes

10.4. The Cartan–Eilenberg spectral sequence

247





CHAPTER 11

The Adams Spectral Sequence

((ETC: Double centralizer theorem/problem))
The classical mod p Adams spectral sequence

Es,t2 = Exts,tA (H∗(Y ), H∗(X)) =⇒s [X,Y ∧p ]t−s

aims to study the abelian group [X,Y ] = Ho(SpO)(X,Y ) of stable morphisms
f : X → Y , by means of the A-modules H∗(X) and H∗(Y ) and the derived functors
of HomA, where A denotes the mod p Steenrod algebra and H = HFp. It was
introduced by Adams in [Ada58, §3]. The generalization to the study of [X,Y ]
by means of the E∗E-modules E∗(X) and E∗(Y ), for a (homotopy commutative)
ring spectrum E, is known as the Adams–Novikov spectral sequence (principally
for E = MU [Nov67] and E = BP ), or as the E-based Adams spectral sequence.
There is also a homological formulation

Es,t2 = Exts,tA∗(H∗(X), H∗(Y )) =⇒s [X,Y ∧p ]t−s

of the Adams spectral sequence, in terms of the dual mod p Steenrod algebra A∗
and the A∗-comodules H∗(X) and H∗(Y ), which is a little more generally applicable
than the cohomological version.

11.1. The d-invariant

The degree deg(f) of a map f : Mn → Nn of closed, connected, oriented n-
manifolds with fundamental classes [M ] and [N ] is the integer satisfying f∗([M ]) =
deg(f)[N ] in Hn(N ;Z) ∼= Z. The d-invariant is defined to detect similar informa-
tion.

Definition 11.1.1. For spectra X and Y , let the (mod p cohomology) d-
invariant be the homomorphism

d : [X,Y ]∗ −→ Hom∗A(H∗(Y ), H∗(X))

[f ] 7−→ f∗

where [X,Y ]n = [Sn ∧X,Y ] denotes the degree n morphisms X → Y in the stable
category, and Homn

A(M,N) = HomA(M,ΣnN) denotes the A-module homomor-
phisms M → N of cohomological degree −n, for (graded) A-modules M and N .
Hence d maps the homotopy class of f : Sn∧X → Y to the induced homomorphism
f∗ : H∗(Y )→ H∗(Sn ∧X) ∼= ΣnH∗(X).

Let the (mod p homology) d-invariant be the homomorphism

d : [X,Y ]∗ −→ Hom∗A∗(H∗(X), H∗(Y ))

[f ] 7−→ f∗

where Homn
A∗(M,N) = HomA∗(Σ

nM,N) denotes the A∗-comodule homomor-
phisms M → N of homological degree n, for (graded) A∗-comodules M and N .
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Hence d maps the homotopy class of f : Sn ∧ X → Y to the induced homomor-
phism f∗ : ΣnH∗(X) ∼= H∗(Sn ∧X)→ H∗(Y ).

((ETC: Resolve notational inconsistency between graded and ungraded HomA(M,N),
HomA(M,N)i and Homn

A(M,N).))

Example 11.1.2. When X = S, the cohomology d-invariant specializes to the
homomorphism

d : π∗(Y ) −→ Hom∗A(H∗(Y ),Fp) ,
while the homology d-invariant specializes to

d : π∗(Y ) −→ Hom∗A∗(Fp, H∗(Y )) .

Lemma 11.1.3. The cohomology d-invariant is obtained by dualization from the
homology d-invariant, in the sense that it equals the composition

[X,Y ]∗
d−→ Hom∗A∗(H∗(X), H∗(Y ))

D−→ Hom∗A(H∗(Y ), H∗(X)) .

By Lemma 7.7.39, the dualization homomorphism D is an isomorphism when-
ever H∗(X) and H∗(Y ) are both bounded below and of finite type over Fp. ((ETC:
Only H∗(Y ) needs to be bounded below and of finite type. Refine the lemma to
reflect this.))

The d-invariant is particularly sensitive for maps to spectra of the form W =
H ∧ T , where T is an arbitrary spectrum. These are the H-injective spectra
of [Mil81, §1], and can be expressed as sums or products of suspensions of Eilenberg–
MacLane spectra. ((ETC: Reference for the notion “injective class”. Maybe the
Eilenberg–Moore memoir?))

Lemma 11.1.4. Let W∗ = H∗(T ). There are isomorphisms

H ∧ T
∼=←−
∨

n

ΣnH(Wn)
∼=−→
∏

n

ΣnH(Wn)

in the stable category, each inducing the identity map of Wn on πn for n ∈ Z.

Proof. Choose a basis for Wn = Hn(T ) as an Fp-vector space, and represent
its elements by morphisms fα : Sn → H ∧ T . Use the product µ : H ∧H → H to
extend these to morphisms

f̄α = (µ ∧ 1)(1 ∧ fα) : ΣnH ∼= H ∧ Sn → H ∧ T ,

and form their sum

gn : ΣnH(Wn) ∼=
∨

α

ΣnH −→ H ∧ T .

The sum

g :
∨

n

ΣnH(Wn) −→ H ∧ T

over n ∈ Z then induces the isomorphism g∗ : W∗
∼=−→ H∗(T ) in homotopy, hence is

a stable equivalence. The canonical map
∨

n

ΣnH(Wn) −→
∏

n

ΣnH(Wn)

induces the identity of W∗ on graded homotopy groups, hence is also a stable
equivalence. �
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Proposition 11.1.5. In the case W ∼= H ∧ T , the homological d-invariant

d : [X,W ]∗
∼=−→ Hom∗A∗(H∗(X), H∗(W ))

is an isomorphism. If, furthermore, W is bounded below with mod p homology of
finite type, then the cohomological d-invariant

d : [X,W ]∗
∼=−→ Hom∗A(H∗(W ), H∗(X))

is an isomorphism.

Proof. By the Künneth theorem, the homology smash product

∧ : H∗(H)⊗H∗(T )
∼=−→ H∗(H ∧ T )

is an isomorphism. Here H∗(H) ∼= A∗, and the source has the diagonal A∗-coaction.
By the untwisting isomorphism

A∗ ⊗H∗(T ) ∼= A∗ ⊗ UH∗(T )

of Proposition 7.7.31, this is isomorphic to the extended A∗-comodule on the un-
derlying graded Fp-vector space of H∗(T ). By adjunction, there is an isomorphism

Hom∗A∗(H∗(X), A∗ ⊗ UH∗(T )) ∼= Hom∗(UH∗(X), UH∗(T )) .

Omitting the forgetful functor U from the notation, the composite homomorphism

[X,H ∧ T ]∗
d−→ Hom∗A∗(H∗(X), H∗(H ∧ T )) ∼= Hom∗(H∗(X), H∗(T ))

defines a morphism of cohomology theories for (spaces or) spectra X, since H∗(T ) is
automatically injective as a graded Fp-vector space. Moreover, this morphism is an
isomorphism for X = S. Hence it, and d, is an isomorphism for every spectrum X.

When W is bounded below, the Künneth theorem gives an isomorphism

∧ : H∗(H)⊗H∗(T )
∼=−→ H∗(H ∧ T ) .

Here H∗(H) ∼= A, and the left hand side has the diagonal A-action. By the un-
twisting isomorphism

A⊗H∗(T ) ∼= A⊗ UH∗(T )

of Proposition 7.7.30, this agrees with the extended A-module on UH∗(T ). By
adjunction, there is an isomorphism

Hom∗A(A⊗ UH∗(T ), H∗(X)) ∼= Hom∗(UH∗(T ), UH∗(X)) .

The composite homomorphism

[X,H ∧ T ]∗
d−→ Hom∗A(H∗(H ∧ T ), H∗(X)) ∼= Hom∗(H∗(T ), H∗(X))

defines a morphism of cohomology theories, since H∗(T ) is automatically projective
as a graded Fp-vector space. Moreover, it is an isomorphism for X = S precisely
when H∗(T ) is of finite type, which for W bounded below is equivalent to H∗(W ) ∼=
A∗ ⊗H∗(T ) being of finite type. �
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11.2. Towers of spectra

Definition 11.2.1. By a tower Y? of (orthogonal) spectra we mean a diagram
of the form

. . . −→ Ys+1
α−→ Ys −→ . . . −→ Y1

α−→ Y0

in SpO. We write

Ys,r = C(αr : Ys+r → Ys) = Ys ∪ CYs+r

for the mapping cone of αr : Ys+r → Ys, so that we have a homotopy cofiber
sequence

(11.1) Ys+r
αr−→ Ys −→ Ys,r −→ ΣYs+r

for each s ≥ 0 and r ≥ 0. In particular, when r = 1 we have a homotopy cofiber
sequence

Ys+1
α−→ Ys

β−→ Ys,1
γ−→ ΣYs+1 ,

for each s ≥ 0. We often display the tower, and the homotopy cofiber sequences
for r = 1, as follows.

. . . // Ys+1
α // Ys //

β

��

. . . // Y2
α // Y1

α //

β

��

Y0

β

��

Ys,1

γ

bb

Y1,1

γ

``

Y0,1

γ

aa

Here the dashed arrows refer to maps to the suspension of the indicated target, i.e.,
of degree −1. We may also refer to this as a resolution in (orthogonal) spectra of
Y0, and redraw part of the diagram as follows.

(11.2) . . .← Σs+1Ys+1
γ←− ΣsYs,1

β←− ΣsYs ← . . .← ΣY1
γ←− Y0,1

β←− Y0

By a (strict) map of towers φ? : Y? → Z? we mean a sequence of maps φs : Ys →
Zs such that each square

Ys+1
α //

φs+1

��

Ys

φs

��

Zs+1
α // Zs

commutes in SpO. There are then well-defined maps φs,r : Ys,r → Zs,r for all s ≥ 0
and r ≥ 0, making the diagrams

Ys+r
αr //

φs+r

��

Ys //

φs

��

Ys,r //

φs,r

��

ΣYs+r

Σφs+r

��

Zs+r
αr // Zs // Zs,r // ΣZs+r

commute.
The category Tow(SpO) of towers of spectra is thus the category of functors

Nop → SpO, where there is a unique morphism i→ j in Nop precisely when i ≥ j.
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Remark 11.2.2. It might be more consistent to write Y s in place of Ys for the
terms in a tower, since s behaves as a cohomological index and the tower induces
decreasing filtrations, but the use of a subscript is traditional, and when discussing
multiplicative structure we will want to use superscripts for (smash) powers of
spectra.

One could also consider biinfinite towers of spectra, which are functors Zop →
SpO, but this will not be relevant for the Adams spectral sequence, and there are
some technical complications regarding model structures that we avoid by concen-
trating on non-negatively graded towers.

The homotopy spectral sequence associated to a tower of spectra will only
depend its image in the stable category, including the distinguished triangles (11.1),
which we shall refer to as resolutions.

Definition 11.2.3. By a resolution (Y?, Y?,1) in the stable category, we mean
a diagram of the form

. . . // Ys+1
α // Ys //

β

��

. . . // Y2
α // Y1

α //

β

��

Y0

β

��

Ys,1

γ

bb

Y1,1

γ

``

Y0,1

γ

aa

in Ho(SpO), where each triangle

Ys+1
α−→ Ys

β−→ Ys,1
γ−→ ΣYs+1

is distinguished. By a (weak) map of resolutions φ? : (Y?, Y?,1) → (Z?, Z?,1) we
mean sequences of morphisms φs : Ys → Zs and φs,1 : Ys,1 → Zs,1 in Ho(SpO), such
that the diagrams

Ys+1
α //

φs+1

��

Ys
β
//

φs

��

Ys,1
γ
//

φs,1

��

ΣYs+1

Σφs+1

��

Zs+1
α // Zs

β
// Zs,1

γ
// ΣZs+1

commute in the stable category.

Here is a different view of a map of resolutions.

. . . // Ys+1
α //

φs+1

��

Ys //

φs

��

β}}

. . . // Y2
α //

φ2

��

Y1
α //

φ1

��

β}}

Y0

φ0

��

β}}

Ys,1

γ

cc

φs,1

��

Y1,1

γ

aa

φ1,1

��

Y0,1

γ

aa

φ0,1

��

. . . // Zs+1
α // Zs //

β}}

. . . // Z2
α // Z1

α //

β}}

Z0

β}}

Zs,1

γ

cc

Z1,1

γ

aa

Z0,1

γ

aa

Remark 11.2.4. Each morphism α : Ys+1 → Ys in Ho(SpO) can be embedded
in a distinguished triangle, as above, but Ys,1 is then only determined up to non-
canonical isomorphism in the stable category. Hence, in order to associate an exact
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couple to the tower Y?, we need to extend it to a resolution (Y?, Y?,1) by fixing
choices of these distinguished triangles.

((ETC: Why does each resolution in Ho(SpO) come (up to isomorphism) from
a tower in SpO?))

Definition 11.2.5. The homotopy exact couple (A,E) associated to a spec-
trum X and a tower Y? of orthogonal spectra, or to X and a resolution (Y?, Y?,1)
in the stable category, is the diagram

. . . // [X,Ys+2]∗
α // [X,Ys+1]∗

α //

β

��

[X,Ys]∗
α //

β

��

[X,Ys−1]∗ //

β

��

. . .

[X,Ys+1,1]∗

γ

gg

[X,Ys,1]∗

γ

ff

[X,Ys−1,1]∗

γ

ff

,

where

· · · → [X,Ys+1]n
α−→ [X,Ys]n

β−→ [X,Ys,1]n
γ−→ [X,Ys+1]n−1 → . . .

is a long exact sequence for each s ≥ 0. The bigraded abelian groups A and E are
given by

As,t = [X,Ys]t−s = [St−s ∧X,Ys]
Es,t = [X,Ys,1]t−s = [St−s ∧X,Ys,1] .

The homotopy spectral sequence (Er, dr)r≥1 associated toX and Y? or (Y?, Y?,1),
is the spectral sequence associated to the homotopy exact couple, with

Es,t1 = [X,Ys,1]t−s = [St−s ∧X,Ys,1]

and

ds,t1 = βγ : Es,t1 −→ Es+1,t
1

for all s ≥ 0 and t ∈ Z. The dr-differentials

ds,tr : Es,tr −→ Es+r,t+r−1
r

then have (s, t)-bidegree (r, r − 1), for each r ≥ 1.

Remark 11.2.6. In view of the isomorphisms

As,t ∼= [ΣtX,ΣsYs]

Es,t ∼= [ΣtX,ΣsYs,1]

the lower part of the homotopy exact couple is obtained by applying [X,−]t =
[ΣtX,−] to the diagram (11.2). We treat the total degree t − s as a homological
grading, so that the differentials have total degree−1, which means that the internal
degree t is homological and the filtration degree s is cohomological. Since the
filtration degree s interacts most directly with the term number r for the spectral
sequence, we write Esr for the filtration s part of the Er-term. It is then traditional
to write Es,tr for the internal degree t part of this graded group, even if (Esr)t might
have been more consistent.

Definition 11.2.7. The abutment of the homotopy exact couple of X and Y?
is the graded abelian group [X,Y0]∗ with the descending, exhaustive filtration

· · · ⊂ F s+1[X,Y0]∗ ⊂ F s[X,Y0]∗ ⊂ · · · ⊂ F 0[X,Y0]∗ = [X,Y0]∗
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given by

F s[X,Y0]∗ = im([X,Ys]∗
αs−→ [X,Y0]∗)

for s ≥ 0.

Example 11.2.8. There are injective homomorphisms

F s[X,Y0]n
F s+1[X,Y0]n

//
ζ
// Es,s+n∞

for all s ≥ 0 and n ∈ Z. If for each n the groups [X,Ys]n vanish for all sufficiently
large s, then the filtration (F s[X,Y0]∗)s is degreewise discrete, and the homotopy
spectral sequence

Es,tr =⇒s [X,Y0]t−s
converges (strongly), by Proposition 2.5.11, so that each ζ is an isomorphism.

Example 11.2.9. When X = S, the homotopy exact couple of (Y?, Y?,1) is the
diagram

. . . // π∗(Ys+2)
α // π∗(Ys+1)

α //

β

��

π∗(Ys)
α //

β

��

π∗(Ys−1) //

β

��

. . .

π∗(Ys+1,1)

γ

ff

π∗(Ys,1)

γ

ff

π∗(Ys−1,1)

γ

ff

,

where

· · · → πn(Ys+1)
α−→ πn(Ys)

β−→ πn(Ys,1)
γ−→ πn−1(Ys+1)→ . . .

is a long exact sequence for each s ≥ 0. The bigraded abelian groups A and E = E1

are given by

As,t = πt−s(Ys)

Es,t = Es,t1 = πt−s(Ys,1)

and ds,t1 = βγ : Es,t1 → Es+1,t
1 equals the composite

πt−s(Ys,1)
γ−→ πt−s−1(Ys+1)

β−→ πt−s−1(Ys+1,1) .

Definition 11.2.10. The abutment of the homotopy exact couple of Y? is the
graded abelian group π∗(Y0) with the descending, exhaustive filtration given by

F sπ∗(Y0) = im(π∗(Ys)
αs−→ π∗(Y0))

for s ≥ 0.

Example 11.2.11. There are injective homomorphisms

F sπn(Y0)

F s+1πn(Y0)
//
ζ
// Es,s+n∞

for all s ≥ 0 and n ∈ Z. If the connectivity of the spectra Ys increases to infinity
with s, then the filtration (F sπ∗(Y0))s is degreewise discrete and the homotopy
spectral sequence

Es,tr =⇒s πt−s(Y0)

converges (strongly), so that each ζ is an isomorphism.
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Remark 11.2.12. The Adams grading convention for a homotopy spectral se-
quence is to use (t− s, s)-coordinates, placing each group Es,tr at the position with
horizontal coordinate t−s and vertical coordinate s. The dr-differentials then have
(t− s, s)-bigrading (−1, r), mapping one column to the left and r rows up.

• • • •

s+ r • Es+r,t+r−1
r • •

• • • •

s • • Es,tr

dr

ZZ

•

• • • •

s/t−s t−s−1 t−s

//

OO

When the spectral sequence converges to [X,Y0]∗, the associated graded groups
of the filtration (F s[X,Y0]n)s are given by the groups in the E∞-term that are
located in the column with t−s = n. There is then a tower of short exact sequences

. . .
��

��

F s+1[X,Y0]n // //

��

��

F s+1[X,Y0]n
F s+2[X,Y0]n

∼= Es+1,s+1+n
∞

F s[X,Y0]n // //

��

��

F s[X,Y0]n
F s+1[X,Y0]n

∼= Es,s+n∞

F s−1[X,Y0]n // //

��

��

F s−1[X,Y0]n
F s[X,Y0]n

∼= Es−1,s−1+n
∞

. . .

mapping down and across, ending with an edge homomorphism

[X,Y0]n // //
[X,Y0]n
F 1[X,Y0]

∼= E0,n
∞ // // E0,n

1 = [X,Y0,1]n

induced by β : Y0 → Y0,1.
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Remark 11.2.13. We can associate a homological extended Cartan–Eilenberg
system (H∗, η, ∂) to a spectrum X and a tower of spectra Y?, with graded groups

H∗(−s− r,−s) = [X,Ys,r]∗

for r ≥ 0. Equivalently,
H∗(i, j) = [X,Y−j,j−i]∗

for i ≤ j. Alternatively, we can index this as a cohomological extended Cartan–
Eilenberg system (H∗, η, δ), with graded groups

H∗(s, s+ r) = [X,Ys,r]−∗

H∗(i, j) = [X,Yi,j−i]−∗ .

A third, homotopical, indexing scheme for the Cartan–Eilenberg system works with
the graded groups

π∗(s, s+ r) = [X,Ys,r]∗ .

In each case we interpret Ys as Y0 for −∞ ≤ s < 0 and as ∗ for s =∞. The (top)
exact couple underlying each of these Cartan–Eilenberg systems is the same as the
homotopy exact couple of the tower of spectra, or of its associated resolution in the
stable category. ((ETC: Return to this when discussing products and pairings of
towers.))

11.3. Adams resolutions

Recall that a spectrum W is H-injective if it has the form H ∧ T for some
spectrum T , which means that it is stably equivalent to a wedge sum of suspensions
of Eilenberg–MacLane spectra.

Definition 11.3.1. Let Y be an (orthogonal) spectrum. A mod p Adams
resolution of Y is a resolution

. . . // Ys+1
α // Ys //

β

��

. . . // Y2
α // Y1

α //

β

��

Y0

β

��

Ys,1

γ

bb

Y1,1

γ

``

Y0,1

γ

aa

in Ho(SpO), with a stable equivalence Y ∼ Y0, such that

(1) Ys,1 is H-injective, and
(2) α∗ : H∗(Ys+1)→ H∗(Ys) is zero,

for each s ≥ 0. A mod p Adams tower for Y is a diagram

. . . −→ Ys+1
α−→ Ys −→ . . . −→ Y1

α−→ Y0

in SpO, with a stable equivalence Y ∼ Y0, such that the associated resolution (with
Ys,1 = C(α : Ys+1 → Ys)) is an Adams resolution.

Remark 11.3.2. In view of the long exact sequences

· · · → H∗(Ys+1)
α∗−→ H∗(Ys)

β∗−→ H∗(Ys,1)
γ∗−→ H∗−1(Ys+1)→ . . .

· · · → H∗−1(Ys+1)
γ∗−→ H∗(Ys,1)

β∗−→ H∗(Ys)
α∗−→ H∗(Ys+1)→ . . .

and the universal coefficient theorem, the condition that α∗ is zero is equivalent to
each of the following: that β∗ is injective, γ∗ is surjective, α∗ is zero, β∗ is surjective
or γ∗ is injective.
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Definition 11.3.3. The mod p Adams spectral sequence for [X,Y ]∗ is the
homotopy spectral sequence

Es,t1 = [X,Ys,1]t−s =⇒s [X,Y ]t−s

associated to a mod p Adams resolution (Y?, Y?,1) of Y . In the case X = S we write

Es,t1 (Y ) = πt−s(Ys,1) =⇒s πt−s(Y )

for this spectral sequence.

As stated, this depends on a choice of Adams resolution. We now show that
Adams resolutions exist, that they are quasi-uniquely defined and natural, and that
we can give algebraic descriptions of the E1- and E2-terms of the associated homo-
topy spectral sequences. In particular, the E2-term will be seen to be independent
of the choice of Adams resolution.

Definition 11.3.4. Let H = HFp, with unit map h : S → H and ring spectrum
multiplication µ : H ∧H → H, and let

S
h−→ H

i−→ H̄
q−→ S1

be the Puppe sequence generated by h, with H̄ = Ch = H ∪h CS.

Here h induces the stable mod p Hurewicz homomorphism π∗(X) → H∗(X),
hence the notation. ((ETC: Alternative notations would be η or ι.))

((ETC: Need S → H to be a Quillen cofibration, or Y to be Quillen cofibrant,
for the smash products defining ΣsYs and ΣsYs,1 to be homotopically meaningful.
One option is to implicitly work with the derived smash products. This may be-
come an issue when forming convolution products of towers, in order to discuss
multiplicative structure.))

Definition 11.3.5. The canonical Adams resolution of Y

. . . // Y3
α // Y2

α //

β

��

Y1
α //

β

��

Y

β

��

H ∧ Y2

γ

cc

H ∧ Y1

γ

ee

H ∧ Y
γ

ee

is defined inductively by setting Y0 = Y and, for s ≥ 0, letting

Ys
β−→ Ys,1

γ−→ ΣYs+1
−Σα−→ ΣYs

be equal to

S ∧ Ys
h∧1−→ H ∧ Ys

i∧1−→ H̄ ∧ Ys
q∧1−→ S1 ∧ Ys .

This implicitly defines α : Ys+1 → Ys in Ho(SpO), since Σ is an equivalence of
categories. Equivalently,

ΣsYs = H̄∧s ∧ Y
ΣsYs,1 = H ∧ H̄∧s ∧ Y

for each s ≥ 0, with β, γ and −Σα induced by h, i and q, respectively.
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Note that the canonical Adams resolution of Y equals the canonical Adams
resolution

. . . // Σ−3H̄∧3 α // Σ−2H̄∧2 α //

β

��

Σ−1H̄
α //

β

��

S

β

��

H ∧ Σ−2H̄∧2

γ

gg

H ∧ Σ−1H̄

γ

gg

H

γ

gg

of S, smashed with Y .

Lemma 11.3.6. The canonical Adams resolution (Y?, Y?,1) is an Adams reso-
lution of Y = Y0. If Y is bounded below with mod p homology of finite type, then
each Ys,1 is also bounded below with mod p homology of finite type.

Proof. Each spectrum Ys,1 = H ∧Ys is H-injective by construction. Further-
more, each homomorphism

β∗ : H∗(Ys) −→ H∗(Ys,1)

is induced by the unit inclusion

H ∧ Ys ∼= H ∧ S ∧ Ys
1∧h∧1−→ H ∧H ∧ Ys ,

which is split by the ring spectrum multiplication

H ∧H ∧ Ys
µ∧1−→ H ∧ Ys .

Hence β∗ is (split) injective and α∗ = 0. (This only uses that µ(1 ∧ h) = 1 in the
stable category.)

Note that H and H̄ are bounded below, with H∗(H) ∼= A∗ and H∗(H̄) ∼= J(A∗)
both being of finite type. It follows from Proposition 9.8.14 that if Y is bounded
below, then so is each Ys,1. If Y furthermore has mod p homology of finite type,
then the Künneth formula

H∗(Ys,1) ∼= A∗ ⊗ J(A∗)
⊗s ⊗H∗(Y )

shows that each Ys,1 also has this property. �

The homological image of an Adams resolution begins as follows.

. . . H∗(Σ2Y2)
��

β∗

��

H∗(ΣY1)
��

β∗

��

H∗(Y )
��

β∗

��

H∗(Σ2Y2,1)

γ∗

dddd

H∗(ΣY1,1)

γ∗

gggg

H∗(Y0,1)

γ∗

ffff

Proposition 11.3.7. Let X be a spectrum and let (Y?, Y?,1) be an Adams res-
olution of Y . The Adams spectral sequence

Es,t1 = [X,Ys,1]t−s =⇒s [X,Y ]t−s

satisfies:

(1) The d-invariant

d : Es,t1

∼=−→ Homt
A∗(H∗(X), H∗(Σ

sYs,1))

is an isomorphism.
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(2) The diagram

Es,t1
d
∼=

//

ds,t1

��

Homt
A∗(H∗(X), H∗(ΣsYs,1))

Hom(1,β∗γ∗)

��

Es+1,t
1

d
∼=
// Homt

A∗(H∗(X), H∗(Σs+1Ys+1,1))

commutes.
(3) The A∗-comodule complex

. . .← H∗(Σ
s+1Ys+1,1)

β∗γ∗←− H∗(Σ
sYs,1)

β∗γ∗←− . . .

. . .
β∗γ∗←− H∗(ΣY1,1)

β∗γ∗←− H∗(Y0,1)
β∗←− H∗(Y )← 0

is exact, and each H∗(ΣsYs,1) is an extended A∗-comodule. Hence this is
an injective A∗-comodule resolution of H∗(Y ).

Proof. Claim (1) follows from Proposition 11.1.5, using the identification

Homt−s
A∗

(H∗(X), H∗(Ys,1)) ∼= Homt
A∗(H∗(X), H∗(Σ

sYs,1)) ,

since each ΣsYs,1 is H-injective, i.e., has the form H ∧ T .

Claim (2) follows from the commutative diagram below, since ds,t1 = β∗γ∗.

Es,t1

γ∗

��

d
∼=

// Homt
A∗(H∗(X), H∗(ΣsYs,1))

Hom(1,γ∗)

��

[X,Σs+1Ys+1]t

β∗

��

d // Homt
A∗(H∗(X), H∗(Σs+1Ys+1))

Hom(1,β∗)

��

Es+1,t
1

d
∼=

// Homt
A∗(H∗(X), H∗(Σs+1Ys+1,1))

Claim (3) follows by splicing together the sequences

0← H∗(Σ
s+1Ys+1)

γ∗←− H∗(ΣsYs,1)
β∗←− H∗(ΣsYs)← 0

for all s ≥ 0. These are all short exact, because α∗ = 0. Since each ΣsYs,1 has the
form H∧T for some spectrum T , the Künneth formula and untwisting isomorphism
show that

H∗(Σ
sYs,1) ∼= H∗(H)⊗H∗(T ) ∼= A∗ ⊗H∗(T )

is an extended A∗-comodule, for each s ≥ 0. �

Theorem 11.3.8. The Adams spectral sequence for [X,Y ]∗ has E2-term

Es,t2 = Exts,tA∗(H∗(X), H∗(Y )) ,

which only depends on the A∗-comodules H∗(X) and H∗(Y ). In the special case
X = S, we write

Es,t2 (Y ) = Exts,tA∗(Fp, H∗(Y ))

for this E2-term.
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Proof. Let Is∗ = H∗(ΣsYs,1), δs = β∗γ∗ : Is∗ → Is+1
∗ and η = β∗ : H∗(Y )→ I0

∗ .
Then

. . .← Is+1
∗

δs←− Is∗
δs−1

←− . . .
δ1←− I1

∗
δ0←− I0

∗
η←− H∗(Y )← 0

is an injective A∗-comodule resolution of H∗(Y ), so the cohomology groups of the
cochain complex

. . .← Homt
A∗(H∗(X), Is+1

∗ )
Hom(1,δs)←− Homt

A∗(H∗(X), Is∗)

Hom(1,δs−1)←− Homt
A∗(H∗(X), Is−1

∗ )← . . .

are by definition the A∗-comodule Ext-groups Exts,tA∗(H∗(X), H∗(Y )), for all s ≥ 0
and t. Since this cochain complex is isomorphic to

. . .← Es+1,t
1

ds,t1←− Es,t1

ds−1,t
1←− Es−1,t

1 ← . . . ,

these cohomology groups are precisely the components Es,t2 of the Adams spectral
sequence E2-term. �

The cohomological image of an Adams resolution begins as follows.

. . .
$$

γ∗
$$

H∗(Σ2Y2)
''

γ∗
''

H∗(ΣY1)
&&

γ∗
&&

H∗(Y )

H∗(Σ2Y2,1)

β∗

OOOO

H∗(ΣY1,1)

β∗

OOOO

H∗(Y0,1)

β∗

OOOO

Proposition 11.3.9. Let X and Y be spectra, and suppose that (Y?, Y?,1) is
an Adams resolution of Y with each Ys,1 bounded below and of finite type mod p.
The Adams spectral sequence

Es,t1 = [X,Ys,1]t−s =⇒s [X,Y ]t−s

satisfies

(1) The d-invariant

d : Es,t1

∼=−→ Homt
A(H∗(ΣsYs,1), H∗(X))

is an isomorphism.
(2) The diagram

Es,t1
d
∼=

//

ds,t1

��

Homt
A(H∗(ΣsYs,1), H∗(X))

Hom(γ∗β∗,1)

��

Es+1,t
1

d
∼=
// Homt

A(H∗(Σs+1Ys+1,1), H∗(X))

commutes.
(3) The A-module complex

· · · → H∗(Σs+1Ys+1,1)
γ∗β∗−→ H∗(ΣsYs,1)

γ∗β∗−→ . . .

. . .
γ∗β∗−→ H∗(ΣY1,1)

γ∗β∗−→ H∗(Y0,1)
β∗−→ H∗(Y )→ 0

is exact, and each H∗(ΣsYs,1) is an extended A-module. Hence this is a
projective A-module resolution of H∗(Y ).
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Proof. Claim (1) follows from Proposition 11.1.5, using the identification

Homt−s
A (H∗(Ys,1), H∗(X)) ∼= Homt

A(H∗(ΣsYs,1), H∗(X)) ,

since each ΣsYs,1 is H-injective, i.e., has the form H ∧ T , and is assumed to be
bounded below of finite type mod p.

Claim (2) follows from the commutative diagram below, since ds,t1 = β∗γ∗.

Es,t1

γ∗

��

d
∼=

// Homt
A(H∗(ΣsYs,1), H∗(X))

Hom(γ∗,1)

��

[X,Σs+1Ys+1]t

β∗

��

d // Homt
A(H∗(Σs+1Ys+1), H∗(X))

Hom(β∗,1)

��

Es+1,t
1

d
∼=

// Homt
A(H∗(Σs+1Ys+1,1), H∗(X))

Claim (3) follows by splicing together the sequences

0→ H∗(Σs+1Ys+1)
γ∗−→ H∗(ΣsYs,1)

β∗−→ H∗(ΣsYs)→ 0

for all s ≥ 0. These are all short exact, because α∗ = 0. Since each ΣsYs,1 has the
form H ∧ T for some spectrum T , and is bounded below of finite type mod p, the
Künneth formula and untwisting isomorphism show that

H∗(ΣsYs,1) ∼= H∗(H)⊗H∗(T ) ∼= A⊗H∗(T )

is an extended A-module, for each s ≥ 0. �

Theorem 11.3.10. Let X and Y be spectra, with Y bounded below and of finite
type mod p. The Adams spectral sequence for [X,Y ]∗ has E2-term

Es,t2
∼= Exts,tA (H∗(Y ), H∗(X)) ,

which only depends on the A-modules H∗(X) and H∗(Y ). In the special case X =
S, we write

Es,t2 (Y ) = Exts,tA (H∗(Y ),Fp)
for this E2-term.

Proof. Let P ∗s = H∗(ΣsYs,1), ∂s = γ∗β∗ : P ∗s → P ∗s−1 and ε = β∗ : P ∗0 →
H∗(Y ). Then

· · · → P ∗s+1

∂s+1−→ P ∗s
∂s−→ . . .

∂2−→ P ∗1
∂1−→ P ∗0

ε−→ H∗(Y )→ 0

is a projective A-module resolution of H∗(Y ), so the cohomology groups of the
cochain complex

. . .← Homt
A(P ∗s+1, H

∗(X))
Hom(∂s+1,1)←− Homt

A(P ∗s , H
∗(X))

Hom(∂s,1)←− Homt
A(P ∗s−1, H

∗(X))← . . .

are by definition the A-module Ext-groups Exts,tA (H∗(Y ), H∗(X)), for all s ≥ 0
and t. Since this cochain complex is isomorphic to

. . .← Es+1,t
1

ds,t1←− Es,t1

ds−1,t
1←− Es−1,t

1 ← . . . ,
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these cohomology groups are precisely the components Es,t2 of the Adams spectral
sequence E2-term. �

Algebraic resolutions can quite generally be realized by Adams resolutions.

Lemma 11.3.11. Let

. . .← I1
∗

δ0←− I0
∗

η←− H∗(Y )← 0

be an extended A∗-comodule resolution of H∗(Y ). Then there exists an Adams
resolution (Y?, Y?,1) of Y such that the associated injective A∗-comodule resolution

. . .← H∗(ΣY1,1)
δ0←− H∗(Y0,1)

η←− H∗(Y0)→ 0

is isomorphic to the resolution above.

Proof. We set Y0 = Y and choose H-injective Ys,1 such that H∗(ΣsYs,1) ∼= Is∗ ,
for each s ≥ 0. More explicitly, if

Is∗ ∼= A∗ ⊗ V ∼=
⊕

α

ΣnαA∗

with V =
⊕

α ΣnαFp we let T =
∨
α S

nα and set ΣsYs,1 ' H ∧T . Let β : Y0 → Y0,1

correspond to η : H∗(Y )→ I0
∗ under the case s = 0 of the isomorphism

d : [Ys, Ys,1]
∼=−→ HomA∗(H∗(Σ

sYs), I
s
∗) ,

and let ΣY1 = Cβ be its mapping cone, with γ : Y0,1 → ΣY1 and Σα : ΣY1 → ΣY0

the canonical maps. Then γ∗ realizes the surjection I0
∗ → cok(η) ∼= im(δ0).

Inductively, for s ≥ 1 let β : Ys → Ys,1 correspond under d to the inclusion
im(δs−1) ⊂ Is∗ , and let ΣYs+1 be its mapping cone, with γ : Ys,1 → ΣYs+1 and
Σα : ΣYs+1 → ΣYs the canonical maps. Then γ∗ realizes the surjection Is∗ →
cok(δs−1) ∼= im(δs), as required. �

Lemma 11.3.12. Let

· · · → P ∗1
∂1−→ P ∗0

ε−→ H∗(Y )→ 0

be a free A-module resolution of H∗(Y ), with each P ∗s bounded below and of finite
type. Then there exists an Adams resolution (Y?, Y?,1) of Y with each Ys,1 bounded
below and of finite type mod p, such that the associated projective A-module resolu-
tion

· · · → H∗(ΣY1,1)
∂1−→ H∗(Y0,1)

ε−→ H∗(Y0)→ 0

is isomorphic to the resolution above.

Proof. We set Y0 = Y and choose H-injective Ys,1 such that H∗(ΣsYs,1) ∼=
P ∗s , for each s ≥ 0. More explicitly, if

P ∗s ∼=
⊕

α

ΣnαA ∼=
∏

α

ΣnαA

we let T =
∨
α S

nα and set ΣsYs,1 ' H ∧ T . Let β : Y0 → Y0,1 correspond to
ε : P ∗0 → H∗(Y ) under the case s = 0 of the isomorphism

d : [Ys, Ys,1]
∼=−→ HomA(P ∗s , H

∗(ΣsYs)) ,

and let ΣY1 = Cβ be its mapping cone, with γ : Y0,1 → ΣY1 and Σα : ΣY1 → ΣY0

the canonical maps. Then γ∗ realizes the inclusion im(∂1) = ker(ε) ⊂ P ∗0 .
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Inductively, for s ≥ 1 let β : Ys → Ys,1 correspond under d to the surjection
P ∗s → im(∂s) factoring ∂s through its image, and let ΣYs+1 be its mapping cone,
with γ : Ys,1 → ΣYs+1 and Σα : ΣYs+1 → ΣYs the canonical maps. Then γ∗ realizes
the inclusion im(∂s+1) = ker(∂s) ⊂ P ∗s , as required. �

((ETC: Check that each Adams resolution comes, up to isomorphism, from an
Adams tower.))

Lemma 11.3.13. The Adams spectral sequence edge homomorphism

[X,Y ]n −→ E0,n
∞ ⊂ E0,n

2 = Homn
A∗(H∗(X), H∗(Y ))

is equal to the mod p homological d-invariant. If Y is bounded below and of finite
type mod p, then the edge homomorphism

[X,Y ]n −→ E0,n
∞ ⊂ E0,n

2 = Homn
A(H∗(Y ), H∗(X))

is equal to the mod p cohomological d-invariant.

Proof. The E1-edge homomorphism [X,Y ]∗ → [X,Y0,1]∗ = E0,∗
1 is induced

by β : Y → Y0,1, and factors through the inclusion E0,∗
2 ⊂ E0,∗

1 of the kernel of
β∗γ∗. The lower row in the commutative diagram

[X,ΣY1,1]∗

d ∼=
��

[X,Y0,1]∗
β∗γ∗oo

d ∼=
��

[X,Y ]∗
β∗oo

d

��

HomA∗(H∗(X), I1
∗ ) HomA∗(H∗(X), I0

∗ )
δ0∗oo HomA∗(H∗(X), H∗(Y ))

η∗oo 0oo

is exact, and therefore the E2-edge homomorphism corresponds under the middle
isomorphism d to the right hand homomorphism d. �

Definition 11.3.14. For f ∈ [X,Y ]n satisfying d(f) = 0, then the mod p
Hopf–Steenrod invariant

e(f) ∈ Ext1
A∗(H∗(Σ

1+nX), H∗(Y )) = Ext1,1+n
A∗

(H∗(X), H∗(Y ))

is defined to be the class of the A∗-comodule extension

0← H∗(Σ
1+nX)

q∗←− H∗(Cf)
i∗←− H∗(Y )← 0 .

If Y is bounded below and of finite type mod p, then this equals the class

e(f) ∈ Ext1
A(H∗(Y ), H∗(Σ1+nX)) = Ext1,1+n

A (H∗(Y ), H∗(X))

of the A-module extension

0→ H∗(Σ1+nX)
q∗−→ H∗(Cf)

i∗−→ H∗(Y )→ 0 .

Proposition 11.3.15. The Adams spectral sequence near-edge homomorphism

F 1[X,Y ]n −→ E1,1+n
∞ ⊂ E1,1+n

2 = Ext1,1+n
A∗

(H∗(X), H∗(Y ))

equals the mod p Hopf–Steenrod invariant, mapping f with d(f) = 0 to e(f).
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Proof. A morphism f ∈ [X,Y ]n = [ΣnX,Y ] satisfies d(f) = 0 precisely if
βf = 0, in which case there exist morphisms f1 : ΣnX → Y1 and Cf → Y0,1

making the following diagram commute.

ΣnX
f
//

f1

��

Y
i //

=

��

Cf
q
//

��

Σ1+nX

Σf1

��

Y1
α // Y0

β
// Y0,1

γ
// ΣY1

Σβ
$$

ΣY1,1

Passing to homology, we get a commutative diagram

0 // H∗(Y )
i∗ //

=

��

H∗(Cf)
q∗ //

��

H∗(Σ1+nX) //

Σ(βf1)∗

��

0

0 // H∗(Y )
η

// I0
∗

δ0 // I1
∗

δ1 // I2
∗

of A∗-comodules. Here the (well-defined) cohomology class

e(f) ∈ Ext1
A∗(H∗(Σ

1+nX), H∗(Y ))

of

Σ(βf1)∗ ∈ HomA∗(H∗(Σ
1+nX), I1

∗ )

corresponds both to the A∗-comodule extension given by H∗(Cf), and to the class

in E1,1+n
∞ ⊂ E1,1+n

2 detecting f in the Adams spectral sequence. �

We can restrict an Adams resolution Y? to filtrations s ≥ k, and obtain an
Adams resolution of Yk.

Lemma 11.3.16. Let (Y?, Y?,1) an Adams resolution of Y0, and let k ≥ 0. Define
a resolution (Z?, Z?,1) so that

Zs+1
α−→ Zs

β−→ Zs,1
γ−→ ΣZs+1

is equal to

Yk+s+1
α−→ Yk+s

β−→ Yk+s,1
γ−→ ΣYk+s+1

for all s ≥ 0. Then (Z?, Z?,1) is an Adams resolution of Yk. There is a morphism
of spectral sequences

(Es,tr (X,Z), dr) −→ (Ek+s,k+t
r (X,Y ), dr)

from the Adams spectral sequence for X and Z0 = Yk to the Adams spectral sequence
for X and Y0, which is an isomorphism for r = 1 and s ≥ 0. In general, it is
surjective for 0 ≤ s ≤ r − 2 and an isomorphism for s ≥ r − 1.
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Proof. This follows from the map of resolutions shown below, and the induced
map of exact couples and spectral sequences.

. . . // Yk+2
α //

=

��

Yk+1
α //

=

��

βzz

Yk
= //

=

��

β}}

Yk

α

��

zz

// . . .

Yk+1,1

γ

dd

=

��

Yk,1

γ

cc

=

��

∗

cc

��

. . . // Yk+2
α // Yk+1

α //

βzz

Yk
α //

β}}

Yk−1

βzz

// . . .

Yk+1,1

γ

dd

Yk,1

γ

cc

Yk−1,1

γ

cc

The r-th cycle groups Zsr = γ−1 imαr−1 for s ≥ k are equal for the upper and
lower resolutions, while the r-th boundary groups Bsr = β kerαr−1 for s ≥ k map
isomorphically for s−(r−1) ≥ k and injectively in general. Hence the induced map
of Er-terms is an isomorphism for s ≥ k+(r−1) and surjective for k ≤ s ≤ k+r−2.
The part s ≥ k of the upper resolutions is an Adams resolution, since the maps α
and the spectra Ys,1 that appear there are also part of the given Adams resolution
(Y?, Y?,1). Reindexing the spectral sequence associated to the s ≥ k part of the
upper row gives the stated conclusions. �

((ETC: Given an Adams tower Y?, the finite tower given by Ys/Yk = Ys,k−s
at levels 0 ≤ s ≤ k is generally not an Adams tower, since the induced maps
α : Ys+1/Yk → Ys/Yk may not induce zero in mod p homology.))

11.4. Comparison of resolutions

The following hypotheses (1) and (2) are satisfied for Adams resolutions.

Proposition 11.4.1. Let (Y?, Y?,1) and (Z?, Z?,1) be resolutions such that

(1) α∗ : H∗(Ys+1)→ H∗(Ys) is zero and
(2) Zs,1 is H-injective

for each s ≥ 0. Let φ0 : Y0 → Z0 be any morphism in Ho(SpO). Then there exists
a map of resolutions φ? that extends φ0.

Moreover, if ψ? is a second map of resolutions extending φ0 = ψ0, then αφs =
αψs for each s ≥ 1 and φsα = ψsα for each s ≥ 0.

Proof. Suppose, by induction, that φ0, φ0,1, . . . , φs−1,1 and φs have been com-
patibly constructed. Consider the diagram below, with horizontal distinguished
triangles.

Ys+1

α

!!

Ys
β
//

φs

��

Ys,1
γ
//

φs,1

��

ΣYs+1
−Σα

//

Σφs+1

��

ΣYs

Σφs

��

Zs
β
// Zs,1

γ
// ΣZs+1

−Σα
// ΣZs
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We claim that βφsα : Ys+1 → Zs,1 is zero in the stable category. This follows from
Proposition 11.1.5, with X = Ys+1 and W = Zs,1, since the isomorphism

d : [Ys+1, Zs,1]
∼=−→ HomA∗(H∗(Ys+1), H∗(Zs,1))

maps βφsα to the homomorphism

β∗φs∗α∗ : H∗(Ys+1) −→ H∗(Zs,1)

and this is zero because α∗ = 0. By exactness of the sequence

[ΣYs+1, Zs,1]
γ∗−→ [Ys,1, Zs,1]

β∗−→ [Ys, Zs,1]
α∗−→ [Ys+1, Zs,1]

there exists an extension φs,1 : Ys,1 → Zs,1 of βφs over β, and by the fill-in axiom for
triangulated categories (Lemma 9.3.13) there exists a morphism ΣYs+1 → ΣZs+1

making all three squares commute, in Ho(SpO). We define φs+1 so that Σφs+1 is
the latter morphism. This then completes the inductive step.

Regarding quasi-uniqueness, we have αφ1 = φ0α = ψ0α = αψ1, by assumption.
Suppose that αφs = αψs for some s ≥ 1. Then ψs − φs = γχs for some χs : Ys →
Σ−1Zs−1,1. Hence ψsα − φsα = γχsα = 0, since α∗ = 0 and Σ−1Zs−1,1 is H-
injective. It follows that αφs+1 = φsα = ψsα = αψs+1, and this completes the
inductive step.

Ys+1
α //

ψs+1

��

φs+1

��

Ys
α //

ψs

��

φs

��

χs

��

Ys−1

ψs−1

��

φs−1

��

Zs+1
α // Zs

α // Zs−1

Σ−1Zs−1,1

γ

ee

�

Theorem 11.4.2. Let X and Y be spectra. When viewed as an E2-spectral
sequence, the Adams spectral sequence

Es,t2 = Exts,tA∗(H∗(X), H∗(Y )) =⇒s [X,Y ]t−s

does not depend on the choice of Adams resolution for Y . It is contravariantly
functorial in X and covariantly functorial in Y .

Proof. By Proposition 11.4.1, for any morphism φ0 : Y0 → Z0 and any two
Adams resolutions (Y?, Y?,1) and (Z?, Z?,1) there is a map φ? : Y? → Z? of resolu-
tions that extends φ0, and this induces a map

. . . H∗(ΣY1,1)
δ1oo

φ1,1∗

��

H∗(Y0,1)
δ0oo

φ0,1∗

��

H∗(Y0)
η

oo

φ0∗

��

0oo

. . . H∗(ΣZ1,1)
δ1oo H∗(Z0,1)

δ0oo H∗(Z0)
η
oo 0oo

of injective A∗-comodule resolutions. When φ0 is the composite of two stable equiv-
alences Y0 ∼ Y ∼ Z0 then this chain map is a chain homotopy equivalence, well-
defined up to chain homotopy, which induces a canonical isomorphism of Adams
E2-terms.
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Contravariant functoriality in X is clear.
For a general morphism φ : Y → Z we can choose Adams resolutions (Y?, Y?,1)

for Y and (Z?, Z?,1) for Z, and extend φ0 : Y0 ∼ Y → Z ∼ Z0 to φ?, as above.
The map of resolutions φ? induces a morphism of Adams spectral sequences, which
is independent of the choices of resolutions from the E2-terms and onward. In
particular, the homomorphism

φ∗ : Exts,tA∗(H∗(X), H∗(Y )) −→ Exts,tA∗(H∗(X), H∗(Z))

is given by the covariant functoriality of A∗-comodule Ext in the second variable.
�

Theorem 11.4.3. Let X and Y be spectra, with Y bounded below and of finite
type mod p. When viewed as an E2-spectral sequence, the Adams spectral sequence

Es,t2 = Exts,tA (H∗(Y ), H∗(X)) =⇒s [X,Y ]t−s

does not depend on the choice of Adams resolution for Y . It is contravariantly
functorial in X and covariantly functorial in Y .

Proof. By Proposition 11.4.1, for any morphism φ0 : Y0 → Z0 and any two
Adams resolutions (Y?, Y?,1) and (Z?, Z?,1) there is a map φ? : Y? → Z? of resolu-
tions that extends φ0, and this induces a map

. . .
∂2 // H∗(ΣY1,1)

∂1 // H∗(Y0,1)
ε // H∗(Y0) // 0

. . .
∂2 // H∗(ΣZ1,1)

∂1 //

φ∗1,1

OO

H∗(Z0,1)
ε //

φ∗1,1

OO

H∗(Z0) //

φ∗

OO

0

of projective A-module resolutions. When φ0 is the composite of two stable equiv-
alences Y0 ∼ Y ∼ Z0 then this chain map is a chain homotopy equivalence, well-
defined up to chain homotopy, which induces a well-defined isomorphism of Adams
E2-terms.

Contravariant functoriality in X is clear.
For a general morphism φ : Y → Z we can choose Adams resolutions (Y?, Y?,1)

for Y and (Z?, Z?,1) for Z, and extend φ0 : Y0 ∼ Y → Z ∼ Z0 to φ?, as above.
The map of resolutions φ? induces a morphism of Adams spectral sequences, which
is independent of the choices of resolutions from the E2-terms and onward. In
particular, the homomorphism

φ∗ : Exts,tA (H∗(Z), H∗(X)) −→ Exts,tA (H∗(Y ), H∗(X))

is given by the contravariant functoriality of A-module Ext in the first variable. �

Chain maps of algebraic resolutions can quite generally be realized by maps of
Adams resolutions.

Lemma 11.4.4. Let (Y?, Y?,1) and (Z?, Z?,1) be resolutions such that

(1) α∗ : H∗(Ys+1)→ H∗(Ys) is zero and
(2) Zs,1 is H-injective

for each s ≥ 0. Let φ0 : Y0 → Z0 be any morphism in Ho(SpO), let f0 = (φ0)∗ be
the induced homomorphism in homology, and let f∗,1 = (fs,1)s be a chain map of
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A∗-comodule complexes

. . . H∗(Σ2Y2,1)oo

f2,1

��

H∗(ΣY1,1)
δ1oo

f1,1

��

H∗(Y0,1)
δ0oo

f0,1

��

H∗(Y0)
η

oo

f0

��

0oo

. . . H∗(Σ2Z2,1)oo H∗(ΣZ1,1)
δ1oo H∗(Z0,1)

δ0oo H∗(Z0)
η
oo 0oo

that extends f0. Then there exists a map φ? of resolutions, with components
φs : Ys → Zs and φs,1 : Ys,1 → Zs,1, such that (φs,1)∗ = fs,1 for all s ≥ 0.

Proof. The hypotheses (1) and (2) are satisfied for Adams resolutions. They
ensure that the top A∗-comodule complex is exact, while the lower complex consists
of injective A∗-comodules. Since Zs,1 is H-injective there is a unique morphism
φs,1 : Ys,1 → Zs,1 inducing fs,1 in homology, for each s ≥ 0. In the diagram with
distinguished rows

Y1
α //

φ1

��

Y0
β
//

φ0

��

Y0,1
γ
//

φ0,1

��

ΣY1

Σφ1

��

Z1
α // Z0

β
// Z0,1

γ
// ΣZ1

the central square commutes, because φ0,1◦β and β◦φ0 both induce f0,1◦η = η◦f0

in homology, and Z0,1 is H-injective. Hence we can fill in the diagram with a
morphism φ1 : Y1 → Z1 making the left and right hand squares commute.

Inductively, suppose that we have defined φ0, . . . , φs for some s ≥ 1. In the
diagram with distinguished rows

Σ−1Ys−1,1

Σ−1γ
$$

Σ−1φs−1,1

��

Ys
β
//

φs

��

Ys,1
γ
//

φs,1

��

ΣYs+1
−Σα

//

Σφs+1

��

ΣYs

Σφs

��

Σ−1Zs−1,1

Σ−1γ
$$
Zs

β
// Zs,1

γ
// ΣZs+1

−Σα
// ΣZs

the composites φs,1◦βΣ−1γ and βΣ−1γ◦Σ−1fs−1,1 induce fs,1◦δs−1 and δs−1◦fs−1,1

in homology, which are equal because the (fs,1)s form a chain map. Furthermore,
Σ−1γ∗ : H∗(Σ−1Ys−1,1) → H∗(Ys) is surjective, since α∗ : H∗(Ys) → H∗(Ys−1) is
zero. Hence the composites φs,1 ◦ β and β ◦ φs induce the same homomorphism in
homology, and are therefore equal in Ho(SpO) since Zs,1 is H-injective. This proves
that we can choose a fill-in morphism Σφs+1 making the two right hand squares
commute.

Continuing for all s, we obtain a map φ? of resolutions, as required. �

((ETC: The map of resolutions φ? is at least as unique as in Proposition 11.4.1.))
((ETC: We can choose “good” fill-ins φs, arising from commuting homotopies.

Does this help in realizing maps of Adams resolutions by maps of Adams towers?))
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((ETC: Also write this out for cohomology and chain maps of A-module com-
plexes.))

We can compare the Adams spectral sequence for X and Y to the one for S
and F (X,Y ). These have the same abutment, [X,Y ]∗ ∼= π∗F (X,Y ).

Lemma 11.4.5. (a) If X is finite and α : Y ′ → Y induces zero in mod p homol-
ogy, then F (1, α) : F (X,Y ′)→ F (X,Y ) induces zero in mod p homology.

(b) If X is any spectrum and W is H-injective, then F (X,W ) is H-injective.

Proof. (a) Finite spectra X are Spanier–Whitehead dualizable, with a natural
stable equivalence Y ∧DX ∼ F (X,Y ), so F (1, α) induces the same homomorphism
in mod p homology as α ∧ 1: Y ′ ∧DX → Y ∧DX.

(b) We may assume that W = H ∧ T , which is an H-module spectrum. Then
F (X,W ) = F (X,H ∧ T ) is also an H-module spectrum, which implies that it is
H-injective. ((ETC: Elaborate?)) �

Lemma 11.4.6. Let X be any spectrum, let (Y?, Y?,1) be an Adams resolution
of Y , and let (F (X,Y )?, F (X,Y )?,1) be an Adams resolution of F (X,Y ). Then
(F (X,Y?), F (X,Y?,1)) is a resolution of F (X,Y ) such that F (X,Ys,1) is H-injective
for each s, and there exists a morphism of resolutions

θ? : (F (X,Y )?, F (X,Y )?,1) −→ (F (X,Y?), F (X,Y?,1))

with θ0 : F (X,Y )0 ∼ F (X,Y0) a stable equivalence.

Proof. This follows from Lemma 11.4.5 and Proposition 11.4.1. ((ETC: Dis-
cuss uniqueness?)) �

Proposition 11.4.7. For spectra X and Y there is a natural morphism θ from
the Adams spectral sequence for S and F (X,Y ) to the one for X and Y , given at
the E2-terms by a homomorphism

θ∗ : ExtA∗(Fp, H∗(F (X,Y ))) −→ ExtA∗(H∗(X), H∗(Y )) .

If X is finite, then H∗(F (X,Y )) ∼= Hom(H∗(X), H∗(Y )) and

θ∗ : ExtA∗(Fp,Hom(H∗(X), H∗(Y ))) −→ ExtA∗(H∗(X), H∗(Y ))

is an isomorphism.

Proof. The morphism of spectral sequences is induced by the morphism of
resolutions from Lemma 11.4.6. The exact couple obtained by applying π∗ to
(F (X,Y?), F (X,Y?,1)) is isomorphic to the exact couple obtained by applying [X,−]∗
to (Y?, Y?,1), which generates the Adams spectral sequence for X and Y .

If X is finite, then (F (X,Y?), F (X,Y?,1)) is itself an Adams resolution, by
Lemma 11.4.5, so the morphism of resolutions induces a chain homotopy equivalence
of E1-terms, and an isomorphism of E2-terms. Furthermore, the canonical map
Y ∧DX → F (X,Y ) is a stable equivalence, so that Hom(H∗(X), H∗(Y )) ∼= H∗(Y )⊗
DH∗(X) ∼= H∗(Y )⊗H∗(DX) ∼= H∗(Y ∧DX) ∼= H∗(F (X,Y )). �

((ETC: For general X, (Hom(H∗(X), Is∗))s might not define an (injective) A∗-
comodule resolution, due to the difficulty with the coconjugate A∗-coaction dis-
cussed in Remark 7.7.29. Do we need to assume that F (X,Y )/p is bounded below
of finite type in order to write the left hand E2-term as ExtA(H∗(F (X,Y )),Fp)?))
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Definition 11.4.8. For any Adams resolution (Y?, Y?,1) of Y , let

Y∞ = holim
s

Ys

be the sequential homotopy limit of the underlying tower

· · · → Ys+1
α−→ Ys → · · · → Y0 ,

and write α∞ : Y∞ → Y0 ' Y for the evident map.
This homotopy limit, or microscope, can be defined as the homotopy equalizer

of two maps

∏
s Ys

1 //

α
//

∏
s Ys ,

where 1 denotes the identity map and α is the product of the maps α : Ys+1 → Ys
for s ≥ 0, together with the trivial map Y0 → ∗. There is a natural short exact
lim-Rlim sequence

0→ Rlim
s

πn+1(Ys) −→ πn(holim
s

Ys) −→ lim
s
πn(Ys)→ 0

for each n. Hence Y∞ ∼ ∗ if and only if lims π∗(Ys) = 0 and Rlims π∗(Ys) = 0.
The Bousfield H-nilpotent completion Y ∧H of Y is defined so that there is a

homotopy cofiber sequence

Y∞
α∞−→ Y −→ Y ∧H −→ ΣY∞ ,

and Y∞ ∼ ∗ if and only if Y → Y ∧H is a stable equivalence.

Proposition 11.4.9. The stable homotopy type of Y∞ = holims Ys does not
depend on the choice of Adams resolution (Y?, Y?,1).

Proof. Let (Y?, Y?,1) and (Z?, Z?,1) be Adams resolutions of Y0 ∼ Y ∼ Z0. By
Proposition 11.4.1 we have maps of resolutions φ? : Y? → Z? and ψ? : Z? → Y?, such
that ψsφsα = α : Ys+1 → Ys and φsψsα = α : Zs+1 → Zs in the stable category, for
all s ≥ 0. It follows that

(π∗(φs))s : (π∗(Ys))s −→ (π∗(Zs))s

and
(π∗(ψs))s : (π∗(Zs))s −→ (π∗(Ys))s

are mutually inverse pro-isomorphisms [AM69], [BK72, §III.2] of towers, and
hence induce isomorphisms

φ∗ : lim
s
π∗(Ys)

∼=−→ lim
s
π∗(Zs)

φ∗ : Rlim
s

π∗(Ys)
∼=−→ Rlim

s
π∗(Zs) .

((ETC: The claim for lims is easy. Can we also prove the claim for Rlims without
reference to the pro-category?)) The map

0 // Rlims πn+1(Ys) //

φ∗

��

πn(Y∞) //

φ∗

��

lims πn(Ys) //

φ∗

��

0

0 // Rlims πn+1(Zs) // πn(Z∞) // lims πn(Zs) // 0

of lim-Rlim short exact sequences then implies that

φ∗ : π∗(Y∞)
∼=−→ π∗(Z∞)
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is an isomorphism, so that Y∞ and Z∞ are stably equivalent. �

((ETC: Can we prove directly from the definition of the microscope that ψ?φ?
and 1 induce homotopic maps holims Ys → holims Ys, and vice versa?))

((ETC: We now summarize the results of the convergence theory for spectral
sequences that might have been developed in more detail in Chapter 8.))

Definition 11.4.10 ([Boa99, Def. 5.1]). For any exact couple (A,E), let

A−∞ = colim
s

As

A∞ = lim
s
As

RA∞ = Rlim
s

As .

We say that (A,E) converges conditionally to the colimit A−∞ if A∞ = 0 and
RA∞ = 0 are both trivial.

If Es = 0 for all s < 0, as is the case for each homotopy exact couple associated
to an (Adams) resolution, then A0 ∼= A−1 ∼= . . . ∼= A−∞.

Lemma 11.4.11. Let (Y?, Y?,1) be an Adams resolution of Y . The homotopy
exact couple of X and Y , with As,∗ = [X,Ys]∗ and Es,∗ = [X,Ys,1]∗, converges
conditionally to [X,Y ]∗ if and only if [X,Y∞]∗ = 0. This holds for every X if (and
only if) Y∞ ∼ ∗.

Proof. This follows from the short exact sequence

0→ Rlim
s

[X,Ys]n+1 −→ [X,holim
s

Ys]n −→ lim
s

[X,Ys]n → 0 .

�

Definition 11.4.12. For any spectral sequence (Er, dr), let

RE∞ = Rlim
r

Zr

denote the right derived E∞-term, where

· · · ⊂ Zr+1 ⊂ Zr ⊂ · · · ⊂ Z1 = E1 .

is the descending chain of r-th order cycles.

Remark 11.4.13. If Esr = 0 for s < 0, then Esr+1 ⊂ Esr for all r > s, and

Rlim
r

Zsr
∼=−→ R lim

r
Esr ,

which partially justifies the notation RE∞ (rather than RZ∞). Consider a bide-
gree (s, t). If (Er, dr) stabilizes in that bidegree (so that Es,tr = Es,t∞ for all suffi-
ciently large r), then REs,t∞ = 0. This is always the case of Es,tr is finite for some r.
Hence if (Er, dr) stabilizes in each bidegree, then RE∞ = 0. ((ETC: More generally,
it suffices that (Es,tr )r satisfies the Mittag–Leffler condition in each bidegree.))

Definition 11.4.14. A filtration

· · · ⊂ F s+1G ⊂ F sG ⊂ · · · ⊂ G
of (graded) abelian groups is Hausdorff if

lim
s
F sG = 0

and it is complete if
Rlim
s

F sG = 0 .
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Lemma 11.4.15. A filtration (F sG)s is Hausdorff and complete if and only if
the canonical map

G
∼=−→ lim

s

G

F sG

is an isomorphism.

Definition 11.4.16. A spectral sequence (Er, dr) converges strongly to a fil-
tration (F sG)s of a (graded) abelian group G if there are isomorphisms

ζ :
F sG

F s+1G

∼=−→ Es∞

for each s, and the filtration is exhaustive, Hausdorff and complete.

If the spectral sequence arises from an exact couple, we always assume that
the isomorphism ζ is the preferred homomorphism from Proposition 2.5.11. Strong
convergence, together with solutions to all of the finite extension problems

0→ Es∞ −→
F aG

F s+1G
−→ F aG

F sG
→ 0

is precisely sufficient to reconstruct the (graded) abelian group G by passage to
algebraic colimits and limits.

Lemma 11.4.17. If (F sG)s is complete Hausdorff and exhaustive, then there
are isomorphisms

colim
a

lim
s

F aG

F sG
∼= G ∼= lim

s
colim
a

F aG

F sG
.

Theorem 11.4.18 ([Boa99, Thm. 7.3]). Let (A,E) be an exact couple with
Es = 0 for s < 0, so that A0 ∼= A−∞. Any two of the following conditions implies
the third.

(1) The exact couple converges conditionally to the colimit A0.
(2) RE∞ = 0.
(3) The spectral sequence converges strongly to A0, with the filtration F sA0 =

im(αs : As → A0).

Hence, for a conditionally convergent Adams spectral sequence, the vanishing
of RE∞ is equivalent to strong convergence.

11.5. The Adams filtration

Definition 11.5.1. The abutment of the Adams spectral sequence for X and
Y with Adams resolution (Y?, Y?,1), is [X,Y ]∗, with the decreasing, exhaustive
filtration given by

F s[X,Y ]∗ = im(αs : [X,Ys]∗ → [X,Y ]∗) .

We call this the Adams filtration of [X,Y ]∗. We say that the elements of F s[X,Y ]∗
have Adams filtration ≥ s, and that the elements of F s[X,Y ]∗ \ F s+1[X,Y ]∗ have
Adams filtration exactly s.

Lemma 11.5.2. The Adams filtration is independent of the choice of Adams
resolution.
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Proof. For any other choice of Adams resolution (Z?, Z?,1) we have a map of
resolutions φ∗ : Y? → Z? making the diagram

Ys
αs //

φs

��

Y

=

��

Zs
αs // Y

commute, so

im(αs : [X,Ys]∗ → [X,Y ]∗) ⊂ im(αs : [X,Zs]∗ → [X,Y ]∗) .

Reversing the roles of the two resolutions gives the opposite inclusion. Hence the
two image filtrations agree. �

The Adams filtration can be characterized in terms of maps that induce zero
in mod p (co-)homology.

Proposition 11.5.3. A morphism f ∈ [X,Y ]n has Adams filtration ≥ s if and
only if it can be factored as a composite f1 ◦ · · · ◦ fs of s morphisms

ΣnX = Xs
fs−→ Xs−1

fs−1−→ . . .
f2−→ X1

f1−→ X0 = Y ,

each of which (for 1 ≤ i ≤ s) induces the zero homomorphism fi∗ : H∗(Xi) →
H∗(Xi−1) in mod p homology.

Proof. If f = αsg with g : ΣnX → Ys, then f admits the factorization

ΣnX = Xs
αg−→ Ys−1

α−→ . . .
α−→ Y1

α−→ Y0 = Y

where (αg)∗ = 0 and α∗ = 0 (in mod p homology) in each case.
Conversely, if f = f1◦· · ·◦fs+1 with fi∗ = 0 for each i, then we may inductively

assume that f1 ◦ · · · ◦ fs : Xs → Y factors as

f1 ◦ · · · ◦ fs = αs ◦ g
for some g : Xs → Ys.

Xs+1

fs+1
//

g′

��

Xs

g

��

f1◦···◦fs

��

Ys+1
α // Ys

β

��

αs // Y

Ys,1

Then gfs+1 : Xs+1 → Ys followed by β induces zero in homology, and has target the
H-injective spectrum Ys,1, hence is null-homotopic. By exactness of the sequence

[Xs+1, Ys+1]
α∗−→ [Xs+1, Ys]

β∗−→ [Xs+1, Ys,1]

it follows that gfs+1 = αg′ for some g′ : Xs+1 → Ys+1, which proves that f has
Adams filtration ≥ s+ 1. �

By the universal coefficient theorem, each condition fi∗ = 0 is equivalent to the
condition that f∗i : H∗(Xi−1)→ H∗(Xi) is the zero homomorphism.

((ETC: The convergence theory of Chapter 8 gives the following conclusion.))
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Definition 11.5.4. Let (S1/pv)v≥1 be the tower of Moore spaces given by the
Puppe sequences

...

p

��

...

=

��

...

r

��

...

p

��

S1 p3
//

p

��

S1 i //

=

��

S1/p3 q
//

r

��

S2

p

��

S1 p2
//

p

��

S1 i //

=

��

S1/p2 q
//

r

��

S2

p

��

S1 p
// S1 i // S1/p

q
// S2

and let (S/pv)v≥1 be its desuspension, with S/pv = F1S
1/pv.

The p-completion of a spectrum Y is the sequential homotopy limit

Y ∧p = holim
v

Y ∧ S/pv

of the tower

. . . −→ Y ∧ S/p3 1∧r−→ Y ∧ S/p2 1∧r−→ Y ∧ S/p .
Let κ : Y → Y ∧p denote the completion map, induced by the compatible maps

i : S → S/pv. We use the abbreviation

Y/pv = Y ∧ S/pv

for the homotopy cofiber of pv : Y → Y . There is a distinguished triangle

Y/p
e−→ Y/pv+1 r−→ Y/pv

βv−→ ΣY/p

for each v, where βv is the v-th order Bockstein map.

((ETC: Each morphism r : S/pv+1 → S/pv is uniquely determined as a fill-
in map for p odd, but there is some ambiguity for p = 2. This definition of p-
completion is not obviously multiplicative. Is the more intrinsic construction given
by Bousfield localization needed? Relate Bockstein maps to Bockstein homomor-
phisms.))

Definition 11.5.5. For an abelian group G, let

G∧p = lim
v
G/pv

denote its p-completion. In particular, let Zp = Z∧p denote the ring of p-adic
integers. We say that G is p-complete if the canonical homomorphism

κ : G −→ G∧p

is an isomorphism. If G is finite, then κ is the surjection mapping all torsion of
order prime to p to zero, which maps the p-Sylow subgroup of G isomorphically
to G∧p .

Lemma 11.5.6. If Y has finite type, then there are natural isomorphisms

π∗(Y
∧
p )

∼=←→ π∗(Y )∧p = lim
v
π∗(Y )/pv

∼=←− π∗(Y )⊗ Zp .
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If, furthermore, π∗(Y ) is p-complete in each degree, then κ : Y → Y ∧p is a stable
equivalence.

((ETC: How can finite type be weakened? Check if the first isomorphism holds
if each πn(Y ) only has p-power torsion of a bounded order.))

((ETC: Also suffices that Y has finite p-local type, i.e., that each πn(Y ) is a
finitely generated Z(p)-module.))

((ETC: Discuss multiplicative properties of p-completion. How good is the map
X∧p ∧ Y ∧p → (X ∧ Y )∧p ?))

Proof. Let pvG = ker(pv : G → G). The tower of universal coefficient short
exact sequences

0→ πn(Y )/pv −→ πn(Y/pv) −→ pvπn−1(Y )→ 0

induces an exact sequence

0→ πn(Y )∧p −→ lim
v
πn(Y/pv) −→ lim

v
pvπn−1(Y ) ,

where the right hand limit is trivial because πn−1(Y ) is finitely generated. Hence
the left hand arrow is an isomorphism.

In the Milnor short exact sequence

0→ Rlim
v

πn+1(Y/pv) −→ πn(Y ∧p ) −→ lim
v
πn(Y/pv)→ 0

each group πn+1(Y/pv) is finite, because πn(Y ) and πn+1(Y ) are finitely generated,
so the Rlim term vanishes and the right hand arrow is an isomorphism.

For any finitely generated abelian group G the canonical map

G⊗ Zp −→ lim
v
G⊗ Z/pv ∼= lim

v
G/pv

is an isomorphism, since this holds for each cyclic group G. Note that the left hand
side commutes with sums, the right hand side commutes with products, and finite
sums and finite products agree. �

Proposition 11.5.7. There are stable equivalences

κ : Y/p
∼−→ (Y/p)∧p

κ/p : Y/p
∼−→ (Y ∧p )/p

and an isomorphism

κ∗ : H∗(Y )
∼=−→ H∗(Y

∧
p )

in mod p homology (and cohomology).

Proof. There is a homotopy (co-)fiber sequence

F (S[1/p], Y ) −→ Y
κ−→ Y ∧p

where S[1/p] is the homotopy colimit (= telescope) of the sequence

S
p−→ S

p−→ S
p−→ S → . . . .

((ETC: Do we need Spanier–Whitehead duality to prove this?)) Since p : S[1/p]→
S[1/p] is a stable equivalence, it follows that F (S[1/p], Y/p) ' F (S[1/p], Y )/p '
∗, so that κ : Y/p → (Y/p)∧p and κ/p : Y/p → (Y ∧p )/p are stable equivalences.
Applying integral homology to the second of these, and noting that HZ∧S/p ' H,
we deduce that κ∗ : H∗(Y )→ H∗(Y ∧p ) is an isomorphism. �
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Definition 11.5.8. Let

S
h−→ HZ i−→ HZ q−→ S1

be the Puppe sequence generated by the unit map h : S → HZ of the integral
Eilenberg–MacLane ring spectrum. Note that h is 1-connected (= 2-connective),
hence so is HZ. For each spectrum Y let

. . . // Y ′3
α // Y ′2

α //

β

��

Y ′1
α //

β

��

Y ′0

β

��

Y ′2,1

γ

``

Y ′1,1

γ

aa

Y ′0,1

γ

aa

be the canonical HZ-Adams resolution of Y , with Y ′0 = Y and

Y ′s
β−→ Y ′s,1

γ−→ Y ′s+1
−Σα−→ S1 ∧ Y ′s

equal to

S ∧ Y ′s
h∧1−→ HZ ∧ Y ′s

i∧1−→ HZ ∧ Y ′s
q∧1−→ S1 ∧ Y ′s

so that

ΣsY ′s = HZ∧s ∧ Y

ΣsY ′s,1 = HZ ∧HZ∧s ∧ Y
for all s ≥ 0.

Note that (Y ′? , Y
′
?,1) is generally not a mod p Adams resolution, since the spectra

Y ′s,1 are not of the form H ∧ T .

Proposition 11.5.9. Let Y be any spectrum. The canonical HZ-Adams resolu-
tion ((Y/p)′?, (Y/p)

′
?,1) of Y/p is a mod p Adams resolution. If Y/p is `-connective,

then (Y/p)′s is (s+ `)-connective for each s ≥ 0, so the homotopy exact couple

. . . // π∗((Y/p)′2)
α // π∗((Y/p)′1)

α //

β

��

π∗(Y/p)

β

��

π∗((Y/p)′1,1)

γ

gg

π∗((Y/p)′0,1)

γ

gg

is degreewise discrete, the Adams E1-term is concentrated in the region t−s ≥ s+`,
and

Es,t2 = Exts,tA∗(Fp, H∗(Y/p)) =⇒s πt−s(Y/p)

is strongly convergent.

Proof. Each spectrum

Σs(Y/p)′s,1 = HZ ∧HZ∧s ∧ Y/p

has the form H∧T with T = HZ∧s∧Y , in view of the stable equivalence HZ∧S/p '
H. Furthermore, each homomorphism

β∗ : H∗((Y/p)
′
s) −→ H∗((Y/p)

′
s,1)

is induced by the unit inclusion

H ∧ (Y/p)′s ∼= H ∧ S ∧ (Y/p)′s
1∧h∧1−→ H ∧HZ ∧ (Y/p)′s ,
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which is split by the right module action

H ∧HZ ∧ (Y/p)′s
ρ∧1−→ H ∧ (Y/p)′s

of HZ upon H. ((ETC: Other arguments are also possible.))
Suppose that Y/p is `-connective. SinceHZ is 2-connective, the smash products

Σs(Y/p)′s = (HZ)∧s ∧ Y/p
Σs(Y/p)′s,1 = HZ ∧ (HZ)∧s ∧ Y/p

are (2s + `)-connective, by Proposition 9.8.14. Hence As,t = πt−s((Y/p)′s) and
Es,t = πt−s((Y/p)′s,1) are trivial for t− s < s + `, which implies that the terms of
the Adams spectral sequence are concentrated on and below the line t−s = s+` in
the (t− s, s)-plane. Moreover, by Proposition 2.5.11 the Adams spectral sequence
converges (strongly) to a degreewise discrete filtration of π∗(Y/p). In particular,
there are canonical isomorphisms

Es,t∞ ∼=
F sπt−s(Y/p)
F s+1πt−s(Y/p)

for all s ≥ 0 and t, where

0 = Fn−`+1πn(Y/p) ⊂ Fn−`πn(Y/p) ⊂ · · · ⊂ F 1πn(Y/p) ⊂ πn(Y/p)

for all n ≥ `. �

0 0 0 0 • •

n− ` 0 0 0 • • •

0 0 • • • •

0 0 • • • •

VV

•

s/t−s ` n

//

OO

Corollary 11.5.10. If Y/p is bounded below, then (Y/p)∞ ∼ ∗

Proof. We can calculate (Y/p)∞ using the canonical HZ-Adams resolution
of Y/p. If Y/p is `-connective, then πn((Y/p)′s) = 0 for n < s+`, so lims πn((Y/p)′s) =
0 and Rlims πn+1((Y/p)′s) = 0, which together imply that πn((Y/p)∞) = 0 for
all n. �

Theorem 11.5.11. If Y/p is bounded below, then the Adams spectral sequence

Es,t2 = Exts,tA∗(H∗(X), H∗(Y
∧
p )) =⇒s [X,Y ∧p ]t−s

for X and Y ∧p is conditionally convergent (to the achieved colimit).
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. . . // Y2
α //

κ

��

Y1

β
yy

α //

κ

��

Y0

β
yy

κ

��

Y1,1

γ

ee

κ

��

Y0,1

γ

ee

κ

��

. . . // (Y2)∧p
α //

��

(Y1)∧p

β
zz

α //

��

(Y0)∧p

β
zz

��

(Y1,1)∧p

γ

dd

��

(Y0,1)∧p

γ

dd

��

. . .

��

. . .

��

. . .

��

. . .

��

. . .

��

. . . // Y2/p
v+1 α //

r

��

Y1/p
v+1

β
yy

α //

r

��

Y0/p
v+1

β
yy

r

��

Y1,1/p
v+1

γ

ee

r

��

Y0,1/p
v+1

γ

ee

r

��

. . . // Y2/p
v α // Y1/p

v

β
yy

α // Y0/p
v

β
yy

Y1,1/p
v

γ

ee

Y0,1/p
v

γ

ee

Figure 11.1. Tower of Adams resolutions

Proof. The smash product of a fixed Adams resolution of S with the tower

Y → · · · → Y/pv+1 r−→ Y/pv → . . .

gives a tower of Adams resolutions, as in Figure 11.1. The homotopy limit over v
of the lower part of the diagram gives a resolution ((Y?)

∧
p , (Y?,1)∧p ), which we claim

is also an Adams resolution.
Each H-injective Ys,1 has the form H ∧ T ' (HZ ∧ T )/p, which implies that

κ : Ys,1 → (Ys,1)∧p is a stable equivalence by Proposition 11.5.7. Hence (Ys,1)∧p is
H-injective. By the same proposition, the completion homomorphisms κ∗ in the
commutative square

H∗(Ys+1)
α∗ //

κ∗ ∼=
��

H∗(Ys)

κ∗ ∼=
��

H∗((Ys+1)∧p )
α∗ // H∗((Ys)∧p )
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are isomorphisms, so the vanishing of the upper α∗ implies the vanishing of the
lower α∗. This confirms the claim.

We shall prove that

holim
s

(Ys)
∧
p ∼ ∗ ,

so that the homotopy exact couple for X and Y ∧p (hence also the associated Adams
spectral sequence) is conditionally convergent.

First, since (Y?/p, Y?,1/p) is an Adams resolution of Y/p, and Y/p is bounded
below, we know that

holim
s

Ys/p ∼ (Y/p)∞ ∼ ∗

by Proposition 11.4.9 and Corollary 11.5.10. Second, we have homotopy cofiber
sequences

holim
s

Ys/p
e−→ holim

s
Ys/p

v+1 r−→ holim
s

Ys/p
v βv−→ holim

s
ΣYs/p

for all v ≥ 1, so

holim
s

Ys/p
v ∼ ∗

in each case, by induction on v. This implies that

holim
s

(Ys)
∧
p = holim

s
holim
v

Ys/p
v ∼ holim

v
holim
s

Ys/p
v ∼ ∗ ,

by the interchange rule for homotopy limits. �

Theorem 11.5.12. Let X and Y be spectra, with Y/p bounded below. The
Adams spectral sequence

Es,t2 = Exts,tA∗(H∗(X), H∗(Y
∧
p )) =⇒s [X,Y ∧p ]t−s

is strongly convergent if and only if RE∞ = 0. In this case, there are isomorphisms

F s[X,Y ∧p ]n

F s+1[X,Y ∧p ]n
∼= Es,s+n∞

[X,Y ∧p ]n ∼= lim
s

[X,Y ∧p ]n

F s[X,Y ∧p ]n

for all s ≥ 0 and n.

Proof. This is a special case of Boardman’s Theorem 11.4.18. �

Remark 11.5.13. Suppose that Y/p is bounded below. The condition RE∞ =
0 holds if the spectral sequence terms Es,tr stabilize in each bidegree, which in turn

holds if Es,tr is eventually finite in each bidegree. In particular, this holds if Es,t2

is finite in each bidegree, and this holds if H∗(X) is bounded above and finite in
each degree and H∗(Y ) is (bounded below and) finite in each degree. For example,
it suffices for strong convergence that X is finite and Y/p is bounded below and of
finite type.

((ETC: If Y/p is bounded below and of finite type, then each term Is∗ in the
canonical injective A∗-comodule resolution of H∗(Y ) is of finite type. If, further-
more, H∗(X) is bounded above and of finite type, then Homt

A∗(H∗(X), Is∗) is finite

for each bidegree (s, t), hence so is its subquotient Es,t2 .))
The special case X = S is worth emphasizing. Recall that π∗(Y ∧p ) ∼= π∗(Y )∧p ∼=

π∗(Y )⊗ Zp if Y has finite type.
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Theorem 11.5.14. Let Y/p be bounded below of finite type. The mod p Adams
spectral sequence

Es,t2 = Exts,tA∗(Fp, H∗(Y ))

= Exts,tA (H∗(Y ),Fp) =⇒s πt−s(Y
∧
p )

is strongly convergent, meaning that there are isomorphisms

F sπn(Y ∧p )

F s+1πn(Y ∧p )
∼= Es,s+n∞ and πn(Y ∧p ) ∼= lim

s

πn(Y ∧p )

F sπn(Y ∧p )

for all s ≥ 0 and n.

11.6. Ext over the Steenrod algebra

Suppose that Y/p is bounded below and of finite type. To calculate the Adams
E2-term

E2 = ExtA(H∗(Y ),Fp)
we consider a free, hence projective, A-module resolution

· · · → P2
∂2−→ P1

∂1−→ P0
ε−→ H∗(Y )→ 0

of H∗(Y ). The group Es,t2 is then given by the cohomology in degree s of the
cochain complex

. . .← Homt
A(P2,Fp)

δ1←− Homt
A(P1,Fp)

δ0←− Homt
A(P0,Fp)← 0

with δs = Hom(∂s+1, 1) for each s ≥ 0. The passage to cohomology takes no effort
if the resolution is minimal, in the following sense.

Definition 11.6.1. Let I(A) ⊂ A denote the augmentation ideal. A resolution
(P∗, ∂) of an A-module M is minimal if ∂s+1(Ps+1) ⊂ I(A)Ps for each s ≥ 0.

Lemma 11.6.2. If (P∗, ∂) is minimal, then δs = 0 for each s ≥ 0, so that

Exts,tA (M,Fp) = Homt
A(Ps,Fp)

for all s ≥ 0 and t.

Proof. Any A-module homomorphism f : Ps → ΣtFp maps I(A)Ps to zero,
so δs(f) = ±f∂s+1 : Ps+1 → ΣtFp will be zero when the resolution is minimal. �

Lemma 11.6.3. Each bounded below A-module M admits a minimal resolution
(P∗, ∂). If M has finite type, then so does each Ps.

Proof. Choose an Fp-linear section to the projection M → Fp ⊗AM , and let

ε : P0 = A⊗ (Fp ⊗AM) −→M

be left adjoint to this section, where P0 is the free A-module induced up from
Fp⊗AM . Then 1⊗ ε : Fp⊗A P0 → Fp⊗AM is an isomorphism, and ε is surjective,
since Fp ⊗A cok(ε) = 0 and cok(ε) is bounded below.

Inductively, for s ≥ 0 let Zs = ker(∂s), which must be interpreted as ker(ε)
when s = 0. Choose a section to Zs → Fp ⊗A Zs, and let

∂̃s+1 : Ps+1 = A⊗ (Fp ⊗A Zs) −→ Zs
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be left adjoint to the section. Then 1 ⊗ ∂̃s+1 : Fp ⊗A Ps+1 → Fp ⊗A Zs is an

isomorphism, and ∂̃s+1 is surjective. Let ∂s+1 : Ps+1 → Ps be its composite with
the inclusion Zs ⊂ Ps.

The condition that 1 ⊗ ∂̃s is an isomorphism, interpreted as 1 ⊗ ε for s =
0, is equivalent to the condition that ∂s+1(Ps+1) ⊂ I(A)Ps, as can be seen by
chasing the following diagram with exact rows. The middle vertical surjection has
kernel I(A)Ps.

Ps+1

∂̃s+1

����

∂s+1

&&
0 // Zs //

����

Ps
∂̃s //

����

Zs−1
//

����

0

Fp ⊗A Zs // Fp ⊗A Ps
1⊗∂̃s // Fp ⊗A Zs−1

// 0

If M has finite type, then P0 is finitely generated and free over A, hence it and Z0

are of finite type. Inductively, if Zs is of finite type for s ≥ 0, then so are Ps+1 and
Zs+1. �

((ETC: Uniqueness up to isomorphism of minimal resolutions.))
For any finitely presented A-module M , at the prime p = 2, Bruner’s program

ext calculates a minimal resolution (P∗, ∂) of M , in a finite range of bidegrees
s ≤ smax and t ≤ tmax. In essence, it calculates Zs = ker(∂s) and chooses a
minimal generating set for this A-module, which is then a basis for Ps+1.

In cohomological (= filtration) degree s ≥ 0, we write

Ps = A{s∗0, s∗1, . . . , s∗g, . . . }
for the free A-module Ps, so that s∗g denotes the g-th generator in degree s, counting
from g = 0. In concrete cases we substitute numbers for s and g in this notation,
leading to expressions such as 0∗0, 1∗4 or 5∗13. The program records the internal
degree t of each generator s∗g. Furthermore, it records the boundary homomorphism
∂s+1 : Ps+1 → Ps by giving its value on each basis element in Ps+1 as an A-linear
combination ∑

g

θgs
∗
g

in Ps, where the θg ∈ A. By minimality,

Exts,∗A (M,F2) = HomA(Ps,F2) ∼= F2{s0, s1, . . . , sg, . . . } ,
where sg : Ps → F2 denotes the dual of s∗g. In other words, sg takes the value 1 on
s∗g, and 0 on the other A-module basis elements of Ps. In the concrete cases above,
we write 00, 14 and 513 for these elements in ExtA(M,F2). The cohomological
degree of sg is thus s, while its internal (homological, or homotopical) degree t is
equal to the internal (cohomological) of s∗g.

Example 11.6.4. We consider the case Y = S and M = F2. A quick (15
second) machine calculation with smax = 12 and tmax = 28 suffices to compute

E∗,∗2 (S) = Ext∗,∗A (F2,F2) = F2{00} ⊕ F2{sg | s ≥ 1, g ≥ 0}
in the range 0 ≤ s ≤ 12 and 0 ≤ t ≤ 28. This includes the rectangular region
0 ≤ s ≤ 12 and 0 ≤ t − s ≤ 16 in the (t − s, s)-plane shown in Figure 11.2. A
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0 4 8 12 16
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h0
1

h1
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h2
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h4
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0 1 2 3 4 5 6

0 1 2 3 4

0 1 2 3 4
5

0 1 2 3 4 5
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0 1

0

0

0

0

Figure 11.2. Vector space basis for Es,t2 (S) = Exts,tA (F2,F2), for
0 ≤ t− s ≤ 16 and 0 ≤ s ≤ 12

filled circle labeled “g” in bidegree (t−s, s) represents the Ext-generator sg, dual to
the A-module generator s∗g in the minimal resolution, both of which have internal

degree t. In this range, most groups Es,t2 have dimension 0 or 1 as F2-vector spaces,
but in bidegree (t − s, s) = (15, 5), corresponding to (s, t) = (5, 20), there are two
generators 54 and 55, which means that

E5,20
2 (S) = Ext5,20

A (F2,F2) ∼= F2{54, 55}
is 2-dimensional. The program ext makes a deterministic choice of basis for this
F2-vector space, but other methods of calculation might lead to a different choice
of basis, so care is needed when comparing different approaches. Table 11.1 gives
the minimal resolution calculated by ext in this range.
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The minimal resolution starts

· · · → A{2∗g | g ≥ 0} ∂2−→ A{1∗i | i ≥ 0} ∂1−→ A{0∗0}
ε−→ F2 → 0

with ε(0∗0) = 1 and

∂1(1∗i ) = Sq2i 0∗0
for each i ≥ 0. This way im(∂1) = I(A) = ker(ε), which is minimally generated as

an A-module by the Sq2i for i ≥ 0. Less obviously,

∂2(2∗0) = Sq1 1∗0

∂2(2∗1) = Sq3 1∗0 + Sq2 1∗1

∂2(2∗2) = Sq4 1∗0 +Q1 1∗1 + Sq1 1∗2 ,

which correspond to the Adem relations Sq1Sq1 = 0, Sq3Sq1 + Sq2Sq2 = 0 and
Sq4Sq1 + Q1Sq

2 + Sq1Sq4 = 0, respectively. Compare Figure 7.1. Here Q1 =
Sq3 + Sq2Sq1 = Sq(0, 1) is the Milnor primitive, dual to ξ2 in the Milnor basis
for A∗.

Definition 11.6.5. For an A∗-comodule M∗, with coaction ν : M∗ → A∗⊗M∗,
let

PA∗(M∗) = {x ∈M∗ | ν(x) = 1⊗ x}
be the subspace of A∗-comodule primitives.

For an A-module M , let

QA∗(M) = Fp ⊗AM

be the quotient space of A-module indecomposables.

These should not be confused with the (coalgebra) primitives P (C) of a coaug-
mented coalgebra and the (algebra) indecomposables Q(A) of an augmented alge-
bra.

Lemma 11.6.6. For any A∗-comodule M∗, there are natural isomorphisms

Ext0,∗
A∗

(Fp,M∗) ∼= Fp �A∗ M∗ ∼= PA∗(M∗)

and

Ext0,∗
A (M,Fp) ∼= HomA(M,Fp) ∼= Hom(QA(M),Fp) .

In particular,

Ext0,∗
A∗

(Fp,Fp) ∼= Ext0,∗
A (Fp,Fp) ∼= Fp{1} .

Lemma 11.6.7. There are natural isomorphisms

Ext1,∗
A∗

(Fp,Fp) ∼= Ext1,∗
A (Fp,Fp) ∼= P (A∗) ∼= Hom(Q(A),Fp)

where

P (A∗) = F2{ξ2i

1 | i ≥ 0}
for p = 2 and

P (A∗) = Fp{τ0, ξp
i

1 | i ≥ 0}
for p odd.

((ETC: Reference for the following notations? Presumably hi refers to the
Hopf–Steenrod invariants.))
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Definition 11.6.8. For p = 2 let

hi ∈ Ext1,2i

A (F2,F2)

denote the class of ξ2i

1 , dual to Sq2i ∈ Q(A), for each i ≥ 0.
For p odd, let

a0 ∈ Ext1,1
A (Fp,Fp)

denote the class of τ0, dual to β ∈ Q(A), and let

hi ∈ Ext
1,2(p−1)pi

A (Fp,Fp)

denote the class of ξp
i

1 , dual to P p
i ∈ Q(A), for each i ≥ 0.

Example 11.6.9. In the sg-notation of ext, the generator in E0,0
2 (S) is 1 = 00,

while the generator in E1,2i

2 (S) is hi = 1i for each i ≥ 0. These classes are labeled
in Figure 11.2.

The calculation shows that Es,t2 (S) appears to vanish above a line of slope 1/2
in the (t−s, s)-plane, except for t−s = 0. This is indeed the case, as was proved by
Adams, and confirms that there are no other classes in Es,t∞ (S) for 0 < t − s ≤ 16
than the ones shown in Figure 11.2.

Theorem 11.6.10 ([Ada66, Thm. 1.1]). For p = 2, the groups Es,t2 (S) are
trivial for

0 < t− s <





2s− 1 for s ≡ 0 mod 4,

2s+ 1 for s ≡ 1 mod 4,

2s+ 2 for s ≡ 2 mod 4,

2s+ 3 for s ≡ 3 mod 4.

Adams’ proof uses the structure of A as a union of finite sub Hopf algebras A(n),
and some initial calculations.

Definition 11.6.11. For p = 2, let

A(n) = 〈Sq1, Sq2, . . . , Sq2n〉
be the subalgebra of A generated by the Sqj with j ≤ 2n, or, equivalently, by the

Sq2i with i ≤ n.
For p odd, let

A(n) = 〈β, P 1, . . . , P p
n−1

〉
be the subalgebra of A generated by β and the P p

i

with i < n.
In each case, A(n) is a finite sub Hopf algebra of A.

Example 11.6.12. ((ETC: Assumes the Qi and E(n) have been defined ear-
lier.)) Let p = 2. Then A(0) = E(0) = E(Sq1), while E(1) = E(Sq1, Q1) ⊂ A(1) =
〈Sq1, Sq2〉 and E(2) = E(Sq1, Q1, Q2) ⊂ A(2) = 〈Sq1, Sq2, Sq4〉.

Example 11.6.13. Recall that the r-th Adams differential

ds,tr : Es,tr −→ Es+r,t+r−1
r

has (t− s, s)-bidegree (−1, r). The first possibly nonzero Adams differentials for S
are the following.

(1) ds−1(h1) ∈ {0, s0} for s ≥ 3;
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(2) d2(25) ∈ {0, 41};
(3) d2(h4) ∈ {0, 35}.

Since this spectral sequence converges to π∗(S∧2 ) ∼= π∗(S)∧2 , and we know that
π1(S) = Z/2{η} 6= 0, it follows that 11 = h1 must survive to E∞ and detect η : S1 →
S. Hence each class s0 ∈ Es,s2 also survives to E∞. We shall see that it detects
2s, so that the groups Es,s∞ (S) ∼= F2{s0} give the associated graded of the 2-adic
filtration on π0(S)∧2 ∼= Z2:

· · · ⊂ 2s+1Z2 ⊂ 2sZ2 ⊂ · · · ⊂ 2Z2 ⊂ Z2 .

It also follows that π2(S)∧2 ∼= Z/2, with a generator detected by 21, and that π3(S)∧2
has order 23 = 8. However, the group structure of π3(S)∧2 remains to be determined.
Moreover, π4(S)∧2 = 0 and π5(S)∧2 = 0, since the E2- and E∞-terms contain only
trivial groups in these total degrees. Furthermore, π6(S)∧2 ∼= Z/2, with a generator
detected by 23.

If d2(25) = 0, which turns out to be the case, then π7(S)∧2 has order 24 = 16
and π8(S)∧2 has order 22 = 4. If, on the other hand, d2(25) = 41 were nonzero, then
π7(S)∧2 would have order 23 = 8 and π8(S)∧2 ∼= Z/2. To decide between these two
cases we must calculate this Adams d2-differential.

Continuing, π9(S)∧2 has order 23 = 8, π10(S)∧2 = Z/2, π11(S)∧2 has order 23 = 8,
π12(S)∧2 = 0 and π13(S)∧2 = 0. We can also see that π14(S)∧2 has order dividing
25 = 32, but here there is room for many differentials from topological degree 15.

To proceed, we will use that the (commutative, orthogonal) ring spectrum
structure on S makes the associated Adams spectral sequence a (commutative)
algebra spectral sequence. This severely limits the possible differential patterns
that can be present in the spectral sequence.

11.7. Monoidal structure

For spectra X ′, X ′′, Y ′ and Y ′′, with smash products X = X ′ ∧ X ′′ and
Y = Y ′ ∧ Y ′′ there are Adams spectral sequences

′E2 = ExtA∗(H∗(X
′), H∗(Y

′)) =⇒ [X ′, Y ′]∗
′′E2 = ExtA∗(H∗(X

′′), H∗(Y
′′)) =⇒ [X ′′, Y ′′]∗

E2 = ExtA∗(H∗(X), H∗(Y )) =⇒ [X,Y ]∗ .

The smash product of morphisms induces a pairing

∧ : [X ′, Y ′]n ⊗ [X ′′, Y ′′]m −→ [X,Y ]n+m

that takes f : ΣnX ′ → Y ′ and g : ΣmX ′′ → Y ′′ to the composite

Σn+mX = Sn ∧ Sm ∧X ′ ∧X ′′ 1∧τ∧1−→ Sn ∧X ′ ∧ Sm ∧X ′′ f∧g−→ Y ′ ∧ Y ′′ = Y .

It preserves the Adams filtrations, in the sense that F s[X ′, Y ′]∗ ⊗ Fu[X ′′, Y ′′]∗ is
mapped into F s+u[X,Y ]∗, since if f = f1 ◦ · · · ◦ fs and g = g1 ◦ · · · ◦ gu, with
H∗(fi) = 0 and H∗(gj) = 0 in each case, then f ∧ g is the composite of s+ u maps
of the form fi ∧ 1 and 1 ∧ gj , each of which induces zero in mod p homology.

((ETC: The following would go in the unwritten chapter on homological alge-
bra.))
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Definition 11.7.1. Recall that for Hopf algebras, the tensor product of two
(co-)modules is again a (co-)module, using the diagonal (co-)action. Since A∗ is a
Hopf algebra, there is an internal product

∧ : ExtA∗(M
′, N ′)⊗ ExtA∗(M

′′, N ′′) −→ ExtA∗(M
′ ⊗M ′′, N ′ ⊗N ′′)

given by choosing injective A∗-comodule resolutions (′Is∗ , δ)s and (′′Iu∗ , δ)u of N ′

and N ′′, respectively, and forming their tensor product (Iσ∗ , δ)σ with

Iσ∗ =
⊕

s+u=σ

′Is∗ ⊗ ′′Iu∗

and δ = δ⊗ 1 + 1⊗ δ, which is an injective A∗-comodule resolution of N ′⊗N ′′ (by
the untwisting isomorphism of Proposition 7.7.31). Given s- and u-cocycles

f : M ′ −→ ′Is∗ and g : M ′′ −→ ′′Iu∗

the internal product of the cohomology classes [f ] and [g] is the class of the com-
posite (s+ u)-cocycle

M ′ ⊗M ′′ f⊗g−→ ′Is∗ ⊗ ′′Iu∗ ⊂ Is+u∗ .

If we have given A∗-comodule homomorphisms M →M ′ ⊗M ′′ and N ′ ⊗N ′′ → N
then we can further internalize the product to obtain a pairing

∧ : ExtA∗(M
′, N ′)⊗ ExtA∗(M

′′, N ′′) −→ ExtA∗(M,N) .

If M is an A∗-comodule coalgebra and N is an A∗-comodule algebra, this makes
ExtA∗(M,N) an Fp-algebra.

Definition 11.7.2. Dually, since A is a Hopf algebra there is an internal prod-
uct

∧ : ExtA(M ′, N ′)⊗ ExtA(M ′′, N ′′) −→ ExtA(M ′ ⊗M ′′, N ′ ⊗N ′′)
given by choosing projective A-module resolutions (′P ∗s , ∂)s and (′′P ∗u , ∂)u of M ′

and M ′′, respectively, and forming their tensor product (P ∗σ , ∂)σ with

P ∗σ =
⊕

s+u=σ

′P ∗s ⊗ ′′P ∗u

and ∂ = ∂ ⊗ 1 + 1⊗ ∂, which is a projective A-module resolution of M ′ ⊗M ′′ (by
the untwisting isomorphism of Proposition 7.7.30). Given s- and u-cocycles

f : ′P ∗s −→ N ′ and g : ′′P ∗u −→ N ′′

the internal product of the cohomology classes [f ] and [g] is the class of the com-
posite (s+ u)-cocycle

P ∗σ → ′P ∗s ⊗ ′′P ∗u
f⊗g−→ N ′ ⊗N ′′ .

If we have given A-module homomorphisms M → M ′ ⊗M ′′ and N ′ ⊗ N ′′ → N
then we can further internalize the product to obtain a pairing

∧ : ExtA(M ′, N ′)⊗ ExtA(M ′′, N ′′) −→ ExtA(M,N) .

IfM is anA-module coalgebra andN is anA-module algebra, this makes ExtA(M,N)
an Fp-algebra. See [ML63, §VIII.4].
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Theorem 11.7.3. (a) For spectra X ′, X ′′, Y ′ and Y ′′, with X = X ′ ∧X ′′ and
Y = Y ′ ∧ Y ′′, there is a natural pairing

∧r : (′Er,
′′Er) −→ Er

of Adams spectral sequences, with abutment the filtration-preserving pairing

∧ : [X ′, Y ′]∗ ⊗ [X ′′, Y ′′]∗ −→ [X,Y ]∗

mapping f ⊗ g to f ∧ g.
(b) The pairing of E2-terms

∧2 : ExtA∗(H∗(X
′), H∗(Y

′))⊗ExtA∗(H∗(X
′′), H∗(Y

′′)) −→ ExtA∗(H∗(X), H∗(Y ))

is the internal product.
(c) If Y ′/p and Y ′′/p are bounded below of finite type, then the E2-pairing

∧2 : ExtA(H∗(Y ′), H∗(X ′))⊗ ExtA(H∗(Y ′′), H∗(X ′′)) −→ ExtA(H∗(Y ), H∗(X))

is the internal product (followed by the pairing µ : H∗(X ′)⊗H∗(X ′′)→ H∗(X)).

The special case X ′ = X ′′ = X = S is interesting enough to spell out explicitly.
We also concentrate on this case in the proof.

Corollary 11.7.4. There is a natural pairing

∧r : (Er(Y
′), Er(Y

′′)) −→ Er(Y
′ ∧ Y ′′)

of Adams spectral sequences, with abutment the filtration-preserving pairing

· : π∗(Y ′)⊗ π∗(Y ′′) −→ π∗(Y
′ ∧ Y ′′) .

The pairing of E2-terms is the internal product

∧ : ExtA∗(Fp, H∗(Y ′))⊗ ExtA∗(Fp, H∗(Y ′′)) −→ ExtA∗(Fp, H∗(Y )) .

If Y ′/p and Y ′′/p are bounded below of finite type, then this equals the internal
product

∧ : ExtA(H∗(Y ′),Fp)⊗ ExtA(H∗(Y ′′),Fp) −→ ExtA(H∗(Y ),Fp) .

When combined with naturality, with respect to a multiplication µ : E∧E → E
or an action λ : E ∧M → M , we obtain the following consequences. In particu-
lar, Er(S) is a (graded commutative) algebra spectral sequence, and each Adams
spectral sequence Er(Y ) is a (right) Er(S)-module spectral sequence.

Corollary 11.7.5. If E is a ring spectrum (up to homotopy) with multiplica-
tion µ : E ∧ E → E, then there is a pairing

µr : (Er(E), Er(E)) −→ Er(E)

of Adams spectral sequences making Er(E) an algebra spectral sequence, with abut-
ment the filtration-preserving graded ring product given by the composition

π∗(E)⊗ π∗(E)
·−→ π∗(E ∧ E)

µ∗−→ π∗(E) .

The pairing of E2-terms is the internal product

µ∗∧ : ExtA∗(Fp, H∗(E))⊗ ExtA∗(Fp, H∗(E)) −→ ExtA∗(Fp, H∗(E)) .

If E/p is bounded below of finite type, then this equals the internal product

µ∗∧ : ExtA(H∗(E),Fp)⊗ ExtA(H∗(E),Fp) −→ ExtA(H∗(E),Fp) .
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Corollary 11.7.6. If M is an E-module ring spectrum (up to homotopy) with
action λ : E ∧M →M , then there is a pairing

λr : (Er(E), Er(M)) −→ Er(M)

of Adams spectral sequences making Er(M) an Er(E)-module spectral sequence,
with abutment the filtration-preserving module action given by the composition

π∗(E)⊗ π∗(M)
·−→ π∗(E ∧M)

λ∗−→ π∗(M) .

The pairing of E2-terms is the internal product

λ∗∧ : ExtA∗(Fp, H∗(E))⊗ ExtA∗(Fp, H∗(M)) −→ ExtA∗(Fp, H∗(M)) .

If E/p and M/p are bounded below of finite type, then this equals the internal
product

λ∗∧ : ExtA(H∗(E),Fp)⊗ ExtA(H∗(M),Fp) −→ ExtA(H∗(M),Fp) .

Remark 11.7.7. We will obtain the pairings of Adams spectral sequences from
pairings of Cartan–Eilenberg systems. To construct these we assume that Y ′ and
Y ′′ admit mod p Adams towers Y ′? and Y ′′? , and form their convolution product Y?.
To ensure that Y? is a mod p Adams tower for Y , we assume that the towers Y ′? and
Y ′′? are cofibrant in a projective model structure on towers in orthogonal spectra.

Definition 11.7.8. To each spectrum X and tower of spectra Y? we associate
the homotopical extended Cartan–Eilenberg system (π∗, η, ∂) with

π∗(s, s+ r) = [X,Ys,r]∗

for all s and r ≥ 0. Here we interpret Ys as Y0 for all −∞ ≤ s < 0 and as ∗ for
s = ∞. As usual, we let Ys,r = C(αr : Ys+r → Ys) denote the mapping cone of
αr. When r = ∞, this is interpreted as Ys,∞ = C(∗ → Ys) ∼= Ys. The structure
morphism

η : π∗(s
′, s′ + r′) −→ π∗(s, s+ r)

for extended integers s′ ≥ s and s′+r′ ≥ s+r is induced by the natural map Ys′,r′ →
Ys,r of mapping cones, which appears in the following commutative diagram.

Ys′+r′
αr
′
//

��

Ys′
i(αr

′
)
//

��

Ys′,r′
q(αr

′
)
//

��

ΣYs′+r′

��

Ys+r
αr // Ys

i(αr)
// Ys,r

q(αr)
// ΣYs+r

The connecting homomorphism

∂ : π∗(s, s+ r) −→ π∗−1(s+ r, s+ r + q)
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is induced by the composition j′′ = Σi(αq)◦q(αr) in the commutative braid diagram
below.

Ys+r+q

αr+q

$$

αq
##

Ys

i(αr)

%%

i(αr+q)

##

Ys,r

j′′

%%

q(αr)

##

ΣYs+r,q

Ys+r

αr
;;

i(αq)
##

Ys,r+q

j′
;;

q(αr+q)

##

ΣYs+r

Σi(αq)

;;

Ys+r,q

j
;;

q(αq)

99
ΣYs+r+q

Σαq

;;

Definition 11.7.9. Let Tow(SpO) be the category of functors Y? : N → SpO,
i.e., towers of orthogonal spectra. A morphism φ? : Y? → Z? is a natural transfor-
mation, i.e., a strict map of towers.

The evaluation functor Evs : Tow(SpO) → SpO mapping Z? to Zs has a left
adjoint Fs : SpO → Tow(SpO), mapping Y to the tower

. . . −→ ∗ −→ Y
=−→ Y

=−→ . . .
=−→ Y

given by

Fs(Y )u =

{
Y for u ≤ s,
∗ for u > s,

with identity structure maps as indicated. Let FFI be the set of tower morphisms

FsF`i : Fs(F`S
n−1
+ ) −→ Fs(F`D

n
+)

for s ≥ 0, ` ≥ 0 and n ≥ 0, obtained by applying the functors Fs for s ≥ 0 to
the set FI of generating cofibrations for the stable model structure on orthogonal
spectra. These all have the form

. . . // ∗ //

��

F`S
n−1
+

��

F`S
n−1
+

��

. . . F`S
n−1
+

��

. . . // ∗ // F`D
n
+ F`D

n
+ . . . F`D

n
+

for suitable s, ` and n.

Forming a pushout of the type

FsF`S
n−1
+

i //

φ

��

FsF`D
n
+

Φ

��

Y? // Z? ,

with i ∈ FFI, thus has the effect of extending a tower Y? by freely adjoining an
n-cell at level ` to Yu for all 0 ≤ u ≤ s, making no change to Yu for u > s.
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Definition 11.7.10. We say that φ? : Y? → Z? is a projective stable equivalence
if each component φs : Ys → Zs is a stable equivalence of orthogonal spectra, and
that φ? is a projective stable fibration if each φs is a stable fibration.

We say that φ∗ is a relative cell tower if Z? is the colimit of a sequence

Y? = Z?(0) −→ . . . −→ Z?(j) −→ Z?(j + 1) −→ . . . −→ Z?

where each Z?(j) −→ Z?(j + 1) is obtained by cobase change along a sum of
morphisms in FFI. We say that φ∗ is a projective Quillen cofibration if it is a
retract of a relative cell tower.

As usual, Y? is a cell tower if ∗ → Y? is a relative cell tower, and Y? is projec-
tively cofibrant of ∗ → Y? is a projective Quillen cofibration, which amounts to the
condition that Y? is a retract of a cell tower.

Theorem 11.7.11. The projective stable equivalences, projective Quillen cofi-
brations and projective stable fibrations define a model structure on the category
Tow(SpO) of towers of orthogonal spectra.

We refer to Hirschhorn’s book [Hir03, Thm. 11.6.1] for the proof. We call this
the projective model structure on towers.

((ETC: The compact spaces Sn−1
+ and Dn

+ admit the small object argument,
by a variant of Lemma 3.2.5. Are transfinite composites required for the relative
cell towers?))

Remark 11.7.12. The category of towers of orthogonal spectra also admits
other model structures, such as the Reedy model structure, which coincides with
the injective model structure. ((ETC: May be helpful for realizing (weak) maps of
Adams resolutions as coming from (strict) maps of Adams towers.)) The projective
model structure has the advantage that it is monoidal, which allows us to discuss
pairings of towers in a homotopy-invariant manner.

Lemma 11.7.13. The projectively cofibrant towers are the retracts of the cell
towers Y?, which are towers

. . . −→ Ys+1
α−→ Ys −→ Y1

α−→ Y0

of orthogonal spectra, where Y0 is a cell spectrum, each α : Ys+1 → Ys is the in-
clusion of a cell subspectrum, and each cell in Y0 is only present in Yu for u ≤ s,
where the bound s depends on the cell, but is finite.

The projectively fibrant towers Z? are those for which Zs is stably fibrant, i.e.,
an Ω-spectrum, for each s ≥ 0.

Remark 11.7.14. Implicit in the model structure is that each tower Y? admits
a cofibrant replacement q : Y c?

∼−→ Y?, where Y c? is a (retract of a) cell tower. This
is a strong form of the classical assumption that Y c0 is a CW spectrum and each
Y cs+1 ⊂ Y cs is the inclusion of a CW subspectrum.

Lemma 11.7.15. If Y? is a projectively cofibrant tower of orthogonal spectra,
then each collapse map

Ys,r = C(αr : Ys+r → Ys)
∼−→ Ys/Ys+r

is a homotopy equivalence. Hence the Cartan–Eilenberg system (π∗, η, ∂) satisfies

π∗(s, s+ r) ∼= [X,Ys/Ys+r]∗
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and the connecting homomorphism ∂ is that of the ((ETC: strict)) cofiber sequence

Ys+r/Ys+r+q −→ Ys/Ys+r+q −→ Ys/Ys+r .

Definition 11.7.16. A (strict) pairing of towers ν : (Y ′? , Y
′′
? )→ Y? is a collec-

tion of morphisms

νs,u : Y ′s ∧ Y ′′u −→ Ys+u

in SpO making the squares

Y ′s+1 ∧ Y ′′u
α∧1 //

νs+1,u

��

Y ′s ∧ Y ′′u
νs,u

��

Y ′s ∧ Y ′′u+1
1∧αoo

νs,u+1

��

Ys+1+u
α // Ys+u Ys+u+1

αoo

commute for all s, u ≥ 0.

Equivalently, ν is a morphism of bitowers, i.e., functors N2 → SpO, from the
external smash product

Y ′? ∧ Y ′′? : (s, u) 7−→ Y ′s ∧ Y ′′u
to

Y ◦+: (s, u) 7−→ Ys+u .

The functor Y 7→ Y ◦+ from towers to bitowers admits a left adjoint, which defines
the convolution product of two towers.

Definition 11.7.17. The convolution product of two towers Y ′? and Y ′′? is the
left Kan extension (Y ′ ∧ Y ′′)? : N→ SpO defined by

(Y ′ ∧ Y ′′)σ = colim
s+u≥σ

Y ′s ∧ Y ′′u ,

with the canonical map α : (Y ′ ∧ Y ′′)σ+1 → (Y ′ ∧ Y ′′)σ.

By cofinality [ML71, Thm. IX.3.1], the colimit can be calculated over the
smaller diagram below.

Y ′σ ∧ Y ′′1
1∧α //

α∧1

��

Y ′σ ∧ Y ′′0

Y ′σ−1 ∧ Y ′′2
1∧α //

��

Y ′σ−1 ∧ Y ′′1

Y ′2 ∧ Y ′′σ−1
//

α∧1

��

. . .

Y ′1 ∧ Y ′′σ
1∧α //

α∧1

��

Y ′1 ∧ Y ′′σ−1

Y ′0 ∧ Y ′′σ
(Strict) pairings ν : (Y ′? , Y

′′
? ) → Y? thus correspond to maps of towers ν̄? : (Y ′ ∧

Y ′′)? → Y?, and vice versa.
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Lemma 11.7.18. If Y ′? and Y ′′? are cell towers, then (Y ′ ∧ Y ′′)? is also a cell
tower with

(Y ′ ∧ Y ′′)σ =
⋃

s+u=σ

Y ′s ∧ Y ′′u ,

having one cell of type Fs+uFk+`D
n+m
+ for each pair of cells in Y ′? and Y ′′? of types

FsFkD
n
+ and FuF`D

m
+ , respectively.

More generally, if Y ′? and Y ′′? are projectively cofibrant towers then (Y ′ ∧ Y ′′)?
is also projectively cofibrant.

Proof. ((ETC: Explain by induction over the cell attachments in Y ′? and in
Y ′′? .)) �

Lemma 11.7.19. The convolution product makes Tow(SpO) a symmetric monoidal
category, with unit object the tower U? with U0 = S and Us = ∗ for s ≥ 1.

The convolution product with Y ′′? admits a right adjoint, Y? 7→ F (Y ′′, Y )?,
which defines a closed structure on Tow(SpO).

Definition 11.7.20. For Y ′′? , Y? ∈ Tow(SpO), let

F (Y ′′, Y )s = lim
s+u≥σ

F (Y ′′u , Ys+u) ,

with the canonical map α : F (Y ′′, Y )s+1 → F (Y ′′, Y )s.

This limit can be calculated over the smaller (but infinite) diagram below.

. . .

F (Y ′′2 , Ys+2)
α∗ //

OO

F (Y ′′2 , Ys+1)

F (Y ′′1 , Ys+1)
α∗ //

α∗

OO

F (Y ′′1 , Ys)

F (Y ′′0 , Ys)

α∗

OO

Proposition 11.7.21. The category Tow(SpO) of towers in orthogonal spectra,
with respect to the closed symmetric monoidal convolution product and the projective
model structure, is monoidal.

Sketch proof. To verify the first part of the pushout-product axiom, it suf-
fices to consider the cases where i : A? → X? and j : B? → Y? are of the form
FsFkS

n−1
+ → FsFkD

n
+ and FuF`S

m−1
+ → FuF`D

m
+ , respectively. In this case i � j

has the form

Fs+uFk+`(S
n−1 ×Dm ∪Dn × Sm−1)+ −→ Fs+uFk+`(D

m ×Dn)+ ,

hence is a cofibration. The proof of the second part is similar. ((ETC: The sec-
ond part involves the generating acyclic (= trivial) cofibrations j : FuF`D

m
+ →

FuF`(D
m × I)+. Here i� j is freely induced by the acyclic (= trivial) cofibration

Sn−1 ×Dm × I ∪Dn ×Dm × {0} → Dn ×Dm × I.))
The unit tower U? is cofibrant, so the unit axiom is trivially satisfied. �
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Definition 11.7.22. Let Y ′? and Y ′′? be projectively cofibrant towers, and let Y?
be any tower. ((ETC: Should we assume that Y? is (projectively) fibrant? Might
build cofibrant replacement for Y ′? and Y ′′? into the definition.)) A weak pairing
ν : (Y ′? , Y

′′
? )→ Y? is a weak map of resolutions

ν̄? : ((Y ′ ∧ Y ′′)?, (Y ′ ∧ Y ′′)?,1) −→ (Y?, Y?,1) ,

i.e., collections of morphisms ν̄σ : (Y ′ ∧ Y ′′)σ → Yσ and ν̄σ,1 : (Y ′ ∧ Y ′′)σ,1 → Yσ,1
making the diagrams

(Y ′ ∧ Y ′′)σ+1
α //

ν̄σ+1

��

(Y ′ ∧ Y ′′)σ
β
//

ν̄σ

��

(Y ′ ∧ Y ′′)σ,1
γ
//

ν̄σ,1

��

Σ(Y ′ ∧ Y ′′)σ+1

Σν̄σ+1

��

Yσ+1
α // Yσ

β
// Yσ,1

γ
// ΣYσ+1

commute in Ho(SpO).

Remark 11.7.23. A weak pairing ν : (Y ′? , Y
′′
? )→ Y? determines morphisms

νs,u : Y ′s ∧ Y ′′u
ιs,u−→ (Y ′ ∧ Y ′′)s+u

ν̄s+u−→ Ys+u

in Ho(SpO), such that the squares

Y ′s+1 ∧ Y ′′u
α∧1 //

νs+1,u

��

Y ′s ∧ Y ′′u
νs,u

��

Y ′s ∧ Y ′′u+1
1∧αoo

νs,u+1

��

Ys+1+u
α // Ys+u Ys+u+1

αoo

commute in Ho(SpO) for all s, u ≥ 0. However, there is more information in the
choice of a weak pairing than what is given by these morphisms in the stable
category, since the morphism ν̄σ depends on more than its restrictions νs,u for
s + u = σ. A weak pairing can be defined in terms of the 2-category of spectra,
spectrum maps and homotopy classes of commuting homotopies, but not at the
level of the 1-category Ho(SpO).

Let Y ′? and Y ′′? be projectively cofibrant towers of orthogonal spectra, with
convolution product Y? = (Y ′ ∧ Y ′′)?, which is also projectively cofibrant by
Lemma 11.7.18. Hence the collapse maps

Y ′s,r = Y ′s ∪ CY ′s+r
∼−→ Y ′s/Y

′
s+r

Y ′′s,r = Y ′′s ∪ CY ′′s+r
∼−→ Y ′′s /Y

′′
s+r

Ys,r = Ys ∪ CYs+r
∼−→ Ys/Ys+r

are stable equivalences. We have (homotopical, extended) Cartan–Eilenberg sys-
tems (π′∗, η, ∂), (π′′∗ , η, ∂) and (π∗, η, ∂), with

π′n(s, s+ r) = πn(Y ′s,r) ∼= πn(Y ′s/Y
′
s+r)

π′′n(s, s+ r) = πn(Y ′′s,r) ∼= πn(Y ′′s /Y
′′
s+r)

πn(s, s+ r) = πn(Ys,r) ∼= πn(Y ′′s /Y
′′
s+r)
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and

π′n(s,∞) = πn(Y ′′s )

π′′n(s,∞) = πn(Y ′′s )

πn(s,∞) = πn(Ys) .

The left hand commutative square

Y ′s+r ∧ Y ′′u ∨ Y ′s ∧ Y ′′u+r
αr∧1∨1∧αr //

ιs+r,u∨ιs,u+r
��

Y ′s ∧ Y ′′u
ιs,u

��

π∧π // Y ′s/Y
′
s+r ∧ Y ′′u /Y ′′u+r

ῑs,u,r

��

Ys+u+r
αr // Ys+u

π // Ys+u/Ys+u+r

induces the right hand vertical map ῑs,u,r of horizontal (strict) cofibers.
((ETC: It is less obvious how to consistently pick maps Y ′s,r ∧ Y ′′u,r → Ys+u,r

from the smash product of mapping cones to a mapping cone. Maybe use the
minimum of the two cone coordinates?))

Proposition 11.7.24. Let Y ′? and Y ′′? be projectively cofibrant towers, with
convolution product Y?. There is a natural pairing µ : (π′?, π

′′
? ) → π? of Cartan–

Eilenberg systems, given by the homomorphisms

µr : πn(Y ′s/Y
′
s+r)⊗ πm(Y ′′u /Y

′′
u+r)

·−→ πn+m(Y ′s/Y
′
s+r ∧ Y ′′u /Y ′′u+r)

ῑs,u,r∗−→ πn+m(Ys+u/Ys+u+r)

and

µ∞ : πn(Y ′s )⊗ πm(Y ′′u )
·−→ πn+m(Y ′s ∧ Y ′′u )

ιs,u∗−→ πn+m(Ys+u)

Proof. We must verify conditions (SPP I), (SPP II) and (SPP III) from Def-
initions 6.2.1 and 6.2.5.

Condition (SPP I) follows directly from naturality of the lax monoidal pairing
· : π∗(M)⊗ π∗(N)→ π∗(M ∧N), in view of the commutative diagrams

Y ′s′/Y
′
s′+r′ ∧ Y ′′u′/Y ′′u′+r′

ῑs′,u′,r′
//

��

Ys′+u′/Ys′+u′+r′

��

Y ′s/Y
′
s+r ∧ Y ′′u /Y ′′u+r

ῑs,u,r
// Ys+u/Ys+u+r

for s ≤ s′, u ≤ u′, s+ r ≤ s′ + r′ and u+ r ≤ u′ + r′, where the vertical maps are
induced by αs

′−s : Y ′s′ → Y ′s , αu
′−u : Y ′′u′ → Y ′′u and αs

′+u′−s−u : Ys′+u′ → Ys+u by
passage to quotients.

Condition (SPP III) likewise follows from the commutative diagrams

Y ′s′ ∧ Y ′′u′
ιs′,u′

//

��

Ys′+u′

��

Y ′s/Y
′
s+r ∧ Y ′′u /Y ′′u+r

ῑs,u,r
// Ys+u/Ys+u+r
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and

Y ′s′ ∧ Y ′′u′
ιs′,u′

//

��

Ys′+u′

��

Y ′s ∧ Y ′′u
ιs,u

// Ys+u .

Condition (SPP II) is more delicate. We confirm it in its strengthened form (SPP
II+) from Remark 6.2.8, concerning the following diagram.

πn(Y ′s/Y
′
s+r)⊗ πm(Y ′′u /Y

′′
u+r)

1⊗∂
//

µr

))

∂⊗1

��

πn(Y ′s/Y
′
s+r)⊗ πm−1(Y ′′u+r/Y

′′
u+2r)

µr

��

πn+m(Ys+u/Ys+u+r)

∂

))

πn−1(Y ′s+r/Y
′
s+2r)⊗ πm(Y ′′u /Y

′′
u+r)

µr // πn+m−1(Ys+u+r/Ys+u+2r)

To simplify the notation, set

A = Y ′s+r/Y
′
s+2r

X = Y ′s/Y
′
s+2r

B = Y ′′u+r/Y
′′
u+2r

Y = Y ′′u /Y
′′
u+2r

and W = A ∧ Y ∪ X ∧ B ⊂ X ∧ Y , so that X/A ∧ Y/B ∼= (X ∧ Y )/W and
W/(A ∧B) ∼= A ∧ Y/B ∨X/A ∨B. In the diagram

πn(X/A)⊗ πm(Y/B)
1⊗∂

//

·

))

∂⊗1

��

πn(X/A)⊗ πm−1(B)

·

��

πn+m(X/A ∧ Y/B)

∂

))

πn−1(A)⊗ πm(Y/B)
· // πn+m−1(A ∧ Y/B ∨X/A ∨B)

we then have the identity

(11.3) ∂(x · y) = ∂(x) · y + (−1)nx · ∂(y)

in πn+m−1(A ∧ Y/B ∨ X/A ∨ B) for all x ∈ πn(X/A) and y ∈ πm(Y/B), by
Proposition 9.8.17.

Condition (SPP II+) now follows from the strictly commutative diagram

A ∧B //

��

W //

ῑs+r,u,r∪ῑs,u+r,r
��

X ∧ Y
ῑs,u,2r

��

∗ // Ys+u+r/Ys+u+2r
// Ys+u/Ys+u+2r
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which implies that

(11.4) πn+m((X ∧ Y )/W )
∂ //

ῑs,u,r∗

��

πn+m−1(W/(A ∧B))

ῑs+r,u,r∗⊕ῑs,u+r,r∗
��

πn+m(Ys+u/Ys+u+r)
∂ // πn+m−1(Ys+u+r/Ys+u+2r)

also commutes. Applying ῑs+r,u,r∗ ⊕ ῑs,u+r,r∗ to (11.3), we conclude that

∂µr(x⊗ y) = µr(∂(x)⊗ y) + (−1)nµr(x⊗ ∂(y))

in πn+m−1(Ys+u+r/Ys+u+2r), as required. �

Remark 11.7.25. To confirm the Leibniz rule (SPP II+), it is critical that the
diagram (11.4) commutes, which we deduce from the strict commutativity of the
preceding diagram. ((ETC: At this point it is not sufficient to work only in the
stable category. Explain!))

Proposition 11.7.26. Let Y ′? and Y ′′? be projectively cofibrant Adams towers.
Then their convolution Y? is a projectively cofibrant Adams tower, with filtration
quotients

Yσ/Yσ+1
∼=

∨

s+u=σ

Y ′s/Y
′
s+1 ∧ Y ′′u /Y ′′u+1 .

The injective A∗-comodule resolution

(11.5) . . .← H∗(Σ
σYσ,1)← . . .← H∗(ΣY1,1)

β∗γ∗←− H∗(Y0,1)← 0

of H∗(Y0) is the tensor product of the injective A∗-comodule resolutions

(11.6) . . .← H∗(Σ
sY ′s,1)← . . .← H∗(ΣY

′
1,1)

β∗γ∗←− H∗(Y
′
0,1)← 0

and

(11.7) . . .← H∗(Σ
uY ′′u,1)← . . .← H∗(ΣY

′′
1,1)

β∗γ∗←− H∗(Y
′′
0,1)← 0

of H∗(Y ′0) and H∗(Y ′′0 ), respectively.

Proof. We view each α : Y ′s+1 → Y ′s and α : Y ′′u+1 → Y ′′u as the inclusion of a
subspectrum, so that

Yσ =
⋃

s+u=σ

Y ′s ∧ Y ′′u

for each σ ≥ 0. In particular, Y0 = Y ′0∧Y ′′0 . The tower Y? is projectively cofibrant by
Lemma 11.7.18, so each map α : Yσ+1 → Yσ is a Quillen cofibration. The inclusions
ιs,u : Y ′s ∧ Y ′′u → Ys+u then combine to the stated isomorphism

∨

s+u=σ

Y ′s/Y
′
s+1 ∧ Y ′′u /Y ′′u+1

∼=−→ Yσ/Yσ+1 .

Since Y ′s/Y
′
s+1 ' Y ′s,1 is H-injective, hence of the form H ∧ T , it follows that

Y ′s/Y
′
s+1 ∧ Y ′′u /Y ′′u+1 is equivalent to H ∧ T ∧ Y ′′u /Y ′′u+1, and is therefore also H-

injective. This implies that Yσ,1 ' Yσ/Yσ+1 is H-injective, for each σ ≥ 0.
To prove that α∗ : H∗(Yσ+1)→ H∗(Yσ) is zero, we first show that the cochain

complex (11.5) is the tensor product

(Iσ∗ , δ)σ ∼= (′Is∗ , δ)s ⊗ (′′Iu∗ , δ)u
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of the cochain complexes (11.6) and (11.7). Since the latter resolve H∗(Y ′0) and
H∗(Y ′′0 ), respectively, it follows from the algebraic Künneth formula that the former
resolves H∗(Y ′0)⊗H∗(Y ′′0 ) ∼= H∗(Y0), which then implies that α∗ = 0 for each σ ≥ 0.

For each σ, an isomorphism
⊕

s+u=σ

′Is∗ ⊗ ′′Iu∗ ∼= Iσ∗

is given by the composition

⊕

s+u=σ

H∗(Σ
sY ′s,1)⊗H∗(ΣuY ′′u,1) ∼=

⊕

s+u=σ

ΣsH∗(Y
′
s/Y

′
s+1)⊗ ΣuH∗(Y

′′
u /Y

′′
u+1)

∼= Σσ
⊕

s+u=σ

H∗(Y
′
s/Y

′
s+1 ∧ Y ′′u /Y ′′u+1) ∼= ΣσH∗(

∨

s+u=σ

Y ′s/Y
′
s+1 ∧ Y ′′u /Y ′′u+1)

∼= ΣσH∗(Yσ/Yσ+1) ∼= ΣσH∗(Yσ,1) .

We claim that δs ⊗ 1 + 1 ⊗ δu on the (s, u)-summand at the left hand side
corresponds to δσ on the right hand side. To prove this, we use the notation for
r = 1 from the proof of (SPP II+) in Proposition 11.7.24, so that we have Quillen
cofibrations

i : A = Y ′s+1/Y
′
s+2 −→ Y ′s/Y

′
s+2 = X

j : B = Y ′′u+1/Y
′
u+2 −→ Y ′′u /Y

′
u+2 = Y

i� j : W = A ∧ Y ∪X ∧B −→ X ∧ Y

and the identity

∂(x⊗ y) = ∂(x)⊗ y + (−1)nx⊗ ∂(y)

holds in Hn+m−1(Σσ(W/(A ∧ B))) for x ∈ Hn(Σs(X/A)) ∼= Hn(ΣsY ′s,1) = ′Isn
and y ∈ Hm(Σu(Y/B)) ∼= Hm(ΣuY ′′u,1) = ′′Ium. (This homology Leibniz rule can be
deduced from Proposition 9.8.17 by applying H∧− to each spectrum, and replacing
∧ with ∧H .) When combined with the commutative diagram

Hn+m(Σσ((X ∧ Y )/W ))
∂ //

ῑs,u,1∗

��

Hn+m−1(Σσ(W/(A ∧B)))

ῑs+1,u,1∗⊕ῑs,u+1,1∗

��

Hn+m(Σσ(Yσ/Yσ+1))
δσ // Hn+m−1(Σσ(Yσ+1/Yσ+2))

this proves that

δσ(x⊗ y) = δs(x)⊗ y + (−1)nx⊗ δu(y)

in Iσ+1
n+m−1, as desired.
As already outlined, we can now deduce that

H∗(Iσ∗ , δ) ∼= H∗(′Is∗ , δ)⊗H∗(′Iu∗ , δ)

is H∗(Y ′0)⊗H∗(Y ′′0 ) ∼= H∗(Y0) concentrated in cohomological degree 0.

H∗(Σs+1Ys+1)

β∗

��

H∗(ΣsYs)

β∗

��

. . . H∗(ΣY1)

β∗

��

H∗(Y0)

β∗

��

Is+1
∗ Is∗

γ∗

gg

δs
oo Is−1

∗

γ∗
dd

δs−1

oo I1
∗ I0

∗

γ∗

ee

δ0
oo
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Hence

η = β∗ : H∗(Y0) −→ I0
∗

is injective, with implies that α∗ : H∗(Y1)→ H∗(Y0) is zero and γ∗ : I0
∗ → H∗(ΣY1)

is surjective, with kernel the image of β∗, which also equals the kernel of

δ0 = β∗γ∗ : I0
∗ −→ I1

∗ .

Suppose inductively, for s ≥ 1, that γ∗ : Is−1
∗ → H∗(ΣsYs) is surjective, with ker(γ∗)

equal to the kernel of

δs−1 = β∗γ∗ : Is−1
∗ −→ Is∗ .

Then β∗ : H∗(ΣsYs) → Is∗ must be injective, since a nonzero elements in its kernel
would make ker(δs−1) strictly larger than ker(γ∗). From the long exact sequence we
deduce that α∗ : H∗(ΣsYs+1)→ H∗(ΣsYs) is zero, and that γ∗ : Is∗ → H∗(Σs+1Ys+1)
is surjective. Furthermore,

ker(γ∗) = im(β∗) = im(β∗γ∗) = im(δs−1) = ker(δs) ,

by the assumed exactness at Is∗ . This completes the inductive step, and shows that
α∗ = 0 in all cases. Hence Y? is, indeed, an Adams tower. �

Proposition 11.7.27. Let Y ′? and Y ′′? be projectively cofibrant Adams towers,
with convolution product Y?. The pairing

µ1 : π∗(Y
′
s,1)⊗ π∗(Y ′′u,1)

·−→ π∗(Y
′
s,1 ∧ Y ′′u,1)

ῑs,u,1∗−→ π∗(Ys+u,1)

of E1-terms corresponds under the d-isomorphisms to the pairing

HomA∗(Fp, H∗(Y ′s,1))⊗HomA∗(Fp, H∗(Y ′′u,1)) −→ HomA∗(Fp, H∗(Ys+u,1))

induced by applying HomA∗(Fp,−) = PA∗(−) to the pairing ′Is∗ ⊗ ′′Iu∗ → Is+u∗ .
Hence, the pairing of E2-terms

µ2 : E2(Y ′)⊗ E2(Y ′′) −→ E2(Y )

is the internal product.

Proof. This follows from the commutative diagram

π∗(Y ′s,1)⊗ π∗(Y ′′u,1)
· //

h⊗h
��

π∗(Y ′s,1 ∧ Y ′′u,1)
ῑs,u,1∗

//

h

��

π∗(Ys+u,1)

h

��

H∗(Y ′s,1)⊗ π∗(Y ′′u,1)
∼= // H∗(Y ′s,1 ∧ Y ′′u,1)

ῑs,u,1∗
// H∗(Ys+u,1)

where the right hand mod p Hurewicz homomorphism factors as

h : π∗(Yσ,1)
d
∼=
// HomA∗(Fp, H∗(Yσ,1)) // // H∗(Yσ,1) ,

and similarly in the other columns. �

Proof of Theorem 11.7.3. Letting Y ′? and Y ′′? be projectively cofibrant mod p
Adams resolutions of Y ′ and Y ′′, their convolution product Y? = (Y ′ ∧ Y ′′)? is a
projectively cofibrant mod p Adams resolution of Y = Y ′ ∧ Y ′′. The pairing of
Cartan–Eilenberg systems in Propositions 11.7.24 and 11.7.27 then gives the as-
serted pairings, in the case X ′ = X ′′ = X = S. For the general case, one replaces
π∗(Y ′) with [X ′, Y ′]∗, and so on, relying on the appropriate generalization of the
homotopy Leibniz rule from Proposition 9.8.17. �
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((ETC: See Remark 9.8.18 for the generalization. One might also compare the
Adams spectral sequence for X and Y to the one for (S and) F (X,Y ), but these
are (probably) not generally the same.))

We return to the situation where (Y ′ ∧ Y ′′)? maps to Y? by a map of towers,
or by a (weak) map of associated resolutions, but Y? is not necessarily equal to the
convolution product (Y ′ ∧ Y ′′)?.

Proposition 11.7.28. Let ν : (Y ′? , Y
′′
? ) → Y? be a (strict or weak) pairing of

towers.
(a) There is a natural pairing of homotopy spectral sequences

νr : Er(Y
′)⊗ Er(Y ′′) −→ Er(Y )

with abutment the pairing

ν0,0∗ : π∗(Y
′
0)⊗ π∗(Y ′′0 ) −→ π∗(Y0) .

(b) If Y ′? , Y ′′? and Y? are mod p Adams towers, then the pairing of Adams
E2-terms

ν2 : ExtA∗(Fp, H∗(Y ′0))⊗ ExtA∗(Fp, H∗(Y ′′0 )) −→ ExtA∗(Fp, H∗(Y0))

is the internal product.
(c) If, furthermore, Y ′0/p, Y ′′0 /p and Y0/p are bounded below of finite type, then

the pairing of Adams E2-terms

ν2 : ExtA(H∗(Y ′0),Fp)⊗ ExtA(H∗(Y ′′0 ),Fp) −→ ExtA(H∗(Y0),Fp)

is the internal product.

Proof. The pairing of spectral sequences is the composite of the pairing of
spectral sequences

ιr : Er(Y
′)⊗ Er(Y ′′) −→ Er(Y

′ ∧ Y ′′)

associated to the convolution product (Y ′ ∧ Y ′′)?, followed by the morphism of
spectral sequences

ν̄r : Er(Y
′ ∧ Y ′′) −→ Er(Y )

associated to the (strict) map ν̄? : (Y ′∧Y ′′)? → Y? of towers of spectra, or the (weak)
map ν̄? of the associated resolutions in the stable category. The result then follows
from Propositions 11.7.24 and 11.7.27, and functoriality of the homotopy spectral
sequence of Definition 11.2.5 for (strict) maps of towers or (weak) morphisms of
resolutions. �

11.8. Composition pairings

For spectra X, Y and Z the composition of morphisms defines a pairing

◦ : [Y,Z]n ⊗ [X,Y ]m −→ [X,Z]n+m

that takes g : ΣnY → Z and f : ΣmX → Y to the composite

g ◦ Σnf : Σn+mX = ΣnΣmX
Σnf−→ ΣnY

g−→ Z .

It preserves Adams filtrations, in the sense that F s[Y,Z]∗ ⊗ Fu[X,Y ]∗ is mapped
into F s+u[X,Z]∗, since the combined composite of s and u maps, each of which
induces zero in mod p homology, is obviously a composite of s+ u such maps.
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For any algebra A and (left) A-modules L, M and N there is a natural Yoneda
composition product

◦ : ExtsA(M,N)⊗ ExtuA(L,M) −→ Exts+uA (L,N) .

Definition 11.8.1. Let

· · · → Ps
∂s−→ Ps−1 → · · · → P1

∂1−→ P0
ε−→M → 0

and

· · · → Qu
∂u−→ Qu−1 → · · · → Q1

∂1−→ Q0
ε−→ L→ 0

be projective A-module resolutions. Given cocycles

g : Ps −→ N and f : Qu −→M

choose a chain map f∗ : Q∗+u → P∗ of degree −u lifting f .

. . . // Qs+u //

fs

��

. . . // Qu //

f0

��

f

  

. . . // Q0
// L

. . . // Ps //

g

��

. . . // P0
// M

N

The composite g ◦ fs is a cocycle, and its cohomology class

[g] ◦ [f ] = [g ◦ fs] ∈ Exts+uA (L,N)

defines the composition product.

((ETC: Maybe it would be more consistent to write fs+u in place of fs : Qs+u →
Ps. A chain map of odd degree anticommutes with the boundaries, since we suspend
(spectra and) chain complexes on the left.))

The comodule case is similar.

Definition 11.8.2. There is a composition product

◦ : ExtsC(M,N)⊗ ExtuC(L,M) −→ Exts+uC (L,N) .

for any coalgebra C and (left) C-comodules L, M and N , defined for cocycles

g : M −→ Is and f : L −→ Ju

by extending g to a chain map g∗ : J∗ → Is+∗ of codegree s and using the diagram

L

f

��

. . . Juoo

gu

��

. . .oo J0oo

g0

��

Moo

g
~~

. . . Is+uoo . . .oo Isoo . . .oo I0oo Noo

to form
[g] ◦ [f ] = [gu ◦ f ] ∈ Exts+uC (L,N) .

In the case of modules over a Hopf algebra B, the interior and composition
products are related as follows.
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Proposition 11.8.3 ([Yon58, Prop. 1]). For

x′ ∈ Exts
′

B(M ′, N ′) y′ ∈ Extu
′

B (L′,M ′)

x′′ ∈ Exts
′′

B (M ′′, N ′′) y′′ ∈ Extu
′′

B (L′′,M ′′)

the identity

(x′ ◦ y′) ∧ (x′′ ◦ y′′) = (−1)s
′′u′(x′ ∧ x′′) ◦ (y′ ∧ y′′)

holds in Exts
′+u′+s′′+u′′

B (L′ ⊗ L′′, N ′ ⊗N ′′).

Proof. Let

· · · → P ′s′
∂s′−→ P ′s′−1 → · · · → P ′1

∂1−→ P ′0
ε−→M ′ → 0

· · · → Q′u′
∂u′−→ Q′u′−1 → · · · → Q′1

∂1−→ Q′0
ε−→ L′ → 0

· · · → P ′′s′′
∂s′′−→ P ′′s′′−1 → · · · → P ′′1

∂1−→ P ′′0
ε−→M ′′ → 0

· · · → Q′′u′′
∂u′′−→ Q′′u′′−1 → · · · → Q′′1

∂1−→ Q′′0
ε−→ L′′ → 0

be projective B-module resolutions, and choose cocycles

g′ : P ′s′ −→ N ′

f ′ : Q′u′ −→M ′

g′′ : P ′′s′′ −→ N ′′

f ′′ : Q′′u′′ −→M ′′

representing x′, y′, x′′ and y′′, respectively. Lift f ′ and f ′′ to chain maps

f ′∗ : Q′∗+u′ −→ P ′∗
f ′′∗ : Q′′∗+u′′ −→ P ′′∗

of degrees −u′ and −u′′. Then (P ′⊗P ′′)∗ = P ′∗⊗P ′′∗ →M ′⊗M ′′ and (Q′⊗Q′′)∗ =
Q′∗⊗Q′′∗ → L′⊗L′′ are projective B-module resolutions, with the diagonal B-action,
and

f ′∗ ⊗ f ′′∗ : (Q′ ⊗Q′′)∗+u′+u′′ = Q′∗+u′ ⊗Q′′∗+u′′ −→ P ′∗ ⊗ P ′′∗ = (P ′ ⊗ P ′′)∗
is a chain map (f ′ ⊗ f ′′)∗ of degree (−u′ − u′′), lifting

(Q′ ⊗Q′′)u′+u′′ → Q′u′ ⊗Q′′u′′
f ′⊗f ′′−→ M ′ ⊗M ′′ .

The class of the composite

(g′ ⊗ g′′) ◦ (f ′ ⊗ f ′′)s′+s′′ = (g′ ⊗ g′′) ◦ (f ′s′ ⊗ f ′′s′′)

then defines (x′∧x′′)◦(y′∧y′′), and equals (−1)s
′′u′ times the class of the composite

(g′ ◦ f ′s′)⊗ (g′′ ◦ f ′′s′′) ,
which defines (x′ ◦ y′) ∧ (x′′ ◦ y′′). �

Corollary 11.8.4. Let B a Hopf algebra over k. For x ∈ ExtsB(k,N) and
y ∈ ExtuB(L, k) the identity

x ∧ y = (x ∧ 1) ◦ (1 ∧ y) = x ◦ y
holds in Exts+uB (k ⊗ L,N ⊗ k) ∼= Exts+uB (L,N), and the identity

(−1)suy ∧ x = (1 ∧ x) ◦ (y ∧ 1) = x ◦ y
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holds in Extu+s
B (L ⊗ k, k ⊗ N) ∼= Extu+s

B (L,N). In particular, the interior and
composition products

ExtsB(k, k)⊗ ExtuB(k, k) −→ Exts+uB (k, k)

agree, and make Ext∗B(k, k) a graded commutative k-algebra.

Proof. Apply Proposition 11.8.3 with x′′ = y′ = 1 ∈ Ext0
B(k, k) in the first

case, and with x′ = y′′ = 1 ∈ Ext0
B(k, k) in the second case. �

((ETC: The argument does not seem to assume that B is (co-)commutative,
since the twist isomorphism for tensor products of B-modules does not play a role.
This agrees with [Yon58, Prop. 5].))

((ETC: Similar results for interior product and composition product in comod-
ule Ext over a Hopf algebra.))

For spectra X, Y and Z consider the Adams spectral sequences

′E2 = ExtA(H∗(Y ), H∗(Z)) =⇒ [Y, Z]∗
′′E2 = ExtA(H∗(X), H∗(Y )) =⇒ [X,Y ]∗

E2 = ExtA(H∗(X), H∗(Z)) =⇒ [X,Z]∗ .

The interaction between the composition product in Ext and the composition in
the stable category was determined by Michael Moss.

Theorem 11.8.5 ([Mos68, Thm. 2.1]). (a) There is a natural pairing

◦r : (′Er,
′′Er) −→ Er

of Adams spectral sequences, with abutment the filtration-preserving pairing

◦ : [Y,Z]∗ ⊗ [X,Y ]∗ −→ [X,Z]∗

mapping g ⊗ f to g ◦ Σ|g|f .
(b) The pairing of E2-terms

◦2 : ExtA∗(H∗(Y ), H∗(Z))⊗ ExtA∗(H∗(X), H∗(Y )) −→ ExtA∗(H∗(X), H∗(Z))

is the composition product.
(c) If Y/p and Z/p are bounded below of finite type, then the E2-pairing

◦2 : ExtA(H∗(Z), H∗(Y ))⊗ ExtA(H∗(Y ), H∗(X)) −→ ExtA(H∗(Z), H∗(X))

is the twisted composition product, mapping y⊗x to (−1)|x||y|x◦y, where |x| = v−u
and |y| = t− s for x ∈ ′′Eu,v2 and y ∈ ′Es,t2 .

Remark 11.8.6. When Y = S, this theorem of Moss can be deduced from that
for the smash product pairing, since the two pairings

[S,Z]n ⊗ [X,S]m −→ [X,Z]n+m
∼= [S ∧X,Z ∧ S]n+m

mapping g ⊗ f to

g ◦ Σnf : Σn+mX −→ Sn −→ Z

and

g ∧ f : Sn ∧ ΣmX −→ Z ∧ S
are equal, and the two pairings

◦,∧ : ExtA∗(Fp, H∗(Z))⊗ ExtA∗(H∗(X),Fp) −→ ExtA∗(H∗(X), H∗(Z))

also agree.
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Corollary 11.8.7. (a) There is a natural pairing

◦r : (Er(S), Er(S)) −→ Er(S)

of Adams spectral sequences, with abutment the filtration-preserving pairing

◦ : π∗(S)⊗ π∗(S) −→ π∗(S)

mapping g ⊗ f to g ◦ Σ|g|f , which equals the smash product g ∧ f .
(b) The pairing of E2-terms

◦2 : ExtA∗(Fp,Fp)⊗ ExtA∗(Fp,Fp) −→ ExtA∗(Fp,Fp)
is the composition product, which equals the (graded commutative) internal product.

(c) The E2-pairing

◦2 : ExtA(Fp,Fp)⊗ ExtA(Fp,Fp) −→ ExtA(Fp,Fp)

is the twisted composition product, mapping y⊗x to (−1)|x||y|x◦y, where |x| = v−u
and |y| = t − s for x ∈ ′′Eu,v2 (S) and y ∈ ′Es,t2 (S), which equals the (graded
commutative) internal product.

((ETC: What can we deduce from

π∗F (Y, Z)⊗ π∗F (X,Y ) −→ π∗(F (Y,Z) ∧ F (X,Y )) −→ π∗F (X,Z)

in the cases where the Adams spectral sequence for X and Y agrees with the one
for S and F (X,Y ), and so on?))

11.9. Products in Ext over the Steenrod algebra

In the case X = Y = S, Theorem 11.7.3 or its corollaries shows that the mod p
Adams spectral sequence for the sphere spectrum is a graded commutative algebra
spectral sequence

E2(S)s,t = Exts,tA (Fp,Fp) =⇒s πt−s(S)∧p

with differentials
ds,tr : Es,tr (S) −→ Es+r,t+r−1

r (S) .

The multiplication on the E2-term is given by the internal product

∧ : Exts,tA (Fp,Fp)⊗ Extu,vA (Fp,Fp) −→ Exts+u,t+vA (Fp,Fp) ,
and converges to the smash product pairing

∧ : πn(S)∧p ⊗ πm(S)∧p −→ πn+m(S)∧p

that gives the graded commutative ring structure on π∗(S)∧p . Yoneda’s Proposi-
tion 11.8.3 shows that the internal product pairing is equal to the composition
product in Ext, and that the smash product pairing is equal to the composition
product in π∗(S)∧p .

For p = 2, Bruner’s program ext can calculate the Yoneda (composition) prod-
ucts in Ext, by lifting cocycles to chain maps and evaluating their composites. The
computation of products

hi : Exts,tA (M,F2) −→ Exts+1,t+2i

A (M,F2)

with the Hopf–Steenrod classes hi is particularly simple, and can be read off from
the boundary homomorphism

∂s+1 : Ps+1 −→ Ps
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Figure 11.3. Es,t2 (S) = Exts,tA (F2,F2) with h0-, h1-, h2- and h3-
multiplications and d2-differentials, for 0 ≤ t− s ≤ 16 and 0 ≤ s ≤
12

in a minimal resolution for M . ((ETC: Explain.)) In the case M = F2, the
multiplications by hi for 0 ≤ i ≤ 3 in ExtA(F2,F2) are shown in Figure 11.3, with
the following graphical conventions.

• Each nonzero multiplication by h0 ∈ E1,1
2 (S) is shown by a line connecting

x in bidegree (t− s, s) to h0x in bidegree (t− s, s+ 1), i.e., by a vertical
line of unit length.

• Each nonzero multiplication by h1 ∈ E1,2
2 (S) is shown by a line connecting

x in bidegree (t− s, s) to h1x in bidegree (t− s+ 1, s+ 1), i.e., by a line
of slope +1.

• Each nonzero multiplication by h2 ∈ E1,4
2 (S) is shown by a dashed line

connecting x in bidegree (t− s, s) to h2x in bidegree (t− s+ 3, s+ 1), i.e.,
by a dashed line of slope +1/3.

• Each nonzero multiplication by h3 ∈ E1,8
2 (S) is shown by a dotted line

connecting x in bidegree (t− s, s) to h3x in bidegree (t− s+ 7, s+ 1), i.e.,
by a dotted line of slope +1/7.
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Lemma 11.9.1. In the range t− s ≤ 16, the F2-algebra E∗,∗2 (S) is generated by
the following classes.

x h0 h1 h2 h3 c0 Ph1 Ph2 d0 h4 Pc0

t− s 0 1 3 7 8 9 11 14 15 16

s 1 1 1 1 3 5 5 4 1 7

The relation c20 = h2
1d0 holds.

Proof. The hi-multiplications can be read off from the minimal resolution
(P∗, ∂) of F2 calculated by ext, and is visible in Figure 11.3. The classes hi in
filtration s = 1 must be algebra indecomposable for filtration degree reasons. The
only other basis elements that are not hi-multiplies are the classes denoted c0, d0,
Ph1, Ph2 and Pc0, and these must then be algebra decomposable for topological
degree reasons, since these all lie in degrees t− s ≥ 8.

To calculate c20 = c0 ·c0, we instead call on ext to lift the cocycle f = 33 : P3 →
Σ11F2 to a chain map f∗ : P∗+3 → Σ11P∗, and then to evaluate the composite

P6
f3−→ Σ11P3

f−→ Σ22F2 .

This turns out to map 6∗5 to 1, hence equals the cocycle 65, which we have already
seen represents h2

1d0. �

Remark 11.9.2. The prefix P refers to the periodicity operator from [Ada66,
Thm. 1.2], and the notations c0, d0, . . . stem from computations in the range t−s ≤
70 made by May (unpublished) and Tangora [Tan70]. In his work on the Hopf
invariant one problem, Adams showed that there are no algebra indecomposables
in filtration s = 2 of E∗,∗2 (S) = Ext∗,∗A (F2,F2), and determined the multiplicative
relations satisfied by the generators hi in filtrations s ≤ 3.

Theorem 11.9.3 ([Ada60, Thm. 2.5.1]). The relations

hihi+1 = 0

h2
ihi+2 = h3

i+1

hih
2
i+2 = 0

hold in ExtA(F2,F2), for each i ≥ 0. The algebra homomorphism

F2[hi | i ≥ 0]

(hihi+1, h2
ihi+2 + h3

i+1, hih
2
i+2)

−→ ExtA(F2,F2)

is an isomorphism in filtration degrees s ≤ 2, and is injective in degree s = 3.

More explicitly,

Ext0,∗
A (F2,F2) = F2{1}

Ext1,∗
A (F2,F2) = F2{hi | i ≥ 0}

Ext2,∗
A (F2,F2) = F2{hihj | 0 ≤ i ≤ j − 2} ⊕ F2{h2

j | j ≥ 0}
and if we omit the generators hihi+1hk, hihjhj+1, hihihi+2 and hihi+2hi+2 from

F2{hihjhk | i ≤ j ≤ k}

then the remainder maps injectively to Ext3,∗
A (F2,F2). The class c0 (which is part

of a family of related classes ci for i ≥ 0) shows that surjectivity fails for s = 3.
((ETC: References for the relations satisfied for s ≥ 4?))
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11.10. Adams differentials for the sphere spectrum

In view of the Leibniz rule

d2(xy) = d2(x)y + xd2(y)

in E2(S), the d2-differential is determined by its values on a set of algebra generators
for this E2-term. In the range t− s ≤ 16, it thus suffices to determine d2(x) for the
x in the table in Lemma 11.9.1, which are marked in red in Figure 11.3.

Proposition 11.10.1. In the range t−s ≤ 16, the d2-differential on the algebra
generators is given as follows.

x h0 h1 h2 h3 c0 Ph1 Ph2 d0 h4 Pc0

d2(x) 0 0 0 0 0 0 0 0 h0h
2
3 0

Proof. The d2-differentials on h0, h2, h3, c0, Ph1, Ph2, d0 and Pc0 land in
trivial groups, hence are zero.

The relation h0h1 = 0 and the Leibniz rule imply that 0 · h1 + h0 · d2(h1) =
d2(0) = 0, so that h0d2(h1) = 0. Since h0 ·h3

0 = h4
0 6= 0, it follows that d2(h1) 6= h3

0,
and d2(h1) = 0 is the only possibility.

The final case, of d2(h4), deserves to be stated as a separate theorem. �

Theorem 11.10.2 ([Ada58, p. 184]). d2(h4) = h0h
2
3.

Proof. The class h0 ∈ E1,1
2 (S) detects the homotopy class 2 ∈ π0(S)∧2 .

((ETC: Explain?)) The class h3 ∈ E1,8
2 (S) must survive to E∞(S) since dr(h3)

lies in a trivial group for all r ≥ 2. Hence it detects a homotopy class σ ∈ π7(S)∧2 .
By multiplicativity of the Adams spectral sequence for S, it follows that 2σ2 = 2·σ·σ
is detected by h0h

2
3 = h0 · h3 · h3 in F 3π∗(S)∧2 /F

4π∗(S)∧2 ∼= E3,∗
∞ . However, by the

graded commutativity of π∗(S)∧2 , we have

σ · σ = −σ · σ ,

since |σ| = 7 is odd. Thus 2σ2 = 0, which implies that h0h
2
3 = 0 in E∞(S).

This can only happen because h0h
2
3 ∈ E2(S) is the boundary of a differential, and

d2(h4) = h0h
2
3 is the only possibility. �

This recovers a result of Toda, first proved by secondary composition methods.

Corollary 11.10.3 ([Tod55]). There is no stable map S15 → S of Hopf–
Steenrod invariant one. Hence there is no map S31 → S16 of Hopf invariant one,
no H-space structure on S15, and no division algebra structure on R16.

Proof. Such a map would be detected by h4, which would have to survive to
the E∞-term, but the nonzero differential d2(h4) = h0h

2
3 shows that this is not the

case. �

Remark 11.10.4. It follows that all d2-differentials are hi-linear for 0 ≤ i ≤ 3.
In particular, the class of the cocycle 25 factors as h1h3, so that d2(h1h3) = 0 ·h3 +
h1 · 0 = 0. This resolves one differential that was left open in Example 11.6.13.

Passing to cohomology with respect to the d2-differential, we can calculate
E3(S) in our range, and determine its algebra indecomposables.
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Figure 11.4. Es,t3 (S) with h0-, h1-, h2- and h3-multiplications,
and d3-differentials, for 0 ≤ t− s ≤ 16 and 0 ≤ s ≤ 12

Lemma 11.10.5. For t − s ≤ 16, the F2-algebra E∗,∗3 (S) is generated by the
following classes.

x h0 h1 h2 h3 c0 Ph1 Ph2 d0 h0h4 h1h4 Pc0

t− s 0 1 3 7 8 9 11 14 15 16 16

s 1 1 1 1 3 5 5 4 2 2 7

The hi-multiplications are visible in Figure 11.4, and the remaining products in this
range are zero.

Note that h0h4 and h1h4 were decomposable on E2(S), but are indecomposable
in E3(S).

Proposition 11.10.6. In the range t−s ≤ 16, the d3-differential on the algebra
generators is given as follows.

x h0 h1 h2 h3 c0 Ph1 Ph2 d0 h0h4 h1h4 Pc0

d3(x) 0 0 0 0 0 0 0 0 h0d0 0 0

Proof. The d3-differentials on h0, h2, h3, c0, Ph1, Ph2, d0 and Pc0 land in
trivial groups, hence are zero. In particular, d3 commutes with multiplication by
any of these elements.
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The differential on h1 vanishes by h0-linearity, since

h0d3(h1) = d3(h0h1) = d3(0) = 0 ,

while h0h
4
0 6= 0, so d3(h1) 6= h4

0.
By h0-linearity, d3(h1h4) is h0-torsion, hence lies in {0, h1d0}. By calculating

ExtA(F2,F2) in a larger range, we can show that d0 · h1h4 = 0, while d0 · h1d0 =

h1d
2
0 = 99 6= 0 in E9,9+29

2 (S). Moreover, we claim that h1d
2
0 remains nonzero in

E3(S). This follows from d2(k) 6= 0, which implies d2(h0k) 6= 0, d2(r) = 0 and
d2(h0r) = 0. Hence

d0 · d3(h1h4) = d3(d0 · h1h4) = d3(0) = 0

and d0 · h1d0 6= 0 in E3(S) imply that d3(h1h4) 6= h1d0. The only remaining
possibility is d3(h1h4) = 0. (This can also be deduced from the strict commutativity
of the product on S, using the quadratic construction on σ to obtain a map Σ7P∞7 =
D2(S7)→ D2(S)→ S.)

The final case, d3(h0h4) = h0d0, deserves a separate theorem. �

Theorem 11.10.7. d3(h0h4) = h0d0.

Proof. ((ETC: This can be proved by comparison with the Adams spectral
sequence for Cσ, or using the split surjectivity (Adams conjecture) of the Adams
e-invariant e : π15(S)∧2 → π15(j)∧2 ∼= Z/32 based on real K-theory.)) �

The Leibniz rule for d3 implies that d3(h2
0h4) = h2

0d0, as indicated in Fig-
ure 11.4. Passing to cohomology with respect to the d3-differential, we can calculate
E4(S) in our range, and determine its algebra indecomposables.

Lemma 11.10.8. For t − s ≤ 16, the F2-algebra E∗,∗4 (S) is generated by the
following classes.

x h0 h1 h2 h3 c0 Ph1 Ph2 d0 h3
0h4 h1h4 Pc0

t− s 0 1 3 7 8 9 11 14 15 16 16

s 1 1 1 1 3 5 5 4 4 2 7

The hi-multiplications are visible in Figure 11.5, and the remaining products in this
range are zero.

Proposition 11.10.9. All dr-differentials for r ≥ 4 are zero in the range t−s ≤
16. Hence E4(S) = E∞(S) in this range.

Proof. This is clear for all of the algebra generators other than h1 and h1h4.
We see that dr(h1) = 0 in each case by h0-linearity, since hr+1

0 6= 0 in Er(S) by
induction. Likewise, dr(h1h4) = 0 for r ∈ {4, 5} by h0-linearity. The only remaining
case is d6(h1h4) ∈ {0, h7

0h4}. ((ETC: This can be deduced by Maunder’s theorem,
or by the construction of a homotopy class η∗ detected by h1h4, using the quadratic
construction D2(S7).)) �

11.11. Homotopy of the sphere spectrum

We adopt the following notations from Toda’s book [Tod62], see Figure 11.6.

Definition 11.11.1.

• Let η ∈ π1(S) be the stable class of the complex Hopf fibration, detected
by h1 ∈ E∞(S) in bidegree (t− s, s) = (1, 1).
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Figure 11.5. Es,t4 (S) = Es,t∞ (S) with h0-, h1-, h2- and h3-
multiplications, for 0 ≤ t− s ≤ 16 and 0 ≤ s ≤ 12

• Let ν ∈ π3(S) be the stable class of the quaternionic Hopf fibration,
detected by h2 ∈ E∞(S) in bidegree (t− s, s) = (3, 1).

• Let σ ∈ π7(S) be the stable class of the octonionic Hopf fibration, detected
by h3 ∈ E∞(S) in bidegree (t− s, s) = (7, 1).

• Let ε ∈ π8(S)∧2 be the unique homotopy class detected by c0 ∈ E∞(S) in
bidegree (t− s, s) = (8, 3).

• Let µ ∈ π9(S)∧2 be the unique homotopy class detected by Ph1 ∈ E∞(S)
in bidegree (t− s, s) = (9, 5).

• Let ζ ∈ π11(S)∧2 be detected by Ph2 ∈ E∞(S) in bidegree (t − s, s) =
(11, 5). This determines ζ up to an odd multiple. (A definite choice can
be made using the J-homomorphism.)

• Let κ ∈ π14(S)∧2 be the unique homotopy class detected by d0 ∈ E∞(S)
in bidegree (t− s, s) = (14, 4).

• Let ρ ∈ π15(S)∧2 be detected by h3
0h4 ∈ E∞(S) in bidegree (t − s, s) =

(15, 4). This determines ρ up to an odd multiple, modulo ηκ. (A definite
choice can be made using the J-homomorphism.)

• Let η∗ ∈ π16(S)∧2 be detected by h1h4 ∈ E∞(S) in bidegree (t − s, s) =
(16, 2). This determines η∗ modulo ηρ. (A definite choice can be made
using the Adams e-invariant.)

Let E be a ring spectrum and M an E-module spectrum, and suppose that
the Adams spectral sequences Er(E) and Er(M) converge to π∗(E) and π∗(M),
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Figure 11.6. The associated graded of πn(S) for 0 ≤ n ≤ 16

respectively. For instance, we may consider any spectrum Y as an S-module, so
that Er(Y ) is an Er(S)-module spectral sequence.

Definition 11.11.2. Let α ∈ π∗(E) be detected by a ∈ E∞(E), and consider
nonzero classes b and c ∈ E∞(M). We say that there is an α-extension from b to c
if there exists a β ∈ π∗(M) such that β is detected by b and αβ is detected by c,
and such that there is no class β′ ∈ π∗(M) of higher Adams filtration than β for
which αβ′ is detected by c. This is a hidden α-extension if ab = 0.

((ETC: In this definition, c should be viewed as being defined modulo the classes
(in the same bidegree) detecting products αβ′ with β′ of higher Adams filtration
than β.))

(ETC: Generalize α-extensions to maps f : X → Y , comparing the filtrations
f∗(F sπ∗(X)) and Fuπ∗(Y ) to form the bifiltration Φs,u = f∗(F sπ∗(X))∩Fuπ∗(Y )
of π∗(Y ). Consider Φs,u/(Φs+1,u + Φs,u+1).))

Proposition 11.11.3. ηρ ∈ π16(S)∧2 is detected by Pc0 ∈ E∞(S) in bide-
gree (t − s, s) = (16, 7), while η2κ = 0. Hence there is a hidden η-extension from
h3

0h4 to Pc0.

Proof. ((ETC: This can be deduced using the e-invariant to the image-of-
J spectrum, or perhaps by a comparison with the Adams spectral sequence for
Cη.)) �
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Definition 11.11.4. When a spectral sequence (Er, dr) converges to G, and
a ∈ Es∞ is a nonzero class, we write {a} ⊂ G for the set of α ∈ G that are
detected by a. This is the coset of F s+1G in F sG that corresponds to a under the
isomorphism F sG/F s+1G ∼= Es∞. When F s+1G = 0 in the total degree of a, this
is a single element and we write α = {a}.

We can now summarize these initial findings about the graded commutative
ring π∗(S)∧2 , in degrees ∗ ≤ 16. We write Z/n{α} for the cyclic group of order n
generated by a class α.

Theorem 11.11.5.

(0) π0(S)∧2 ∼= Z2;
2s ∈ {hs0} for s ≥ 0.

(1) π1(S)∧2 ∼= Z/2{η};
η = {h1}.

(2) π2(S)∧2 ∼= Z/2{η2};
η2 = {h2

1}.

(3) π3(S)∧2 ∼= Z/8{ν};
ν ∈ {h2}, 2ν ∈ {h0h2}, 4ν = {h2

0h2};
η3 = 4ν.

(4) π4(S)∧2 = 0.

(5) π5(S)∧2 = 0.

(6) π6(S)∧2 = Z/2{ν2};
ν2 = {h2

2}.

(7) π7(S)∧2 = Z/16{σ};
σ ∈ {h3}, 2σ ∈ {h0h3}, 4σ ∈ {h2

0h3}, 8σ = {h3
0h3}.

(8) π8(S)∧2 = Z/2{ε} ⊕ Z/2{ησ};
ησ ∈ {h1h3}, ε = {c0}.

(9) π9(S)∧2 = Z/2{µ} ⊕ Z/2{ηε} ⊕ Z/2{η2σ};
η2σ ∈ {h2

1h3}, ηε ∈ {h1c0}, µ = {Ph1};
ν3 = ηε+ η2σ.

(10) π10(S)∧2 = Z/2{ηµ};
ηµ = {h1Ph1};
η2ε = 0, νσ = 0.

(11) π11(S)∧2 = Z/8{ζ};
ζ ∈ {Ph2}, 2ζ ∈ {h0Ph2}, 4ζ = {h2

0Ph2};
η2µ = 4ζ, νε = 0.

(12) π12(S)∧2 = 0.

(13) π13(S)∧2 = 0.

(14) π14(S)∧2 = Z/2{κ} ⊕ Z/2{σ2};
κ = {d0}, σ2 ∈ {h2

3};
νζ = 0.
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(15) π15(S)∧2 = Z/2{ηκ} ⊕ Z/32{ρ};
ρ ∈ {h3

0h4}, 2ρ ∈ {h4
0h4}, 4ρ ∈ {h5

0h4}, 8ρ ∈ {h6
0h4}, 16ρ = {h7

0h4},
ηκ ∈ {h1d0};
ησ2 = 0, σε = 0.

(16) π16(S)∧2 = Z/2{ηρ} ⊕ Z/2{η∗};
ηρ = {Pc0}, η∗ ∈ {h1h4}; η2κ = 0, σµ = ηρ, ε2 = 0.

Proof. In many cases, this is immediate from the algebra structure of the E∞-
term, keeping in mind that if α and β are detected by a and b, respectively, then
αβ is detected by ab if ab 6= 0, and has higher Adams filtration than this product
if ab = 0. See Remark 5.4.17. The following cases require additional argments.

(9) The spectral sequence algebra structure shows that ν3 is detected by h2
2 =

h2
1h3, hence equals η2σ modulo Adams filtration ≥ 4, i.e., modulo F2{µ, ηε}. The
KO-theory d- and e-invariants, which combine to a map e : S → j to the image-of-J
spectrum, show that we must have ν3 = η2σ + ηε.

(10) The map to the image-of-J detects ηµ, but not η2ε or νσ, so the latter
two products are zero.

(11) The image-of-J detects ζ, 2ζ and 4ζ but not νε, so the latter product is
zero.

(14) The product νζ has Adams filtration ≥ 1 + 5 = 6, hence is zero, since the
E∞-classes in total degree 14 all have lower Adams filtration.

(15) The image-of-J shows that ησ2 and σε lie in F2{0, ηκ}. ((ETC: Justify
ησ2 = 0 and σε = 0.))

(16) The relations η2κ = 0, σµ = ηρ and ε2 = 0 are all detected in the image-
of-J spectrum. Since they all lie in Adams filtrations greater than that of η∗, they
also hold in the homotopy of S. �

Remark 11.11.6. The relation ν · ν2 = η2σ + ηε shows that the (hidden or
visible) α-extensions do not completely determine the multiplicative action by α,
since there may be higher filtration terms that are not seen by the α-extension. In
this case there is a ν-extension from h2

2 to h3
2 = h2

1h3, and ηε is the higher-filtration
term.
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CHAPTER 14

The sphere spectrum and the projective planes

14.1. The (E2, d2)-term for S

The E2-term
Es,t2 (S) = Exts,tA (F2,F2)

for the Adams spectral sequence converging to πt−s(S)∧2 has been calculated for
t ≤ 200 using ext. A set of algebra generators for t−s ≤ 48 are listed in Table 14.1,
and the (E2, d2)-term in this range is shown in Figure 14.1.

Table 14.1: Algebra generators for E2(S) with t− s ≤ 48

t− s s g x d2(x)

0 1 0 h0 0 (1)

1 1 1 h1 0 (2)

3 1 2 h2 0 (1)

7 1 3 h3 0 (1)

8 3 3 c0 0 (1)

9 5 1 Ph1 0 (1)

11 5 2 Ph2 0 (1)

14 4 3 d0 0 (1)

15 1 4 h4 h0h
2
3 (5)

16 7 3 Pc0 0 (1)

17 4 5 e0 h2
1d0 (9)

17 9 1 P 2h1 0 (1)

18 4 6 f0 h2
0e0 (9)

19 3 9 c1 0 (9)

19 9 2 P 2h2 0 (1)

20 4 8 g1 0 (1)

22 8 3 Pd0 0 (1)

23 7 5 i h0Pd0 (7)

24 11 3 P 2c0 0 (1)

25 8 5 Pe0 h2
1Pd0 (8)

25 13 1 P 3h1 0 (1)
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Table 14.1: Algebra generators for E2(S) with t− s ≤ 48 (cont.)

t− s s g x d2(x)

26 7 6 j h0Pe0 (8)

27 13 2 P 3h2 0 (1)

29 7 7 k h0d
2
0 (8)

30 6 10 r 0 (4)

30 12 3 P 2d0 0 (1)

31 1 5 h5 h0h
2
4 (6)

31 5 13 n 0 (2)

32 4 13 d1 0 (2)

32 6 12 q 0 (2)

32 7 10 ` h0d0e0 (8)

32 15 3 P 3c0 0 (1)

33 4 14 p 0 (3)

33 12 5 P 2e0 h2
1P

2d0 (10)

33 17 1 P 4h1 0 (1)

34 11 7 Pj h0P
2e0 (10)

35 7 12 m h0d0g1 (8)

35 17 2 P 4h2 0 (1)

36 6 14 t 0 (2)

37 5 17 x 0 (1)

38 4 16 e1 0 (2)

38 6 16 y h3
0x (8)

38 16 3 P 3d0 0 (1)

39 9 18 u 0 (1)

39 15 5 P 2i h0P
3d0 (11)

40 4 19 f1 0 (1)

40 19 3 P 4c0 0 (1)

41 3 19 c2 h0f1 (14)

41 10 14 z 0 (4)

41 16 5 P 3e0 h2
1P

3d0 (11)

41 21 1 P 5h1 0 (1)

42 9 19 v h0z (15)

42 15 6 P 2j h0P
3e0 (11)

43 21 2 P 5h2 0 (1)

44 4 22 g2 0 (1)
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Table 14.1: Algebra generators for E2(S) with t− s ≤ 48 (cont.)

t− s s g x d2(x)

45 9 20 w 0 (1)

46 7 20 B1 0 (12)

46 8 20 N 0 (1)

46 20 3 P 4d0 0 (1)

47 13 14 Q h0i
2 (13)

47 13 15 Pu 0 (2)

48 7 22 B2 0 (1)

48 23 3 P 5c0 0 (1)

The F2-algebra generators are chosen as follows:

• The generators h0, c0, d0, e0, g = g1, p, x, r, q, t, i, j, k, `, m, B1, N , u,
v, w and z are the unique nonzero classes in their respective bidegrees.

• The generator f0 = Sq1(c0) equals 46 and the generator y = Sq2(f0)
equals 616, both by [BNT].

• The generator n = 513 is characterized by h0n = 0.
• We set B2 = 722, which may differ by 723 = h2

0h5e0 from the generator of
the same name in [Tan70].

• The generator Q = 1314 is characterized by h0Q 6= 0 and h1Q 6= 0.
• The generators ai for larger i with a ∈ {h, c, d, e, f, g}, are iteratively given

by ai+1 = Sq0(ai).
• The generators Pa lie in 〈h3, h

4
0, a〉, and the generator P 2a (for a = i) lies

in 〈h4, h
8
0, a〉.

The d2-differentials are determined as follows:

(1) The differentials on h0, h2, h3, c0, d0, g1, f1, g2, Ph1, Ph2, x, Pc0, B2,
Pd0, N , P 2h1, P 2h2, w, P 2c0, P 2d0, P 3h1, P 3h2, P 3c0, P 3d0, P 4h1,
P 4h2, P 4c0, P 4d0, P 5h1, P 5h2 and P 5c0 are zero because the target
bidegrees are trivial.

(2) The differentials on h1, d1, e1, n, q, t and Pu are zero by h0-linearity.
(3) The differential on p is zero by h1-linearity.
(4) The differentials on r and z are zero by h2-linearity, since h2r = h1q.
(5) Since h3 survives to E∞ and detects σ ∈ π7(S), and 2σ2 = 0 by graded

commutativity, the detecting class h0h
2
3 must be a boundary. This estab-

lishes the first Adams differential, d2(h4) = h0h
2
3.

(6) Since h4 · h5 = 0 and h0h
2
3 · h5 = 423 6= 0 the Leibniz rule d2(h4h5) =

d2(h4)h5 + h4d2(h5) and case (5) imply d2(h5) 6= 0. The only alternative
is d2(h5) = h0h

2
4.

(7) Since h4 · i = 0 and h0h
2
3 · i = 1012 6= 0 the Leibniz rule d2(h4i) =

d2(h4)i + h4d2(i) and case (5) imply d2(i) 6= 0. The only possibility is
d2(i) = h0Pd0.

(8) The differentials on Pe0, j, k, `, m and y follow from case (7) by h0-, h1-
and h2-linearity. ((ETC: Note that h1d2(y) = h2d2(t) = 0.))
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(9) The differentials on e0, f0 and c1 follow from case (8) by d0-linearity, since
d0f0 = h0` with d2(h0`) 6= 0, so that d2(f0) 6= 0 must be h2

0e0.
(10) The differentials on Pj and P 2e0, follow from case (8) by d0-linearity,

since h0d0i = h2Pj, so that d2(Pj) 6= 0 must be h0P
2e0.

(11) The differentials on P 2i, P 2j and P 3e0, follow from case (8) by Pd0-
linearity, since h0Pd0i = h2P

2j, so that d2(P 2j) 6= 0 must be h0P
3e0.

(12) The relation d0 · B1 = 1122 = h1 · 1024 and d2(1024) = 0 imply that
d0 · d2(B1) = 0. However, d0 · w = 1122 6= 0, so d2(B1) 6= w.

(13) The relation h0g1 · Pj = 1617 = h2
0h3 · Q and h0g1 · d2(Pj) 6= 0 implies

that d2(Q) 6= 0 must be h0i
2.

(14) TheH∞ ring structure on S implies d2(c2) = h0Sq
1(c1) = h0f1, cf. [BMT70,

Cor. 3.3.6], [Mil72, Cor. 6.5.2] or [BR, Thm. 11.52(4)].
(15) We show in Table 14.5, cf. case (12), that d2(v̂) = h0ẑ+ i(d0k) in E2(Cη).

Mapping by j : Cη → S2 it follows that d2(v) = h0z in E2(S).
((ETC: Alternatively, the unit map ι : S → tmf to topological mod-

ular forms shows that d2(v) 6= 0, so h0z is the only possible value,
cf. [MT67, Prop. 6.1.5] or [BR, Thm. 11.52(5)].))

14.2. The (E3, d3)-term for S

The E3-term of the Adams spectral sequence for S is calculated as the homology
subquotient

E3(S) = H(E2(S), d2) .

A set of algebra generators for t− s ≤ 48 are listed in Table 14.2, and the (E3, d3)-
term in this range is shown in Figure 14.2. ((ETC: d3’s complete from t− s ≤ 29.))

Table 14.2: Algebra generators for E3(S) with t− s ≤ 48

t− s s g x d3(x)

0 1 0 h0 0 (1)

1 1 1 h1 0 (2)

3 1 2 h2 0 (1)

7 1 3 h3 0 (1)

8 3 3 c0 0 (1)

9 5 1 Ph1 0 (1)

11 5 2 Ph2 0 (1)

14 4 3 d0 0 (1)

15 2 7 h0h4 h0d0 (10)

16 2 8 h1h4 0 (3)

16 7 3 Pc0 0 (1)

17 9 1 P 2h1 0 (1)

18 2 9 h2h4 0 (4)

19 3 9 c1 0 (1)

19 9 2 P 2h2 0 (1)
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Table 14.2: Algebra generators for E3(S) with t− s ≤ 48 (cont.)

t− s s g x d3(x)

20 4 8 g1 0 (1)

22 8 3 Pd0 0 (1)

23 4 10 h4c0 0 (1)

23 9 5 h2
0i 0 (1)

24 11 3 P 2c0 0 (1)

25 13 1 P 3h1 0 (1)

27 13 2 P 3h2 0 (1)

30 2 10 h2
4 0 (1)

30 6 10 r

30 12 3 P 2d0 0 (1)

31 4 12 h3
0h5

31 5 13 n 0 (2)

31 8 10 d0e0

32 2 12 h1h5 0 (5)

32 4 13 d1 0 (2)

32 6 12 q 0 (2)

32 15 3 P 3c0 0 (1)

33 4 14 p 0 (1)

33 17 1 P 4h1 0 (1)

34 2 13 h2h5

35 17 2 P 4h2 0 (1)

36 6 14 t 0 (7)

37 5 17 x 0 (1)

37 8 15 e0g1 0 (1)

38 2 14 h3h5 0 (6)

38 4 16 e1 h1t (11)

38 16 3 P 3d0 0 (1)

39 4 18 h5c0 0 (1)

39 9 18 u 0 (1)

39 12 9 Pd0e0 0 (1)

39 17 5 h2
0P

2i 0 (1)

40 4 19 f1 0 (12)

40 6 18 Ph1h5 0 (13)

40 19 3 P 4c0 0 (1)
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Table 14.2: Algebra generators for E3(S) with t− s ≤ 48 (cont.)

t− s s g x d3(x)

41 10 14 z

41 21 1 P 5h1 0 (1)

42 6 20 Ph2h5 0 (1)

43 21 2 P 5h2 0 (1)

44 4 22 g2 0 (1)

45 5 24 h5d0 0 (1)

45 9 20 w 0 (1)

46 7 20 B1 0 (1)

46 8 20 N 0 (1)

46 11 12 d0` 0 (1)

46 14 10 i2 h1(Pd0)2 (14)

46 20 3 P 4d0 0 (1)

47 8 21 Ph5c0 0 (9)

47 10 16 e0r 0 (1)

47 13 15 Pu 0 (1)

47 16 10 P 2d0e0 0 (1)

47 18 10 h5
0Q

48 7 22 B2 0 (8)

48 23 3 P 5c0 0 (1)

The d3-differentials are determined as follows:

(1) The differentials on h0, h2, h3, h2
4, c0, c1, d0, g1, h4c0, p, h5c0, g2, Ph1,

Ph2, x, h5d0, Ph2, Pc0, B1, Pd0, e0g1, N , P 2h1, P 2h2, h2
0i, u, w, e0r,

P 2c0, d0`, P
2d0, Pd0e0, P 3h1, P 3h2, Pu, P 3c0, P 3d0, P 2d0e0, P 4h1,

P 4h2, h2
0P

2i, P 4c0, P 4d0, P 5h1, P 5h2 and P 5c0 are zero because the
target bidegrees are trivial.

(2) The differentials on h1, d1, n and q are zero by h0-linearity.
(3) The differential on h1h4 is zero or h1d0 by h0-linearity. It cannot be h1d0

by d0-linearity, since h1d
2
0 6= 0 while h1h4d0 = 0.

(4) The differental on h2h4 is zero since h2
2h4 = h2

3 is a d3-cycle.
(5) The differential on h1h5 is zero or n by h0-linearity. It cannot be n by

h2-linearity, since h2n 6= 0 while h2 · h1h5 = 0.
(6) The differential on h3h5 cannot be x by h1h6-linearity, since h1h6·h3h5 = 0

and d3(h1h6) = 0 imply h1h6 · d3(h3h5) = 0, while h1h6 · x = 789 cannot
be a d2-boundary, hence is nonzero in E3(S).

(7) The differential on t cannot be h1d0g1 = 915 by x′ = 1018-linearity, since
x′ · h1d0g1 = 1942 cannot be a d2-boundary, while x′ · t = 0.
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(8) The differential on B2 cannot be e0r by d0-linearity, since d0 · e0r = 1420

cannot be a d2-boundary by h0-linearity, while d0 · B2 = 1127 = h2B21

with B21 = 1024, and d2(B21) and d3(B21) are trivially zero.
(9) The differential on Ph5c0 cannot be d0` by d0-linearity, since d0·d0` = 1517

cannot be a d2-boundary by h0-linearity, while d0 · Ph5c0 = 0.
(10) We use the exact sequence

π7(S)
σ−→ π14(S)

i−→ π14(Cσ)
j−→ π6(S)

σ−→ π13(S) .

In E2(Cσ) we have d2(h2
0h3) = i(h0d0), so π14(Cσ) has order dividing

four. Since π6(S) = Z/2{ν2} and ν2σ = 0, the image of i has order divid-
ing two. Since π7(S) = Z/16{σ} and 2σ2 = 0 by graded commutativity,
π14(S) has order dividing four. Hence h0d0 and h2

0d0 must be boundaries,
and d3(h0h4) = h0d0 is the only possibility.

(11) The H∞ ring structure on S implies d3(e1) = Sq1(d2(e0)) + h1Sq
2(e0) =

h1t, see [Bru84, Thm. 4.1] or [BR, Thm. 11.54(11)].
(12) The H∞ ring structure on S implies d3(f1) = Sq2(d2(c1))+h1Sq

3(c1) = 0,
see [MT67, §8.7] and [BR, Thm. 11.54(12)].

(13) The H∞ ring structure on S implies d3(h1h5Ph1) = Sq4(d2(g)) = 0, so
d3(h5Ph1) = 0 by h1-linearity, see [BR, Thm. 11.54(13)].

(14) The H∞ ring structure on S implies d3(i2) = Sq8(h0Pd0) = h1(Pd0)2,
see [BR, Thm. 11.54(15)].

14.3. The (E2, d2)-term for S/2

We define S/2 by the homotopy cofiber sequence

S
2−→ S

i−→ S/2
j−→ S1 .

The E2-term
Es,t2 (S/2) = Exts,tA (M1,F2)

for the Adams spectral sequence converging to πt−s(S/2) has been calculated for
t ≤ 150 using ext. A set of E2(S)-module generators for t − s ≤ 48 are listed in
Table 14.3, and the (E2, d2)-term in this range is shown in Figure 14.3.

Table 14.3: E2(S)-module generators for E2(S/2) with t− s ≤ 48

t− s s g x d2(x)

0 0 0 i(1) 0 (1)

2 1 1 h̃1 0 (1)

7 2 3 h̃2
2 0 (1)

8 4 0 Pi(1) 0 (1)

9 3 2 c̃0 0 (1)

10 5 1 Ph̃1 0 (1)

15 3 5 h̃0h2
3 0 (1)

15 6 2 Ph̃2
2 0 (1)

16 8 0 P 2i(1) 0 (1)
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Table 14.3: E2(S)-module generators for E2(S/2) with t− s ≤ 48
(cont.)

t− s s g x d2(x)

17 7 2 P c̃0 0 (1)

18 9 1 P 2h̃1 0 (1)

20 3 9 c̃1 0 (2)

23 10 2 P 2h̃2
2 0 (1)

24 12 0 P 3i(1) 0 (1)

25 11 2 P 2c̃0 0 (1)

26 13 1 P 3h̃1 0 (1)

31 5 11 h̃3
0h

2
4 0 (1)

31 14 2 P 3h̃2
2 0 (1)

32 5 13 ñ 0 (1)

32 16 0 P 4i(1) 0 (1)

33 4 13 d̃1 0 (3)

33 6 11 q̃ 0 (1)

33 15 2 P 3c̃0 0 (1)

34 17 1 P 4h̃1 0 (1)

37 6 15 t̃ 0 (1)

38 8 9 ˜e0g1 + h3
0x 0 (1)

39 4 17 ẽ1 i(h1x) (6)(!)

39 18 2 P 4h̃2
2 0 (1)

40 9 11 ũ 0 (1)

40 20 0 P 5i(1) 0 (1)

41 8 11 g̃2
1 i(h1u) (5)(!)

41 19 2 P 4c̃0 0 (1)

42 21 1 P 5h̃1 0 (1)

43 9 13 ṽ h2
1ũ (2)

45 6 23 h̃2
0g2 0 (1)

45 10 13 d̃0r 0 (1)

46 9 15 w̃ 0 (1)

46 12 9 P ( ˜e0g1+h3
0x) 0 (1)

47 7 19 B̃1 0 (2)

47 8 14 Ñ 0 (1)

47 11 11 d̃0` 0 (1)

47 22 2 P 5h̃2
2 0 (1)
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Table 14.3: E2(S)-module generators for E2(S/2) with t− s ≤ 48
(cont.)

t− s s g x d2(x)

48 6 26 h̃0h2g2 0 (4)

48 10 15 ẽ0r 0 (1)

48 13 11 Pũ 0 (1)

48 24 0 P 6i(1) 0 (1)

The E2(S)-module generators are chosen as follows:

• The generators i(1), h̃1, h̃2
2, ñ, q̃, t̃, h̃2

0g2, h̃0h2g2, ˜e0g1 + h3
0x, g̃2

1 , ũ, ṽ, w̃,

d̃0r, ẽ0r and d̃0` are the unique nonzero classes in their respective degrees,
and j(ã) = a each case.

• We choose c̃0 = 32, rather than 32 + 33, as the lift of c0.

• We choose d̃1 = 413, rather than 413 + 414, as the lift of d1.
• We choose ẽ1 = 417, rather than 417 + 418, as the lift of e1.

• We choose h̃3
0h

2
4 = 511, rather than 511 + 512, as the lift of h3

0h
2
4.

• We choose B̃1 = 719, rather than 719 + 720, as the lift of B1.

• We choose Ñ = 814, rather than its sum with 815, 816 or 815 + 816, as the
lift of N .

• The generators Pa lie in 〈h3, h
4
0, a〉.

The d2-differentials are determined as follows:

(1) The differentials on i(1), h̃1, h̃2
2, c̃0 Pi(1), Ph̃1, h̃3

0h
2
4, ñ, Ph̃2

2, q̃, t̃, h̃2
0g2,

P c̃0, P 2i(1), ˜e0g1 + h3
0x, Ñ , P 2h̃1, ũ, w̃, P 2h̃2

2, d̃0r, ẽ0r, P
2c̃0, d̃0`, P

3i(1),

P ( ˜e0g1 + h3
0x), P 3h̃1, Pũ, P 3h̃2

2, P 3c̃0, P 4i(1), P 4h̃1, P 4h̃2
2, P 4c̃0, P 5i(1),

P 5h̃1, P 5h̃2
2 and P 6i(1) are zero because the target bidegrees are trivial.

(2) The differentials on c̃1, ṽ and B̃1 are determined by the results for S
and naturality with respect to j : S/2 → S1. ((ETC: For ṽ, note that
h0z = h2

1u.))

(3) The relations h4 · d̃1 = 0 and h0h
2
3 · d̃1 = 0 imply that h4 · d2(d̃1) = 0. On

the other hand h4 · 610 6= 0, so d2(d̃1) 6= 610.
(4) The differential d2(h3c2) = h0h3f1 = h0h2g2 lifts over j to d2(h3c̃2) =

h̃0h2g2, so d2(h̃0h2g2) = 0, since d2d2 = 0.
(5) With x′ = 1018, R1 = 1019 and Q1 = 1022 in E2(S), we have the relation

x′ · g̃2
1 = 1853 = Q1 ·( ˜e0g1 + h3

0x). Here d2(x′) = 0 and d2( ˜e0g1 + h3
0x) = 0,

so x′ · d2(g̃2
1) = d2(Q1) · ( ˜e0g1 + h3

0x) in E2(S/2). From d2(P 2j) 6= 0 we
deduce d2(R1) = h2

0x
′ and d2(Q1) = h2

1x
′ in E2(S), by h0-, h1 and h2-

linearity. Since h2
1x
′ · ( ˜e0g1 + h3

0x) = 2042 6= 0 in E2(S/2), it follows that

d2(g̃2
1) 6= 0. ((ETC: This detects a hidden 2-extension from g2

1 to h1u.))

(6) The relation h1·ẽ1 = 520 = h3·d̃1 and case (3) shows that d2(ẽ1) ∈ {0, 617}.
According to a recent “secondary Steenrod” calculation by Dexter Chua,
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d2(ẽ1) = 617 = i(h1x) is nonzero. ((ETC: This is subtle, since d3(e1) =
h1t 6= 0, as was proved by Bruner.))

14.4. The (E3, d3)-term for S/2

The E3-term of the Adams spectral sequence for S/2 is calculated as the ho-
mology subquotient

E3(S/2) = H(E2(S/2), d2) .

A set of E3(S)-module generators for t − s ≤ 48 are listed in Table 14.4, and the
(E3, d3)-term in this range is shown in Figure 14.4. ((ETC: d3’s complete from
t− s ≤ 25.))

Table 14.4: E3(S)-module generators for E3(S/2) with t− s ≤ 48

t− s s g x d3(x)

0 0 0 i(1) 0 (1)

2 1 1 h̃1 0 (1)

7 2 3 h̃2
2 0 (1)

8 4 0 Pi(1) 0 (1)

9 3 2 c̃0 0 (1)

10 5 1 Ph̃1 0 (1)

15 1 4 i(h4) 0 (4)

15 3 5 h̃0h2
3 0 (1)

15 6 2 Ph̃2
2 0 (1)

16 8 0 P 2i(1) 0 (1)

17 2 8 h4h̃1 0 (4)

17 7 2 P c̃0 0 (1)

18 9 1 P 2h̃1 0 (1)

20 3 9 c̃1 0 (1)

22 3 11 h4h̃2
2 0 (5)

23 10 2 P 2h̃2
2 0 (1)

24 4 11 h4c̃0 0 (4)

24 6 6 e0h̃2
2 h1i(Pd0) (7)(!)

24 12 0 P 3i(1) 0 (1)

25 11 2 P 2c̃0 0 (1)

26 7 5 i(j)

26 13 1 P 3h̃1 0 (1)

31 1 5 i(h5) 0 (1)

31 5 11 h̃3
0h

2
4 0 (1)

31 14 2 P 3h̃2
2 0 (1)
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Table 14.4: E3(S)-module generators for E3(S/2) with t− s ≤ 48
(cont.)

t− s s g x d3(x)

32 5 13 ñ

32 10 6 e0Ph̃2
2

32 16 0 P 4i(1) 0 (1)

33 2 12 h5h̃1 0 (3)

33 4 13 d̃1

33 6 11 q̃ 0 (1)

33 15 2 P 3c̃0 0 (1)

34 11 5 i(Pj)

34 17 1 P 4h̃1 0 (1)

37 6 15 t̃ 0 (5)

38 3 17 h5h̃2
2 0 (5)

38 8 9 ˜e0g1 + h3
0x

39 5 18 h5Pi(1) 0 (6)

39 18 2 P 4h̃2
2 0 (1)

40 4 20 h5c̃0

40 9 11 ũ

40 14 6 e0P
2h̃2

2

40 20 0 P 5i(1) 0 (1)

41 3 20 i(c2) 0 (2)

41 6 20 h5Ph̃1 0 (5)

41 19 2 P 4c̃0 0 (1)

42 15 5 i(P 2j)

42 21 1 P 5h̃1 0 (1)

45 6 23 h̃2
0g2 0 (1)

45 10 13 d̃0r

46 4 24 h5h̃0h2
3 0 (1)

46 7 17 h5Ph̃2
2 0 (5)

46 9 15 w̃

46 12 9 P ( ˜e0g1+h3
0x)

47 7 19 B̃1 0 (1)

47 8 14 Ñ

47 11 11 d̃0`

47 22 2 P 5h̃2
2 0 (1)
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Table 14.4: E3(S)-module generators for E3(S/2) with t− s ≤ 48
(cont.)

t− s s g x d3(x)

48 8 17 h5P c̃0 0 (5)

48 10 15 ẽ0r

48 13 11 Pũ

48 18 6 e0P
3h̃2

2

48 24 0 P 6i(1) 0 (1)

The d3-differentials are determined as follows:

(1) The differentials on i(1), h̃1, i(h5), h̃2
2, c̃0, h̃0h2

3, c̃1, Pi(1), h5h̃0h2
3, Ph̃1,

h̃3
0h

2
4, Ph̃2

2, q̃, h̃2
0g2, P c̃0, B̃1, P 2i(1), P 2h̃1, P 2h̃2

2, P 2c̃0, P 3i(1), P 3h̃1,

P 3h̃2
2, P 3c̃0, P 4i(1), P 4h̃1, P 4h̃2

2, P 4c̃0, P 5i(1), P 5h̃1, P 5h̃2
2 and P 6i(1)

are zero because the target bidegrees are trivial.
(2) The differential on i(c2) is zero by h1-linearity.

(3) The differential on h5h̃1 is zero by h2-linearity.

(4) The differentials on i(h4), h4h̃1 and h4c̃0 are zero by d0-linearity.

(5) The differentials on h5h̃2
2, t, h5Ph̃1, h5Ph̃2

2 and h5P c̃0 are zero by natu-
rality with respect to j : S/2→ S1, using information from Table 14.2.

(6) We have d3(j(h5Pi(1))) = 0 by h1-linearity, and j( ˜e0g1+h3
0) = e0g1 6= 0,

so the differential on h5Pi(1) cannot be ˜e0g1+h3
0, hence is zero.

(7) From d3(h2f̂0) = i(Pd0) in E3(Cη) we deduce that Pd0 detects η2κ̄ in
E∞(S), cf. [BR, Thm. 11.71], so that h1Pd0 detects η3κ̄ = 4νκ̄, where 2νκ̄
is detected by h0h2g1 in Adams filtration 6. The hidden 2-extension from
h0h2g1 to h1Pd0 lifts to S6 (in a minimal Adams resolution S? for S), and
shows that h1i(Pd0) must be a dr-boundary in Er(S/2) for r ≤ 9−6 = 3.

Hence d3(e0h̃2) = h1i(Pd0). ((ETC: Clarify, or avoid, the use of S6.))
(8) ((ETC))

14.5. The (E2, d2)-term for S/η

We define S/η by the homotopy cofiber sequence

S1 η−→ S
i−→ S/η

j−→ S2 .

The E2-term
Es,t2 (S/η) = Exts,tA (M2,F2)

for the Adams spectral sequence converging to πt−s(S/η) has been calculated for
t ≤ 140 using ext. A set of E2(S)-module generators for t − s ≤ 48 are listed in
Table 14.5, and the (E2, d2)-term in this range is shown in Figure 14.5.
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Table 14.5: E2(S)-module generators for E2(S/η) with t− s ≤ 48
(cont.)

t− s s g x d2(x)

Table 14.5: E2(S)-module generators for E2(S/η) with t− s ≤ 48

t− s s g x d2(x)

0 0 0 i(1) 0 (1)

2 1 1 ĥ0 0 (1)

5 1 3 ĥ2 0 (1)

11 4 4 ĥ1c0 0 (1)

13 5 4 Pĥ2 0 (1)

16 2 10 ĥ2
3 0 (2)

19 8 4 Pĥ1c0 0 (1)

20 4 11 f̂0 h0e0ĥ0 (6)

21 3 14 ĉ1 0 (3)

21 9 4 P 2ĥ2 0 (1)

25 7 8 î Pd0ĥ0 (6)

27 12 4 P 2ĥ1c0 0 (1)

28 7 10 ĵ P e0ĥ0 (6)

29 13 4 P 3ĥ2 0 (1)

31 7 13 k̂ d2
0ĥ0 (7)

32 6 18 r̂ i(d0e0) (9)(!)

33 3 20 ĥ1h2
4 0 (4)

33 5 22 n̂ 0 (2)

34 7 18 ̂̀ d0e0ĥ0 (6)

35 4 22 p̂ 0 (5)

35 16 4 P 3ĥ1c0 0 (1)

36 11 12 P ĵ P 2e0ĥ0 (6)

37 7 21 m̂ d0g1ĥ0 (6)

37 17 4 P 4ĥ2 0 (1)

41 15 8 P 2î P 3d0ĥ0 (6)

42 8 30 ĝ2
1 i(z) (10)(!)

43 3 29 ĉ2 f1ĥ0 (6)

43 10 23 ẑ i(d3
0) (14)(!)

43 20 4 P 4ĥ1c0 0 (1)

44 9 30 v̂ h0ẑ + i(d0k) (12)(!)
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Table 14.5: E2(S)-module generators for E2(S/η) with t− s ≤ 48
(cont.)

t− s s g x d2(x)

44 15 10 P 2ĵ P 3e0ĥ0 (6)

45 21 4 P 5ĥ2 0 (1)

47 5 37 ĥ1g2 0 (8)

47 9 32 ŵ i(d0`) (13)(!)

47 12 21 d̂2
0e0 i(i2) (15)(!)

48 8 34 N̂ 0 (11)

The E2(S)-module generators are chosen as follows:

• The generators i(1), ĥ0, ĥ2, ĥ2
3, ĉ2, ĥ1c0, p̂, î, ĵ, ̂̀, ĝ2

1 , v̂, ŵ, ẑ and d̂2
0e0

are the unique nonzero classes in their respective degrees, and j(â) = a
each case.

• We choose ĉ1 = 314, rather than 314 + 315, as the lift of c1.
• Calculation with ext shows that 320 is the unique lift of h1h

2
4.

• Calculation with ext shows that 411 is a lift of f0, together with 410 +411,
and we choose the former.

• Calculation with ext, or h0-linearity considerations, show that the unique
lift of n is 522.

• We choose ĥ1g2 = 537, rather than 537 + 538, as the lift of h1g2.
• We choose r̂ = 618, rather than 618 + 619, as the lift of r.

• We choose k̂ = 713, rather than 713 + 714, as the lift of k.
• We choose m̂ = 721, rather than 721 + 722, as the lift of m.

• We choose N̂ = 834, rather than 834 + 835, as the lift of N .
• The generators Pa lie in 〈h3, h

4
0, a〉, and the generator P 2a (for a = î) lies

in 〈h4, h
8
0, a〉.

The d2-differentials are determined as follows:

(1) The differentials on i(1), ĥ0, ĥ2, ĥ1c0, Pĥ2, Pĥ1c0, P 2ĥ2, P 2ĥ1c0, P 3ĥ2,

P 3ĥ1c0, P 4ĥ2 P
4ĥ1c0 and P 5ĥ2 are zero because the target bidegrees are

trivial.
(2) The differentials on ĥ2

3, n̂ are zero by h0- or h2
0-linearity.

(3) The differential on ĉ1 is zero by h0-linearity, naturality with respect to
j : S/η → S2, and d2(c1) = 0 6= h0f0.

(4) The differential on ĥ1h2
4 is zero by j-naturality.

(5) The Leibniz rule and the relations h4p̂ = 0 and h5p̂ = 0 imply h5 ·d2(p̂) =
0, while h5 · h1n̂ = 758 6= 0, so d2(p̂) 6= h1n̂.

(6) The differentials on ĉ2, f̂0, î, ĵ, ̂̀, m̂, P ĵ, P 2î and P 2ĵ follow from those
for S by j-naturality.

(7) The differential on k̂ follows from that on ĵ by h0- and h2-linearity.

(8) Since x′ · ĥ1g2 = 0 and x′ ·i(B1) = 17106 6= 0, where x′ = 1018 is a d2-cycle,

we cannot have d2(ĥ1g2) = i(B1).
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(9) The differential on r̂ follows from that on ̂̀by h1- and h2-linearity, com-
bined with j-naturality and h0-linearity. ((ETC: This is subtle, since
d2(r) = 0 and d3(d0e0) 6= 0.))

(10) From d2(r) = 0 and d2(r̂) = i(d0e0) we deduce d2(rr̂) = 1433 6= 0. Here

rr̂ = g1ĝ2
1 + 1243, where d2(1243) = 0 by h0-linearity. Hence d2(g1ĝ2

1) 6= 0,

which implies d2(ĝ2
1) 6= 0 by g1-linearity. ((ETC: This detects a hidden

η-extension from g2
1 to z.))

(11) Since d0 ·N̂ = 0 and d0 · i(e0r) = 1433 6= 0 we cannot have d2(N̂) = i(e0r).

(12) From d2(r) = 0 and d2(k̂) = d2
0ĥ0 we deduce d2(rk̂) = 1530 6= 0. Here

rk̂ = e0v̂ + 1338, where d2(1338) = 0 by h0-linearity. Hence d2(e0v̂) =
h2

1d0v̂ + e0d2(v̂) 6= 0. Since h1v̂ = 0, it follows that d2(v̂) 6= 0, and by
h0-linearity, its value must be 1117 = h0ẑ+ i(d0k). ((ETC: This is subtle,
since d2(v) = h0z and d2(d0k) 6= 0.))

(13) From d2(r) = 0 and d2(k̂) = d2
0ĥ0 we deduce d2(rk̂) = 1530 6= 0. Here

rk̂ = d0ŵ + 1338, where d2(1338) = 0 by h0-linearity. Hence d2(d0ŵ) 6= 0,
which implies d2(ŵ) 6= 0. ((ETC: This detects a hidden η-extension from
w to d0`.))

(14) From h0 ·ẑ = 1118 = f0 ·̂i we calculate that h0 ·d2(ẑ) = d2(f0)·̂i+f0 ·d2(̂i) =
1317, so d2(ẑ) = 1216 = i(d3

0). ((ETC: This detects a hidden η-extension
from z to d3

0.))

(15) The relation h0 · d̂2
0e0 = 1322 = i(Q) and the differential d2(Q) = h0i

2

imply h0 · d2(d̂2
0e0) = i(h0i

2) = 1512 6= 0, so d2(d̂2
0e0) 6= 0. ((ETC: This is

subtle, since d4(d2
0e0) = d0P

2d0 6= 0.))

14.6. The (E3, d3)-term for S/η

The E3-term of the Adams spectral sequence for S/η is calculated as the ho-
mology subquotient

E3(S/η) = H(E2(S/η), d2) .

A set of E3(S)-module generators for t − s ≤ 48 are listed in Table 14.6, and the
(E3, d3)-term in this range is shown in Figure 14.6. ((ETC: d3’s complete from
t− s ≤ 25.))

Table 14.6: E3(S)-module generators for E3(S/η) with t− s ≤ 48

t− s s g x d3(x)

0 0 0 i(1) 0 (1)

2 1 1 ĥ0 0 (1)

5 1 3 ĥ2 0 (1)

11 4 4 ĥ1c0 0 (1)

13 5 4 Pĥ2 0 (1)

16 2 10 ĥ2
3 0 (2)

17 2 11 h4ĥ0 d0ĥ0 (3)

17 4 7 i(e0) 0 (4)(!)
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Table 14.6: E3(S)-module generators for E3(S/η) with t− s ≤ 48
(cont.)

t− s s g x d3(x)

19 8 4 Pĥ1c0 0 (1)

20 2 13 h4ĥ2 0 (3)

21 3 14 ĉ1 0 (5)(!)

21 9 4 P 2ĥ2 0 (1)

23 5 14 h2f̂0 i(Pd0) (6)(!)

26 5 17 h4ĥ1c0

27 12 4 P 2ĥ1c0 0 (1)

29 13 4 P 3ĥ2 0 (1)

33 3 20 ĥ1h2
4 0 (1)

33 5 22 n̂ 0 (2)

34 9 22 h2
0
̂̀

35 4 22 p̂ 0 (1)

35 16 4 P 3ĥ1c0 0 (1)

36 2 18 h5ĥ2

37 17 4 P 4ĥ2 0 (1)

39 13 15 h0h2P ĵ

40 9 28 h0h2m̂

41 4 29 i(h0c2) 0 (1)

42 5 31 h5ĥ1c0 0 (1)

42 13 18 h2
2P ĵ

43 20 4 P 4ĥ1c0 0 (1)

44 6 31 h5Pĥ2 0 (1)

45 21 4 P 5ĥ2 0 (1)

47 3 31 h5ĥ2
3

47 5 37 ĥ1g2

47 17 16 h0h2P
2ĵ + i(h4

0Q)

48 5 39 i(h5e0)

48 8 34 N̂ 0 (1)

The d3-differentials are determined as follows:

(1) The differentials on i(1), ĥ0, ĥ2, ĥ1c0, Pĥ2, Pĥ1c0, P 2ĥ2, P 2ĥ1c0, P 3ĥ2,

ĥ1h2
4, p̂, P 3ĥ1c0, P 4ĥ2, i(h0c2), h5ĥ1c0, P 4ĥ1c0, h5Pĥ2, P 5ĥ2 and N̂ are

zero because the target bidegrees are trivial.

(2) The differentials on ĥ2
3 and n̂ are zero by h0-linearity.
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(3) The differentials on h4ĥ0, h4ĥ2 follow by naturality with respect to j : Cη →
S2 and known differentials in E3(S).

(4) See [BR, Lem. 11.72] for a proof that d3(i(e0)) = 0.
(5) See [BR, Lem. 11.73] for a proof that d3(ĉ1) = 0.

(6) See [BR, Lem. 11.74] for a proof that d3(h2f̂0) = i(Pd0).
(7) ((ETC))

14.7. The (E2, d2)-term for S/ν

We define S/ν by the homotopy cofiber sequence

S3 ν−→ S
i−→ S/ν

j−→ S4 .

The E2-term
Es,t2 (S/ν) = Exts,tA (M4,F2)

for the Adams spectral sequence converging to πt−s(S/ν) has been calculated for
t ≤ 140 using ext. A set of E2(S)-module generators for t − s ≤ 48 are listed in
Table 14.7, and the E2-term in this range is shown in Figure 14.7.

Table 14.7: E2(S)-module generators for E2(S/ν) with t− s ≤ 48

t− s s g x d2(x)

0 0 0 i(1) 0 (1)

4 3 1 h3
0 0 (1)

5 1 2 h1 0 (2)

7 2 3 h0h2 0 (1)

11 1 4 h3 0 (1)

12 3 6 c0 0 (2)

13 5 4 Ph1 0 (1)

15 6 5 Ph0h2 0 (1)

20 7 7 Pc0 0 (2)

21 9 4 P 2h1 0 (1)

23 10 5 P 2h0h2 0 (1)

26 4 14 h2c1 0 (1)

27 9 8 P 2h3 0 (1)

28 11 7 P 2c0 0 (2)

29 13 4 P 3h1 0 (1)

30 6 13 h2
2g1 0 (1)

31 14 5 P 3h0h2 0 (1)

34 2 16 h2
4 i(p) (3)(!)

34 7 15 h0r 0 (5)

36 6 19 q 0 (2)

36 15 7 P 3c0 0 (2)
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Table 14.7: E2(S)-module generators for E2(S/ν) with t− s ≤ 48
(cont.)

t− s s g x d2(x)

37 4 22 p 0 (4)

37 17 4 P 4h1 0 (1)

39 18 5 P 4h0h2 0 (1)

41 5 27 x 0 (1)

41 8 19 e0g1 i(h1u) (6)(!)

42 6 25 + 26 y h3
0x (5)

43 9 22 u 0 (1)

43 17 8 P 4h3 0 (1)

44 4 31 + 32 f1 0 (1)

44 8 23 g2
1 0 (1)

44 19 7 P 4c0 0 (2)

45 3 29 c2 h0f1 (7)(!)

45 10 23 z 0 (1)

45 21 4 P 5h1 0 (1)

46 9 24 v h0z (5)

46 12 15 d3
0 0 (1)

47 11 20 d0k h0d3
0 (5)

47 22 5 P 5h0h2 0 (1)

48 10 25 d0r 0 (2)

The E2(S)-module generators are chosen as follows:

• The generators i(1), h1, h3, h2
4, h3

0, c0, h2c1, p, x, h0r, g2
1 , u, v, z, d0r,

d0k and d3
0 are the unique nonzero classes in their respective degrees, and

j(a) = a each case.
• We choose h0h2 = 23, rather than 23 + 24, as the lift of h0h2.
• We choose c2 = 329, rather than 329 + 330, as the lift of c2.
• Calculation with ext shows that 432 is a lift of f1, together with 431 +432,

and we choose the latter.
• We choose h2

2g1 = 613, rather than 614, as the lift of h2
2g1.

• We choose q = 619, rather than 618 + 619, as the lift of q.
• Calculation with ext shows that 625 maps to y + h1x and 626 maps to
h1x, while 627 = i(h5Ph2), and we choose y = 625 + 626, rather than
625 + 626 + 627, as the lift of y. ((ETC: Alternatively, we might choose 625

as the lift of y + h1x.))
• Calculation with ext shows that e0g1 = 819 is the unique lift of e0g1.
• The generators Pa lie in 〈h3, h

4
0, a〉, and the generator P 2a (for a = h3)

lies in 〈h4, h
8
0, a〉.
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The d2-differentials are determined as follows:

(1) The differentials on i(1), h3, h0h2, h3
0, h2c1, f1, Ph1, x, Ph0h2, g2

1 , P 2h1,

P 2h3, u, P 2h0h2, z, d3
0, P 3h1, h2

2h1, P 3h0h2, P 4h1, P 4h3, P 4h0h2, P 5h1

and P 5h0h2 are zero because the target bidegrees are trivial.
(2) The differentials on h1, c0, q, Pc0, d0r, P

2c0, P 3c0 and P 4c0 are zero by
h0-linearity.

(3) The relation h3 · h2
4 = i(c2) and the differential d2(c2) = h0f1 for S imply

d2(h2
4) 6= 0, and 419 = i(p) is the only possible value. ((ETC: This detects

a hidden ν-extension from h2
4 to p.))

(4) By h1-linearity, d2(p) ∈ {0, i(t)}. Since g1 · p = 0 and g1 · i(t) = 1032 6= 0,
we must have d2(p) 6= i(t).

(5) Linearity with respect to j : S/ν → S4 determines the differentials on y,
h0r, v and d0k.

(6) The relation h1 ·e0g1 = h3
0 ·y and d2(y = h3

0x implies d2(e0g1) 6= 0. ((ETC:
This is subtle, since d2(e0g1) = 0.))

(7) Since d2(c2) = h0f1 we have d2(c2) ∈ {532, 531 + 532}. This is h0f1 or its
sum with i(h0g2). According to a recent “secondary Steenrod” calculation

by Dexter Chua, h0 · d2(f1) = h1 · 529, where 529 = d1h̃3 = e1h̃1, so
d2(c2) = 531 + 532 = h0f1.

14.8. The (E3, d3)-term for S/ν

The E3-term of the Adams spectral sequence for S/ν is calculated as the ho-
mology subquotient

E3(S/ν) = H(E2(S/ν), d2) .

A set of E3(S)-module generators for t − s ≤ 48 are listed in Table 14.8, and the
(E3, d3)-term in this range is shown in Figure 14.8. ((ETC: d3’s complete from
t− s ≤ 28.))

Table 14.8: E3(S)-module generators for E3(S/ν) with t− s ≤ 48

t− s s g x d3(x)

0 0 0 i(1) 0 (1)

4 3 1 h3
0 0 (1)

5 1 2 h1 0 (2)

7 2 3 h0h2 0 (1)

11 1 4 h3 0 (1)

12 3 6 c0 0 (2)

13 5 4 Ph1 0 (1)

15 6 5 Ph0h2 0 (1)

19 4 10 h4h3
0 0 (1)

20 2 12 h4h1 0 (3)

20 7 7 Pc0 0 (2)

21 9 4 P 2h1 0 (1)
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Table 14.8: E3(S)-module generators for E3(S/ν) with t− s ≤ 48
(cont.)

t− s s g x d3(x)

22 3 14 h4h0h2 0 (4)

23 8 7 i(h0i) 0 (1)

23 10 5 P 2h0h2 0 (1)

24 6 11 e0h0h2 h1i(Pd0) (5)(!)

26 4 14 h2c1 0 (1)

27 4 15 h4c0 0 (4)

27 9 8 P 2h3 0 (1)

28 11 7 P 2c0 0 (2)

29 7 11 i(k)

29 13 4 P 3h1 0 (1)

30 6 13 h2
2g1 0 (1)

31 14 5 P 3h0h2 0 (1)

32 10 13 Pe0h0h2

34 4 20 h2
0h

2
4 0 (1)

34 7 15 h0r 0 (1)

35 4 21 h5h3
0

36 2 17 h5h1 0 (2)

36 6 19 q 0 (2)

36 15 7 P 3c0 0 (2)

37 4 22 p 0 (1)

37 11 14 i(d0i)

37 17 4 P 4h1 0 (1)

38 3 23 h5h0h2

38 7 20 i(h0y) 0 (1)

39 16 7 i(h0P
2i) 0 (1)

39 18 5 P 4h0h2 0 (1)

40 14 11 P 2e0h0h2

41 5 27 x

42 2 19 h5h3

43 4 30 h5c0 0 (2)

43 9 22 u

43 17 8 P 4h3 0 (1)

44 4 31 + 32 f1
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Table 14.8: E3(S)-module generators for E3(S/ν) with t− s ≤ 48
(cont.)

t− s s g x d3(x)

44 8 23 g2
1

44 19 7 P 4c0 0 (2)

45 10 23 z

45 15 11 i(Pd0i)

45 21 4 P 5h1 0 (1)

46 7 28 h5Ph0h2

46 12 15 d3
0

47 22 5 P 5h0h2 0 (1)

48 4 36 i(h3c2) 0 (1)

48 10 25 d0r

48 18 13 P 3e0h0h2

The d3-differentials are determined as follows:

(1) The differentials on i(1), h3
0, h0h2, h3, Ph1, Ph0h2, h4h3

0, P 2h1, i(h0i),

P 2h0h2, h2c1, P 2h3, P 3h1, h2
2g1, P 3h0h2, h2

0h
2
4, h0r, p, P

4h1, i(h0y),

i(h0P
2i), P 4h0h2, P 4h3, P 5h1, P 5h0h2 and i(h3c2) are zero because the

target bidegrees are trivial.
(2) The differentials on h1, c0, Pc0, P 2c0, h5h1, q, P 3c0, h5c0 and P 4c0 vanish

by h0-linearity.
(3) The differential on h4h1 vanishes by naturality with respect to j : Cν →

S4.
(4) The differentials on h4h0h2 and h4c0 are zero by d0-linearity. In the first

case, d0 · d0h0h2 = 1015 6= 0 in E3(Cν), while d0 · h4h0h2 = 0. In the
second case, d0 · d0c0 = 1115 6= 0 in E3(Cν), while d0 · h4c0 = 0.

(5) From d3(h2f̂0) = i(Pd0) in E3(Cη) we deduce that Pd0 detects η2κ̄ in
E∞(S), cf. [BR, Thm. 11.71], so that h1Pd0 detects η3κ̄ = 4νκ̄, where
4κ̄ is detected by h2

0g1 in Adams filtration 6. ((ETC: The hidden ν-
extension from h2

0g1 to h1Pd0 lifts to S6 (in a minimal Adams resolution
S? for S), and shows that h1i(Pd0) must be a dr-boundary in Er(S/ν)
for r ≤ 9 − 6 = 3. Hence d3(e0h0h2) = h1i(Pd0).)) Since i(4νκ̄) = 0
in π∗(Cν) it follows that h1i(Pd0) is a boundary. From case (4) and
h1-linearity the only possible source of this differential is e0h0h2.

(6) ((ETC))

14.9. The (E2, d2)-term for S/σ

We define S/σ by the homotopy cofiber sequence

S7 σ−→ S
i−→ S/σ

j−→ S8 .
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The E2-term
Es,t2 (S/σ) = Exts,tA (M4,F2)

for the Adams spectral sequence converging to πt−s(S/σ) has been calculated for
t ≤ 140 using ext. A set of E2(S)-module generators for t − s ≤ 48 are listed in
Table 14.9, and the (E2, d2)-term in this range is shown in Figure 14.9.

Table 14.9: E2(S)-module generators for E2(S/σ) with t− s ≤ 48

t− s s g x d2(x)

0 0 0 i(1) 0 (1)

8 4 1 h4
0 0 (1)

11 1 3 h2 0 (1)

15 3 4 h2
0h3 i(h0d0) (4)(!)

16 2 7 h1h3 0 (2)

16 3 6 c0 0 (5)

19 5 9 Ph2 0 (1)

22 3 11 h0h2
3 0 (7)

22 4 11 d0 0 (1)

23 1 5 h4 h0h2
3 (6)

24 7 8 Pc0 0 (5)

26 4 15 f0 h0h2d0 (6)

27 3 15 c1 0 (2)

27 9 9 P 2h2 0 (1)

28 4 17 g1 0 (1)

30 8 12 Pd0 0 (1)

32 11 8 P 2c0 0 (5)

33 8 16 Pe0 h2
1Pd0 (6)

34 7 16 j h0Pe0 (6)

35 13 9 P 3h2 0 (1)

37 7 18 k h0d0d0 (6)

38 12 12 P 2d0 0 (1)

40 7 22 ` h0e0d0 (6)

40 15 8 P 3c0 0 (5)

41 12 16 PPe0 h2
1P

2d0 (6)

42 11 16 Pj h0PPe0 (6)

43 7 26 m h0g1d0 (8)

43 17 9 P 4h2 0 (1)

44 6 29 t 0 (2)
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Table 14.9: E2(S)-module generators for E2(S/σ) with t− s ≤ 48
(cont.)

t− s s g x d2(x)

45 6 30 h0x 0 (1)

46 7 29 h0y h3
0h0x (9)

46 16 12 P 3d0 0 (1)

47 5 36 h1e1 0 (3)

47 9 34 u 0 (10)

48 19 8 P 4c0 0 (5)

The E2(S)-module generators are chosen as follows:

• The generators i(1), h2, h4, c0, h0h2
3, c1, h4

0, g1, h1e1, t, j, `, m, Pe0 and u
are the unique nonzero classes in their respective degrees, and j(a) = a
each case.

• We choose h1h3 = 27, rather than 27 + 28, as the lift of h1h3.

• We choose h2
0h3 = 34, rather than 34 + 35, as the lift of h2

0h3.

• We choose d0 = 411, rather than 411 + 412, as the lift of d0.

• Calculation with ext shows that f0 = 415 is the unique lift of f0.

• We choose h0x = 630, rather than 630 + 631, as the lift of h0x.

• We choose k = 718, rather than 718 + 719, as the lift of k.

• We choose h0y = 729, rather than 729 + 730, as the lift of h0y.

• The generators Pa lie in 〈h3, h
4
0, a〉. ((ETC: Note that Pe0 is not an

instance of this, but PPe0 is.))

The d2-differentials are determined as follows:

(1) The differentials on i(1), h2, h4
0, d0, g1, Ph2, h0x, Pd0, P 2h2, P 2d0, P 3h2,

P 3d0 and P 4h2 are zero because the target bidegrees are trivial.

(2) The differentials on h1h3, c1, t are zero by h0-linearity.

(3) The differential on h1e1 is zero by h2
1-linearity.

(4) From h2 · h2
0h3 = 48 = i(f0) and d2(f0) = h2

0e0 with i(h2
0e0) = 66 6= 0

we deduce d2(h2
0h3) = 54 = i(h0d0). ((ETC: This intervenes before the

image of d3(h0h4) = h0d0.))
(5) The differential on c0 is zero by g1-linearity, since g1 · 55 = 920 6= 0 while

g1 · c0 = 0, and similarly for P ic0 with i ≥ 1.

(6) The differentials on h4, f0 ((ETC: Using h2d0 = h0e0)), j, k, ` ((ETC:

using h1-linearity)), Pe0, Pj, PPe0 are given by naturality with respect
to j : S/σ → S8.

(7) It follows from case (6) that d2(h0h2
3) = 0, since d2d2 = 0.

(8) By j-naturality, d2(m) ≡ h0g1d0 mod i(v), and the relations h0h
2
3 ·m = 0,

h4 ·m = 0, h4 ·h0g1d0 = 0 and h4 ·i(v) = 1035 6= 0 imply that the summand
i(v) is not present in this differential.
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(9) By j-naturality, d2(h0y) ≡ h3
0h0x mod i(w), and the relations n·h0y = 0,

n · h3
0h0x = 0 and and n · i(w)) = 1458 6= 0 imply that the summand i(w)

is not present in this differential.

(10) The relation d0u = 1338 = ud0 implies d0 · d2(u) = 0, while d0 · i(d0`) =
1524 6= 0, so d2(u) 6= i(d0`) must be zero.

14.10. The (E3, d3)-term for S/σ

The E3-term of the Adams spectral sequence for S/σ is calculated as the ho-
mology subquotient

E3(S/σ) = H(E2(S/σ), d2) .

A set of E3(S)-module generators for t− s ≤ 48 are listed in Table 14.10, and the
(E3, d3)-term in this range is shown in Figure 14.10. ((ETC: d3’s complete from
t− s ≤ 24.))

Table 14.10: E3(S)-module generators for E3(S/σ) with t− s ≤ 48

t− s s g x d3(x)

0 0 0 i(1) 0 (1)

8 4 1 h4
0 0 (1)

11 1 3 h2 0 (1)

15 1 4 i(h4) 0 (4)

16 2 7 h1h3 0 (5)

16 3 6 c0 0 (2)

17 4 6 i(e0) i(Pc0) (8)

19 5 9 Ph2 0 (1)

22 4 11 d0 0 (1)

23 3 12 h2
0h4 h2

0d0 (6)

24 7 8 Pc0 0 (2)

25 3 13 h2
1h4

25 8 7 i(Pe0)

26 2 12 h2h4 0 (7)

27 3 15 c1

27 9 9 P 2h2 0 (1)

28 4 17 g1 0 (1)

30 8 12 Pd0 0 (1)

31 4 20 c0h4

32 11 8 P 2c0 0 (2)

33 12 7 i(P 2e0)

35 13 9 P 3h2 0 (1)
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Table 14.10: E3(S)-module generators for E3(S/σ) with t− s ≤ 48
(cont.)

t− s s g x d3(x)

38 2 17 h4h4 i(x) (9)(!)

38 12 12 P 2d0 0 (1)

39 8 24 e0d0

40 15 8 P 3c0 0 (2)

41 16 7 i(P 3e0)

42 4 30 h2
0h5h2

43 17 9 P 4h2 0 (1)

44 6 29 t

45 6 30 h0x 0 (1)

45 8 31 + 32 e0g1 0 (1)

46 5 35 h0h5h2
0h3

46 16 12 P 3d0 0 (1)

47 3 28 h5h1h3

47 4 33 h5c0 0 (3)

47 5 36 h1e1

47 9 34 u 0 (1)

47 12 23 Pe0d0 0 (1)

47 14 17 i(h0Q)

48 5 37 i(h5e0)

48 19 8 P 4c0 0 (2)

The d3-differentials are determined as follows:

(1) The differentials on i(1), h4
0, h2, Ph2, d0, P 2h2, g1, Pd0, P 3h2, P 2d0,

P 4h2, h0x, e0g1, P 3d0, u and Pe0d0 are zero because the target bidegrees
are trivial.

(2) The differentials on c0, Pc0, P 2c0, P 3c0 and P 4c0 are zero by h0-linearity.
(3) The differential on h5c0 is zero by h1-linearity.
(4) The differential on i(h4) is zero by h2-linearity, since h2

2 · i(d0) 6= 0.

(5) The differential on h1h3 is zero by h0- and d0-linearity, since d0 · i(h1d0) 6=
0.

(6) The differential d3(h2
0h4) = h2

0d0 6= 0 in E3(S) lifts over j to show that

d3(h2
0h4) 6= 0, and h2

0d0 is the only possible value.

(7) The differential on h2h4 is zero by j-naturality, since d3(h2h4) = 0 6= h0d0.
(8) The product σµ = ηρ is detected by Pc0, so i(Pc0) must be a boundary

in Er(Cσ). By h1-linearity it can only be supported on i(e0).

(9) The proof of [BR, Thm. 11.56(5)] shows that d3(h4h4) = i(x) in E3(S/σ).
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(10) ((ETC))
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ũ

0
1

2 P
3
h̃
2 2

3
4

5
6

7
8

9

0
1

2 P
3
c̃ 0

3
4

5
6

7

0

P
4
i(
1)

1
2

3
4

5
6

0
1 P
4
h̃
1

2
3

4
5

6

0
1

2 P
4
h̃
2 2

3
4

5
6

0
1

2 P
4
c̃ 0

3
4

0

P
5
i(
1)

1
2

3

0
1 P
5
h̃
1

2
3

4

0
1

2 P
5
h̃
2 2

3

0
10

P
6
i(
1
)

F
ig
u
r
e
1
4
.3
.

(E
2
(S
/
2
),
d

2
)

=
⇒
π
∗(
S
/
2
)



14.10. THE (E3, d3)-TERM FOR S/σ 351

0
4

8
1
2

1
6

20
2
4

2
8

3
2

3
6

40
4
4

4
8

04812162024

0
i(
1)

0
1 h̃

1

2
3

4 i(
h
4
)

5 i(
h
5
)

0
1

2
3 h̃

2 2

4
5

6
7

8 h
4
h̃
1

9
1
0

1
1

1
2 h
5
h̃
1

1
3

1
4

0
1

2

c̃ 0

3
4

5 h̃
0
h
2 3

6
7

8
9

c̃ 1
1
0

1
1 h
4
h̃
2 2

1
2

1
3

1
4

1
5

1
6

1
7 h
5
h̃
2 2

1
8

1
9

2
0 i(
c 2
)

2
1

0

P
i(
1
)

1
2

3
5

6
7

8
9

1
0

1
1 h
4
c̃ 0

1
2

1
3 d̃

1

1
4

1
5

1
6

1
8

1
9

2
0 h
5
c̃ 0

2
1

2
2

2
3

2
4

h
5
h̃
0
h
2 3

2
5

0
1 P
h̃
1

2
3

4
6

7
8

9
1
0

1
1 h̃
3 0
h
2 4

1
2

1
3

ñ
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1
h
2 4

2
1

2
2

2
3

2
4

2
5

2
6

2
7

2
8

2
9
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1
c 0

5
6

7
8

9
1
0

1
1 f̂ 0

1
2

1
3

1
4

1
5

1
6

1
7

1
8

1
9

2
0

2
1

2
2

p̂
2
3

2
4

2
5

2
6

2
7

2
8

2
9

3
0

3
1

3
2

3
3

3
4

3
5

0
1

2
3

4 P
ĥ
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par un sousgroupe abélien, connexe, maximum, C. R. Acad. Sci. Paris 223 (1946),

412–415 (French). MR17530
[Ler50] , L’anneau spectral et l’anneau filtré d’homologie d’un espace localement com-
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