STKMAT3710: Trial Exam 3, Fall 2109. Solution

Problem 1: a) The characteristic function is

, 1 4 1
bx(t) = E[e'X] = 62t'1§ + e”'(fl)i = cost.

b)Using the independence, we have

t

¢s,(t) =F [e”s"] =F {eiﬁxleiﬁXz . ~eiﬁX"]

= e B[] e [ ] = (o) = (el )

¢) The Taylor expansion for cosine is cosz =1 — %2 + o(2?), and hence

5.1 = (o)) = (1= ool D) = (1- 4 +el )

Consequently (e.g. by Lemma 6.34)

¢s, (1) = (1 - % +o (i)) St

2
As e~ 7 is the characteristic function of a normal distribution with mean 0 and
variance o2 = 1, the result follows from Lévy’s Continuity Theorem.

Problem 2: Put Fy = {0, Q} and F, = o{ X1, Xs,..., X} fork € {1,2,... ,N}.
Then

E[Yk+1|fk] = E[Yk =+ Xk+1|-7:k] = E[qu:k] + E[XkJrl‘fk] =Y. +m

as Yy, is Fr-measurable and X1 is independent of F, (and hence E[Xy41|Fx] =
E[X}+1] = m). This shows that {Y,,} is a submartingale if m > 0, a martingale
if m = 0, and a supermartingale if m < 0.

Note that T is a bounded {F, }-stopping time and so (obviously) is the con-
stant time 0. According to Theorem 9.9, (Y, Yr) is a (Fo, Fr)-submartingale/
martingale/supermartingale according to whether Y is a submartingale/martin-
gale/supermartingale. Hence (Yp, Yr) is a submartingale if m > 0, a martingale
if m = 0, and a supermartingale if m < 0. As E[Yp|Fo] = E[Yr] since Fy is
trivial, we get:

(iii) E[Yr] = B[Yr|Fo] < E[Ys] = 0if m < 0.



Problem 3: a) As t¢(t) is integrable, so is ¢(t), and we can use the formula in
the problem to compute the derivative of f:

f(2) = tim LEED = (@) _hm/ T

h—0 h h—0 h

efzht 1 efzht 1
=1 zxt =1 —izt® T
hli%/ p)e™ ——dt = 0 th(t)e ht dt

Let us take a closer look at the only part of the integrand that depends on h:

— 00

et — 1 cos(—ht) —1 N sin(—ht) cos(ht) —1  _sin(ht)
= i = -1

ht ht ht ht ht

By the Mean Value Theorem, there are numbers ¢; and co between 0 and ht
such that

e 1 cos(ht)—1  sin(ht)

s > e = sin(ey) — i cos(ca)
Hence o
f(z)= }llli% to(t)e” ™ (—sin(c;) — icos(cp)) dt

1xt

As the integrand converges to —it¢(t)e** and is bounded by the integrable
function [¢¢(t)|, the Dominated Convergence Theorem tells us that

flx) = }Lli% 7°° t¢(t)e—iwt(_sm(c1) —idcos(ca)) dt
= /°° %l—>mo (te(t)e """ (—sin(cy) —icos(cy))) dt = /_Z —itp(t)e" " dt

Hence f is differentiable.
2,2
b) The characteristic function of Z, is ¢z_(t) = e~z . By independence,

242

by, (t) = ox(t)dz. (t) = px(t)e” 2
As

tov. (0] = ltox (e | < (jtlemF ) = F <

62 2 . . . .
for large |t|, and e~ "2 is integrable, we see that t¢y. () is integrable, and hence
by a), Y. has a differentiable density function.
52 2 . .
¢) As lim_,0 ¢y, (t) = lim_,0 ¢x (e~ 2 = ¢x(t), Lévy’s Continuity Theo-
rem tells us that Y. converges in distribution to X.

Problem 4: a) Let z < a be a continuity point of Fy. Then Fyx, (x) <
Fx, (a—) < Fx, (a), and we have

Fy(z) = nl;rréo Fx, (z) <liminf Fx, (a—) <limsup Fx,(a—) < lim Fx, (a) = Fy(a)

n—0o0



As a is a continuity point of Fy-, we can get Fy (x) as close to Fy (a) as we wish,
and hence liminf Fx, (a—) = limsup Fx, (a—) = Fy(a).
b) If a is a continuity point for Fy, we have

P[limsup X,, > a] = P[ lim sup Xj > d]

N—=0 p>np

=P[[ {w:sup Xy > a} = nler;oP[sup Xk > a] > lim P[X, > d]

k>n k>n n—00
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= lim (1 - Fx, (a—)) =1— Fy(a) = P[Y > q]
n—roo
where we used part a) in the next to last step. As the continuity points are
dense, and distribution functions are right continuous, we have P[limsup X,, >
a] > P[Y > a] for all a.

Problem 5. a) Let B,, be the event “number 1 is chosen on day n”. Then the
B,’s are independent and P(B,) = 1. As Y>> | P(B,) = >»" ;1 = oo, the
converse Borel-Cantelli Lemma tells us that P(limsup B,,) = 1, and hence 1 is
chosen infinitely many times with probability 1.

b) Let C,, be the event “number 1 is chosen on day n”. Then the C,’s are
independent and P(C,,) = 5. As Y>° | P(C,,) = Y7, & < oo, the Borel-
Cantelli Lemma tells us that P(limsup C,,) = 0, and hence 1 is chosen infinitely
many times with probability 0.



