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Families of sets

o-algebra F: Monotone class M:
(i) beF (i) Ap € M increasing =
(i) Ac F=> A°c F Unen An € M
(iii) A, € F for all n = (ii) An, € M decreasing =
Unen4n € F Npen An € M

Monotone Class Theorem: If A is an algebra, then o(A) = M(A).

Independence
Family {A;},cr of sets: P(A;;, NA;,N...NA;)=P(A4;,)P(A;,)-...- P(4;,)
for all finite subsets {i1,42,...,ix} of T
Family {X;};c; of random variables: [X;, < z1],[X;, < za],...,[X;, < xg]
independent for all finite subsets {i1,42,...,ix} of I and all z1,xa,...,z; € R.
Distributions

Distribution function Fx: Fx(z) = P[X < z]

Density function fx: Fx(z) = ffoo fx(y)dy

Distribution ux: pux(B) = P[X € B]

Lebesgue-Stieltjes integral: ffcoo f(z)dFx = ffooo f(z)dux = E[f(X)]

Characteristic function ¢x: ¢x(t) = Ele!X]

Taylor expansion: If E[|X|"] < oo, then ¢(*)(0) = i* E[X*] for k < n, and

ox(t) = oo i EIXMI(it)" +oft"). 2
1 _ (=)

Gaussian distribution N(u,0?): Density function: f(z) = vorr A

. . . ; _ <12t2
characteristic function: ¢(t) = e'#t= "2
ib iat &2

Lévy’s Inversion Theorem: F'(b)—F(a) = limo [ %(ﬁ(?ﬁ)e— = dt
Lévy’s Continuity Theorem: If ¢x, (t) — ¢(t) and ¢ is continuous at 0, then
X, converges in distribution to a random variable X with ¢x = ¢.

Modes of convergence

Convergence a.s.: lim,,_, ., X, (w) = X(w) for all w in a set of probability 1.
Convergence in probability: lim, ., P[|X,, — X| > ¢ =0 for all € > 0.
Convergence in expectation: lim,_,, E[|X,, — X|] = 0.

Convergence in distribution: lim,_,. Fx, (x) = Fx(x) at all continuity
points z of Fx. Equivalently: E[f(X,)] — E[f(X)] for all bounded, continuous
f (this is also called weak convergence).

Relationships: If {X,,} converges to X a.s. or in expectation, then {X,,} con-
verges to X in probability. If {X,} converges to X a.s. or in probability, then
{X,} converges to X in distribution. If {X,} converges to X in probability,
there is a subsequence {X,,, } that converges to X a.s.



Convergence Theorems

Monotone Convergence Theorem: If X,, > 0 and X,, T X a.s., then F[X] =
limy, o0 E[X,1].

Fatou’s Lemma: If X,, > 0, then liminf, ., E[X,] > E[liminf,, . X,].
Dominated Convergence Theorem: If |X,| < Y for an integrable r.v. Y,
and X,, — X a.s. or in probability, then E[X] = lim,,_,o E[X,].

Limit theorems

Below S, = X1 + Xo + ...+ X,,.

Weak law of large numbers: {X,} a sequence of independent random vari-
ables with E[X;] =0 and E[X?] < ¢2. Then 2= — 0 in probability.

Strong law of large numbers: {X,,} a sequence of independent random va-
riables with E[X;] = 0 and E[X]] < M. Then 5= — 0 a.s.

Central limit theorem (i.i.d. version): {X,} a sequence of independent,
identically distributed random variables with E[X;] = p and Var(X) = o2
Then 22=£% — N(0,1) in distribution.

Central limit theorem (Lyapounov version): {X,,} a sequence of indepen-

dent random variables with E[X ;] = 0 and E[XJQ] = UJZ. Put s2 = o2 +02+...+

o2. Assume that v; = E[|X;|*] < co and that @ — 0. Then = — N(0,1)
in distribution.

Inequalities

Chebyshev’s Inequality: For A > 0: P[|X| > \] < 5 E[| X 7]
Schwarz’s Inequality: E[|XY|] < (E[X?])2 (E[Y?])?
Lyapounov’s Inequalities: For 1 < p < ¢:

i) E[X|) < E[X|) (i) E[X[7)7 < B[X|)
Jensen’s Inequality: For convex ¢: ¢ (E[X|G]) < E[¢p(X)|G].

limsup and lim inf

liminf a,, = lim inf ag limsupa, = lim sup ai
n— 00 n—oo k>n n—o00 n—00 >n
liminf A,, = U m Ay limsup 4,, = ﬂ U Ay
n—oo

neNk>n nTreo neENk>n

Tail Events
Borel-Cantelli’s Lemma:
(i) If >°0° | P(B,) < oo, then Pllimsup,,_, . B,] = 0.

(ii) Ifthe B),’s are independent and >~ ; P(B,,) = 0o, then P[limsup,,_, .. By]
1.



Borel/Kolmogorov’s 0-1-Law: If the X,,’s are independent and C' is a tail
event, then P(C) is either 0 or 1.

Conditional expectation

Definition: Z = E[X|(] iff Z is G-measurable and [, Z dP = [, X dP for all
Aeg.
Tower property: If G; C G,, then E[E[X|G]|G1] = E[X|G1]

Stopping times and martingales

Stopping time: [T' < n| € F, for all n (equivalently: [T = n] € F,, for all n)
o-algebra Fr: Fr ={A € F : AN[T <n|] € F, for all n}

Submartingale property: E[X;|F,| > X, for s <t

Supermartingale property: F[X;|F;] < X, for s <t

Martingale property: E[X;|F;] = X for s < t.

Martingale Maximal Inequality: For a positive submartingale X,:
/\P[max,,LSN X,,L > )\] < E[XN]

Martingale Convergence Theorem: If {X,},cn is a submartingale and
sup, ey P[Xn] < 00, then X, = X a.s. where X is integrable.

Uniform integrability

Definition: For all € > 0 there is an N such that f[IXQIZN] | Xo|dP < € for all
acl.

Alternative definition: {E[|X.|]}acs is bounded and limp(py 0 [, [Xo| dP =
0 uniformly in a.

Main Theorem: The following are equivalent when X,, — X in probability:

(i) {Xn}nen is uniformly integrable.
(ii) E[| X, — X|] = 0.
(i) E[[Xn[] = E[X]].

Series and such

oo

1
Z — converges for p > 1.
npb
n=1
c . +x2+x3+ +xn+c n+1
e’ = r+—+—+4+...+—+e
21 3! n! (n+1)!
o B p2n+1 cos ¢
1 — ., - . —_1)" -1 n+1 2n+3
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Lemma: If lim,,_, 2, = z, then lim,,_, (1 n %n)" — e,



