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Problem 1

a

Because all rows in a transition probability matrix must sum to 1, we have
p = 0.2 and q = 1

b

The only states that communicate are 2 and 3, hence we have three classes:
{0}, {1} and {2, 3}. {0} and {1} are transient and {2, 3} is recurrent.

c

The recurrent class {2, 3} is irreducible, positive recurrent and aperiodic.
Hence for j = 2, 3 the limiting probabilities limn→∞ P

n
ij exist and equal the

stationary probabilities πj . They can be found by solving π2 = 0.3π3 and
π2 + π3 = 1. Hence, π2 = 3

13 , π3 =
10
13 .

d

”One-step-ahead” analysis:

ν1 = 0.2(ν1 + 1) + 0.8⇒ ν1 = 1.25

ν0 = 0.6(ν0 + 1) + 0.2 ∗ (ν1 + 1) + 0.2⇒ ν0 = 3.125

Problem 2

a

There can be a minimum of 0 customers in the system, or a maximum of
N+1 customers in the system (one being served plus N in the queue). Hence

(Continued on page 2.)
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S = {0, 1, . . . , N + 1}. Transitions from state i may go only to either state
i + 1 (for 0 ≤ i < N + 1) or i − 1 (for 0 < i ≤ N + 1), hence it is a birth
and death process. When there are i = 0, . . . , N customers in the system,
a new arriving customer will go directly into service if i = 0, or otherwise
join the queue, and the arrivals follow a Poisson process with rate λ. Hence,
λi = λ, i = 0, . . . , N . Otherwise, λi = 0. When there are i = 1, . . . , N + 1
customers in the system, one customer is being served and the service time
is exponential with rate µ, hence µi = µ, i = 1, . . . , N+1. Obviously µ0 = 0.

b

λP0 = µP1

(λ+ µ)Pi = λPi−1 + µPi+1, 1 ≤ i ≤ N
µPN+1 = λPN

c

R is the (N + 2) × (N + 2) matrix, where row i + 1 represents state i, and
column j + 1 represents state j, with elements

r11 = −λ, r12 = λ, r1j = 0, j /∈ {1, 2}
rN+2,N+1 = µ, rN+2,N+2 = −µ, rN+2,j = 0, j /∈ {N + 1, N + 2}
ri,i−1 = µ, ri,i = −(λ+ µ), ri,i+1 = λ, rij = 0, 1 < i < N + 2, j /∈ {i− 1, i, i+ 1}

Alternatively, the matrix can be given in this way

R =


−λ λ 0 · · · 0
µ −(λ+ µ) λ 0 · · · 0
0 µ −(λ+ µ) λ 0 · · ·
...

...
0 . . . 0 µ −µ


d

P (t) = UeLtU−1 =

(
1 −λ
1 µ

)(
e0 0

0 e−(λ+µ)t

)
1

λ+ µ

(
µ λ
−1 1

)
which means that

lim
t→∞

P (t) =
1

λ+ µ

(
1 −λ
1 µ

)(
1 0
0 0

)(
µ λ
−1 1

)
=

1

λ+ µ

(
µ λ
µ λ

)
The distribution defined by P0 and P1 is the Bernoulli distribution with

parameter p = λ
λ+µ .

(Continued on page 3.)
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Problem 3

a

Obviously B(0) = 0. Since all the increments X(t) − X(s) are stationary
and independent, all the increments B(t) − B(s) are also stationary and
independent. E[B(t)] = µt−µt

σ = 0 and Var[B(t)] = σ2t
σ2 = t, hence

B(t)−B(s) ∼ N(0, t− s), 0 ≤ s < t.

b

We can write B(s)+B(t) = 2B(s)+B(t)−B(s). We have 2B(s) ∼ N(0, 4s)
and B(t)−B(s) ∼ N(0, t− s). Since B(s) and B(t)−B(s) are independent
(because of independent increments), we then get B(s)+B(t) ∼ N(0, 3s+t).


