
 Solution to Mandatory Assignment

Problem 1 A Markov chain Xo X X with state space S 10.1.2 3,4

is defined by the transition probability matrix

P
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a The chain has three classes C 10,13 C 2,33 C 14

For each of these discuss whether the class is recurrent or

transient

The state diagram of the Markov chain is as follows

ЁЖ

State 4 is absorbing the class Ca 43 is recurrent

The chain stays in the class C 12,33 whenever reaches

it and cannot escape The probability of returning
to any state in C given that the chain starts in

C is 1 C is recurrent

If the chain leaves C 20,13 this happens with



positive probability then it will never return to C

with probability 1 Co is transient

Let T be the time until the chain enters C or Ca and

define

µ III TIX I for ie Co

b Explain why

µ v 1 f См 11 7 3 11

µ м 11 3 р 11 3 7 12

Solve the equations 1 and 2 to obtain М and м

By the law of total expectation

IIIT IX I FIEITIXo i.xr jl.MX jlx.si 13

Moreover by the definition of T

TIX о X о м 1

E TIX О X 1 м 1

TIX 1 X о то 11

IIT IX 1 X 1 м 1

TIX 0 X j 1 J 2 3,4

TIX 1 X j I j 2,3 4

Plugging these expressions to 3 we immediately get 1 and 2

Next let us solve 1 2
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Let 9 be the probability that the chain ends up in state 4 given that

Х I it Co

C Find and explain equations for obtaining go and an and solve these

equations

Denote N the first moment of reaching state 4 Then

g PCNC lx.to It PCNcalk.to X i PIX ilx.to

It 9 P Х ill 0 9 0 i 2,3 94 1

9.5 9 5 f

Similarly 9 g f 9 f f Thus
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Let Sinj denote the expected number of visits to state j given that

Хо i i je Co



d Find and explain the equations for obtaining so So S Sin

and solve these equations

States 10,13 form the class of all transient states In lecture

to it was proved that the matrix

s c 51
can be found as

5 I D

where I is the identity matrix and Pr is the matrix that contains

transition probabilities Pij i.jo Co
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Problem 2 Suppose that every second a router accepts letters

from some alphabet A an am with positive probabilities

pi pm respectively The letters come independently

А letter an at the moment n is coded by a number

didnt E 1 m different letters are coded by different codes



The coding algorithm is built in the following way Assume

that at the moment n the letter ax arrives Then

Хĸ Cute 1 Letters encoded at the moment n by numbers

1 Хĸ n 1 are re encoded by numbers 2 Хĸ n

respectively The codes of other letters are left unchanged
We also assume that 210 K K 1 т

a Define Xu kiln semen Prove that it is an ergodic

Markov chain i e irreducible aperiodic and positive recurrent

First note that the state of Xu at the time htt

depends exclusively on its state at the moment n and

the letter arriving at time n which is independent of the past

Whence Xml is Markarian The state space S consists

of all permutations of numbers 1,2 m 151 т

Now let us argue that 1 Xu is ergodic
00 X is irreducible Indeed let us take two arbitrary States

of X i e two arbitrary permutations of 1,2 M

5 S S2 Sm and 5 51 52 Im
and assume that Xu 5 Assume that k is such that

5 M K is such that Бĸ m 1 km is

such that Skm 1 Then if
letter an arrives at moment n

letter aka arrives at moment htt



letter aka arrives at moment п 12

letter arm arrives at moment ht m s

This happens with probability I peso and in this

case Xmm 5 Thus

IPC Xmm 51 Хи 5 7 Tip о

and the chain is irreducible

000 13 is aperiodic Indeed for any permutation

SE S S 151 Sm

PI Xue S I K s ре о

where I is such that Se 1

Whence ĸ cannot be periodic it is aperiodic
ФМ xn is positive recurrent That follows from the fact

that fin is irreducible and has finite state space

b Find the probability that a letter a at the moment

n 1 is encoded by 1

Letter a is encoded by s at the moment n s if and

only if the letter a arrived at the moment n 1 This

happens with probability p Whence

seen 1 р



C Find the limit

5 Plain 1 x.cn a

First of all xn is ergodic this limit exists Next

Х n 11 1 Kzinti 2 x.cn 1 x2 n 2 a arrives at moment n

PC Xin 1 a arrives at moment n

x.cn 1 Xeon 2 ф a arrives at moment n

Plain 1 Pla arrives at moment n

Thus if we denote rn x.cn 1 Xan 2 we have that

был Гири Pipa

Moving n х we obtain

г гр pipe г If

Problem 3 Give an example of a Markov chain xn and

a subset ACS for which the sequence

Yu Sent A

a is a Markov chain

Let Xn be a Markov chain with state space

0.1 2,33 and the transition probability matrix

0 1 00 07
0 0 1 0F I0 0 0 1
1 0 0 0

3 2



and initial distribution V i i о 1 2,3

Let A 10,23 Then

either Yan 0 Yan 1 for all no with probability I
от Yan 1 Yamato for all n o with probability I

i e Yn ns.o is a Markov chain with transition

probability matrix

a C
and initial distribution DIY j I J 0,1

b is not a Markov chain

Let Xn be from the item a but A 10.1 Then

obviously
PLY 1 Y 0,40 0 1

but

PLY 114 0 I


