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Associated random variables

Definition (Associated random variables)

LetTy,..., T, be random variables, and let T = (Ty,..., T,). We say
that Ty, ..., T, are associated if

Cov(I'(T),A(T)) > 0,

for all binary non-decreasing functions I and A.

NOTE: We only require Cov(I'(T), A(T)) > 0 for all binary
non-decreasing functions.
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Associated random variables (cont.)

Theorem (Generalized covariance property)

Let Ty,..., T, be associated random variables, and f and g functions

which are non-decreasing in each argument such that Cov(f(T), g(T))
exists, i.e.,

E[If(T)[] < oo, E[[g(T)[] < o0, E[[((T)9(T)] < co.

Then we have:
Cov(f(T),g(T)) > 0.
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Associated random variables (cont.)

Theorem (Properties of Associated variables)
Associated random variables have the following properties:

(f) Any subset of a set of associated random variables also consists of
associated random variables.

(i) A single random variable is always associated.

(i) Non-decreasing functions of associated random variables are
associated.

(iv) If two sets of associated random variables are independent, then
their union is a set of associated random variables.

A. B. Huseby & K. R. Dahl (Univ. of Oslo) STK3405 — Week 42 6/14



Associated random variables (cont.)

Theorem (Independence)
LetTq,..., Ty be independent. Then, they are also associated. J

PROOF: (Induction on n.) The result obviously holds for n = 1 by
property (ii).

Assume that the theorem holds forn=m —1. Thatis, {Ty,..., Tm—1}
is a set of associated random variables.

Moreover, by property (i), { Tm} is associated as well.

By the assumption, these two sets are independent. Hence, it follows
from property (iv) that their union { T, ..., Tp,_1, Ty} is a set of
associated random variables.

Thus, the result is proved by induction.
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Associated random variables (cont.)

Theorem (Absolute dependence)

Let Ty,..., T, be completely positively dependent random variables,
ie.,
P(Ti=To=...=Ty) =1.

Then they are associated.

PROOF: Let I', A be binary functions which are non-decreasing in
each argumentandlet T = (Ty,...,Tp)and T1 = (Ty,..., T1). By the
assumption it follows that T and T must have the same distribution.
Hence, we get that:

Cov(I'(T),A(T)) = Cov(I'(T1),A(T4)) >0
where the final inequality follows by property (/i) and the definition.
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Associated random variables (cont.)

Theorem (Association of paths and cuts)

Let Xi,..., X, be the associated or independent component state variables of
a monotone system (C, ¢). Moreover, let the minimal path series structures of
the system be (P4, p1),. .., (Po, pp), where:

p/(XI:]):HXI7 j:17"'7p'
i€P;
Then, p1, ..., pp are associated.

Similarly, let the minimal cut parallel structures of the system be
(Ki, k1), .- -, (Kk, kk), where:

k(X9 =] X, j=1.... .k

i€K;

Then, k1, ..., kk are associated.
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Associated random variables (cont.)

Theorem (Extension of property (iii))
LetT =(Ty,...,Ty) be associated, and let:

U=g(T), i=1,...,m,

where g;, i = 1,..., m are non-increasing functions. Then,
U= (Uy,...,Un) is associated.
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Associated random variables (cont.)

PROOF: Let I', A be binary non-decreasing functions, and introduce
U=g(T)=(g(T),...,gm(T)). Then let:
N(T)=1-T(g(T))=1-T(U)

A(T)=1-A(g(T)) =1-A(U)

It follows that I and A are binary and non-decreasing in T;,
i=1,...,n. Since T is associated, it follows that:

Cov(r(U), A(U))) = Cov(1 — [(T),1 — A(T))

= Cov(1,1) + Cov(1, —A(T)) + Cov(—T(T),1)
+ Cov(—T(T),—A(T))

= Cov(F(T),A(T)) > 0.

Hence, we conclude that U is associated.
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Associated random variables (cont.)

Theorem (Bivariate association)

Let X and Y be two binary random variables. Then, X and Y are
associated if and only if

Cov(X,Y) > 0.

PROOF: Assume first that X and Y are associated. We may then
choose I'(X,Y)=Xand A(X,Y)=Y.

Since obviously I and A are binary and non-decreasing functions, it
follows from def: associated that Cov(X, Y) = Cov(I', A) > 0.
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Associated random variables (cont.)

Assume conversely that Cov(X, Y) > 0. We want to prove that this
implies that Cov(I'(X, Y), A(X, Y)) > 0 for all binary non-decreasing
functions, I and A.
The only choices for I’ and A are :

=0, Te=X-Y, T3=X, Ty=Y, Ts=XIIY, Tg=1.

These functions can be ordered as follows:

r1§r2§{ 3}§r5§rs-
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Associated random variables (cont.)

Assume first that I and A from the set {I'y,..., g} such that
r(X,Y)<A(X,Y). We then have:
Cov(l,A)=E(l-A)— E(I') - E(A)
=E()—E(N-E(A)=E(N[1 - E(A)] >0.

The only possibility leftis =Tz = X and A =4 = Y. However, in
this case we get that:

Cov(l',A) = Cov(X,Y) >0,

where the last inequality follows by the assumption. Hence, we
conclude that Cov(I', A) > 0 for all binary non-decreasing functions,
and thus the result is proved.
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