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STK3405/4405 - 2015, problem 1 (a)
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(a) Minimal path sets:
{1,6}.{2,6},{1,4,5,7},{2,4,5,7},{3,7}.{3,4,5,6}.

Minimal cut sets:
{1 bl 27 3}3 {1 b 2? 47 7}7 {1 b 27 53 7}7 {37 4? 6}7 {37 5) 6}7 {6? 7}'
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STK3405/4405 - 2015, problem 1 (b)

By using the multiplication method based on either the minimal path sets or
the minimal cut sets:

6 6
oX)=TT1I1%=1111%:
j=1icP, j=1 i€k
we get 26 — 1 = 63 terms before simplification.

By using total state space enumeration:

hip)= > ¢(X)P(X=x),

Xe{0,1}7

we get 27 — 1 = 127 terms before simplification (since there are 7
components).
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STK3405/4405 - 2015, problem 1 (c)

Find the reliability of this system as a function of the component reliabilities
P1,...,p7.

By factoring with respect to the bridge consisting of the series connection of
the components 4 and 5, we get:

h(p) =
Paps[((p1 + P2 — p1P2) + P3 — (P1 + P2 — P1P2)P3)

- (Ps + P7 — PsP7)]
+ (1 — paps)[(p1 + P2 — P1P2)Ps + P3pP7
— (p1 + P2 — P1P2)Ps - P3p7]
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STK3405/4405 - 2015, problem 1 (d)

What is the reliability importance of component 4 according to the Birnbaum
measure?

1§ = oh(p)/0ps
Ps[((p1 + P2 — p1p2) + P3 — (P1 + P2 — P1P2)P3)

- (ps + P7 — Psp7)]
= Psl(P1 + P2 — P1P2)Ps + P37
— (p1 4 P2 — P1P2)Ps - P3P7]
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STK3405/4405 - 2015, problem 1 (e)

What is the corresponding structural importance of component 4?
By letting p; = 1/2 for i = 1,2,3,5,6,7 in 5" we get:
Jg) = (1/2)[(3/4) + (1/2) - (3/4) - (1/2))(3/4)]

- (1/2)[3/4)(1/2) + (1/2)(1/2) - (3/4)(1/2) - (1/2)(1/2)]
—4/64 = 1/16.
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STK3405/4405 - 2015, problem 1 (e)

Alternatively, we have:

1 .
J,(;) = The number of critical vectors for component 4.

We have the following critical vectors for component 4:
(170307’713071)’ (071307'713071))
(171a07'715071)7 (070a17'71a170)7

Hence,
@_ 4 1
B 764 16’
NOTE: The critical vectors correspond to the following path sets:

{1,457}, {2,457},
{3,4,5,6}, {1,2,4,5,7},

where the first three are minimal path sets containing component 4.
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STK3405/4405 - 2015, problem 1 (f)

What is the structural importance of component 17?

Iy = 0h(p)/opy
Paps[((1 = p2) — (1 = P2)ps) - (Pe + p7 — Pep7)]

+ (1 = paps)[(1 — p2)ps — (1 — P2)ps - P3p7]

= paps[(1 — p2)(1 — p3)(Ps + P7 — PeP7)]
+ (1 = paps)[(1 — p2)pe(1 — P3p7)]
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STK3405/4405 - 2015, problem 1 (f)

Hence, the structural importance of component 1 is:

Jg) = (1/8)[(1/2)(1/2)(3/4)] + (3/4)[(1/2)(1/2)(3/4)]
— (3/64) + (9/64) = 12/64 = 3/16.

We observe that Jg) > Jg‘). Thus, component 1 and component 2 are
structurally more important than the bridge components 4 and component 5.
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STK3405/4405 - 2015, problem 2

In this exercise you may use that if X, ..., X, are associated, binary, random
variables, then:
n n
E[[Xx1=]]EX
i=1 i=1
n n
E[[Tx1 < [1EX]
i=1 i=1
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STK3405/4405 - 2015, problem 2 (a)

Show that independent random variables are associated.

PROOF: Let Ty, ..., T, be independent random variables. We shall prove that
they are also associated. The proof is by induction on n. The result obviously
holds for n = 1 by Theorem 6.1.4 (ii).

Assume that the theorem holds for n=m — 1. Thatis, {Ty,..., Tn_1} is a set
of associated random variables. Moreover, by Theorem 6.1.4 (ii), {Tn} is
associated as well.

By the assumption, these two sets are independent. Hence, it follows from
Theorem 6.1.4 (iv) that their union {T4,..., Tn_1, T} is a set of associated
random variables.

Thus, the result is proved by induction.
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STK3405/4405 - 2015, problem 2 (b)

Let Xi,..., X, be the associated component state variables of a non-trivial
binary monotone structure (C, ¢) with component reliabilities py, .. ., pp.
Show that:

[Ipi < Pls(x)=11<]]p:
=

i=1 =
PROOF: Since (C, ¢) is non-trivial, we know that:

HX<¢ ];[

Hence, we get

[Ipi=T1EXI < EJ] X1 < Plé(x) = 1]
i=1 i=1 i=1

<E[[Ix1 <JIEXI1=]]p-
i=1

i=1 i=1
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STK3405/4405 - 2015, problem 2 (c)

Show that:

k

1 P(si(X") = 1) < Plo(x) = 1] < H (pi(X")

j=1 j=1

i)

PROOF: It follows from Theorem 6.1.4 (iii) that the minimal path series
structures, and the minimal cut parallel structures, are associated. Hence, we
get that:

k
TT Psit <E[HEJ(XK )l = Plo(x) =1]

J=1 =1

p
= E[[T i(x” H (pi(X7) = 1),
j=1

he]

Unfortunately, these bounds are not explicit.
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STK3405/4405 - 2015, problem 2 (d)

Asssume in addition that Xj, ..., X, are independent. Show that:
p
T[1Ie < Ploeo -1 <[] o
j=1iekK; j=1ieP;

PROOF: For independent components, the lower bound is equal to the one in
(c) because:
P(ri(X) = 1) = E[]] X1 = [ ] pi.
i€k i€K;

Similarly the upper bound is equal to the one in (c) because:

P(oi(X") = 1) = E[[[ X1 =[] P

ieP; IEP;
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STK3405/4405 - 2015, problem 2 (e)

Assume in addition that the binary monotone system (C, ¢) has at least two
minimal cut sets that overlap and that 0 < p; < 1, i =1,..., n. Show then that

we have: ,
LTI P < Plo(x) = 11.

j=1 i€’<j
PROOF: Assume without loss of generality that Ky N Ko # (0.
Since we have assumed that0 < p; < 1,i=1,...,n, it follows that |
and Hll'(:2 [ljck Xi are dependent. Thus, we must have.

k
Ccov([T X JT T X) >0

€Ky j=2iek;

IEK1

Hence, it follows that:

k k k
EMITTx1=E&]] % T 11 x> elI] x1- e[ T %

j=1iek icki j=2 ickK; ek j=2ick;
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STK3405/4405 - 2015, problem 2 (e)

Thus, we have:

k
Plo(x)=11=E[JT T X1

j=1iekK;
k k
> E[[Tx1- EIT [T x1 = &1 x1- TT el x4
i€k j=2ieK; i€k j=2 iekK;
k k
=TTEedIx1=111]r-
=1 iek; j=1iekK;
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STK3405/4405 - 2015, problem 2 (f)

Show that for a specific k-out-of-n system with p; = p, i =1,..., nthat the
lower bound in (d) can be poorer than the lower bound in (b).

PROOF: Consider a 3-out-of-4 system med p; = p, i = 1,2,3,4. Then the
lower bound in (d) becomes:

6

k
I[I1Ip=]](e+p-pr*)=p2-p)°

j=1i€ekK; j=1
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STK3405/4405 - 2015, problem 2 (f)

We then compare this to the lower bound in (b), i.e, p*, and look for some
p € (0,1) such that:

pé(2 - p)° < p’
or equivalently:
pP(2—p)° <1

By choosing p = 1/10 we get that:

p?(2 — p)® = (1/10)%(2 —1/10)® < 25/102 = 64/100 < 1.

Thus, for this value of p the lower bound in (d) is poorer than the lower bound
in (b).
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