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EXERCISE 1

Figure: Block diagram of (C, ¢)

a) Find the minimal path sets (4 sets) and the minimal cut sets (7
sets) of the system.
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SOLUTION:
Minimal path sets:

Py ={1,3,4}, P, = {1,5,6}, P3 = {2,3,5}, P, = {2,4,6}.
Minimal cut sets:

K1 = {172}7 K2 = {336}’ K3 = {475}7 K4 = {17354}7
Ks = {1,5,6}, K = {2,3,5}, K7 = {2,4,6}.
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b) We let h(p) = P(¢ = 1) denote the reliability function of the
system. Show that:

h(11,12, p) = E[¢(11, 12, X)] = (p3 11 ps) - (P4 11 ps),
h(11,02, p) = E[¢(11,02, X)] = (p3 - pa) 11 (ps - ps),
h(01,12, p) = E[¢(01,12,X)] = (p3 - ps) 11 (P4 - Ps),

and use this to find h(p).
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SOLUTION:

CAase 1. X; =1and X, = 1. In this case the minimal cut sets
containing components 1 or 2 are functioning. Thus, the remaining
minimal cut sets are K, = {3,6} and K3 = {4,5}. This implies that:

d(11,12,X) = (X3 O Xp) - (Xa 11 X5),

and hence:
h(11,12,p) = (p3 L pe) - (4 11 ps).
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CAse 2. X; =1 and X, = 0. In this case the minimal paths containing
component 2 have failed. Thus, we have a system with minimal path
sets P{ = {3,4} and P, = {5,6}. This implies that:

$(11,02, X) = (X3 - Xq) 1T (X5 - Xp),

and hence:
h(11,02,p) = (ps - pa) L1 (Ps5 - Ps).
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CASE 3. X; =0and X> = 1. In this case the minimal paths containing
component 1 have failed. Thus, we have a system with minimal path
sets Py = {3,5} and P, = {4,6}. This implies that:

#(01,12, X) = (X3 - X5) I1 (X4 - Xs),

and hence:
h(01,12,p) = (p3 - ps) 11 (P4 - Ps).
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By combining these results and the fact that
h(04, 02, p) = (04,02, X) = 0, (since {1,2} is a minimal cut set) we
get:
h(p) = p1p2h(11,12,P) + p1(1 — p2)h(1+1,02, p) + (1 — p1)P2h(01, 12, P)
= p1P2[(P3 LI pg) - (P4 LL ps)] + p1(1 — p2)[(ps - pa) LL (Ps5 - Ps)]
+ (1 = p1)p2((Ps - Ps) 1T (pa - ps)].
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In the remaining part of this problem we assume that all components
have equal reliability p, i.e., p1 = --- = pg = p. The reliability function
can then be written as h(p) instead of h(p).

c) Use the results from (b) to show that:
h(p) = p*- (2p — p?)? +2p(1 — p) - (2p* — p*)
=p*-(2-p)* +2p%(1 — p)(2 - p?)
In particular, show that:

hy) =23 (3)°
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SOLUTION:
We start by noting that:

slis=1-(1-8)(1-8)=2s—s% foralls. (1)
By using (1) and inserting py = - -- = pg = p into h(p) we get:
h(p) = pP?[(2p — P?) - (20 — P*)] + p(1 — P)[2P* — P*] + (1 — p)p[2p* — P
=p*- (20— p?)% +2p(1 - p) - (20* — p*)
=p*-(2-p)?* +2p%(1 — p)(2 - P?).
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In particular we have:

h(L)

2

) P2 (P () ()

427 (3)° =28 (3)°
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d) Let S= 2?21 Xi. Explain why the distribution of S is given by:
P(S

=s)= (i)psﬁ -p)P®s, s=0,1,...,6
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SOLUTION:

The random variable S is the sum of the independent and identically
binary variables Xj, ..., Xs. Hence, S ~ Bin(6, p).
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e) Show that:
6
h(p) =Y _bsp°(1 — p)°~°
s=0

where bs denotes the number of path sets (minimal and non-minimal)
having exactly s components, s =0,1,...,6.
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SOLUTION:
We start by noting that:

bs= Y ¢(x), s=0,1,...6.

{X:38, x=s}
Moreover, the conditional distribution of X given S is:

PX=x|S=s)= pz'@_éxj“ P s
(s)ps(1 _p)6—s (s)

for all x such that 3°% . x; = s, and zero otherwise.
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From this it follows that:

Elp(X)[S=s] = > ¢x)P(X=x|S=25)
{X:38, x=s}

1
= U Z o(X)
S/ {X: 30 xi=s}
= =,
(s)
Finally, the system reliability, h, expressed as a function of p, is given
by:

S (oo S
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f) Show that:
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SOLUTION:

By inserting p = J into the expression for h(p) we get:

(. —6b151 Lye-s

(5)—2 s(5)°(1=(3))
—6b Lo 6b Lo —03. (L
—SZ:% s(3) —[SZ:% sl(5)° =23 (3)",

where the last equality follows by the last result in (c). Hence, it follows
that we must have: 5

> bs=23.

s=0
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g) Finally, determine by, by, .

.., be.
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SOLUTION:
Since the smallest path sets have 3 components, we must have:
by = by = b, =0.

We know from (a) that there are 4 minimal paths, all of size 3. Hence
we have:
b = 4.

Since all cut sets have at least 2 components, all sets of size 5 or 6
must be path sets. Hence, we have:

6 6
b5:<5):6, and bg = <6) =1.
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In order to determine b4, we could go through all sets of size 4, i.e.,

(8) = 15 sets, and count the path sets among these sets. Alternatively,

we can apply the result from (f). This gives us an equation which we
can use to determine by:

0+0+0+4+bs+6+1=23

which implies that:
by = 12.
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NOTE: By the same arguments as we have used in this problem we
can show more generally that if (C, ¢) is a binary monotone system of
order n, then:

n 1

—_ ph(_\.on
E:bs_h(z) 2",
s=0
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EXERCISE 2
If T4,..., T, are random variables, and we let T = (Ty,..., Tp), we say
that Ty,..., T, are associated if

Cov(I(T), A(T)) > 0,

for all binary, non-decreasing functions I and A.

a) Prove that non-decreasing functions of associated random variables
are associated.
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SOLUTION:
Let Ty,..., T, be associated, and let T = (T4, ..., T,). Moreover, we let
Si=f(T),i=1,...,m,where fi,..., fy are non-decreasing functions,

andletS = (Sy,...,Spy). Finally, letI = I'(S) and A = A(S) be binary
non-decreasing functions. Then I'(S) = I'(f(T),..., fn(T)) and

A(S) = A(fi(T),..., fn(T)) are non-decreasing functions of T as well.
Hence, by the definition of association, it follows that:

Cov(I'(8), A(S)) = Cov(I'(f(T),...,m(T)), A(fH(T),...,fn(T))) > 0.

Hence, we conclude that Sy, ..., S, are associated as well.
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b) Assume that T4, ..., T, are associated random variables such that
0<T;<1,i=1,...,n. Prove that

E[ﬂ T] > H E[T] and (2)
i=1 i=1
EJ] 7 < Em: (3)
i=1 i=1
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SOLUTION:
We note that since 0 < T7; < 1,both T;and S; =1 — T, are
non-negative random variables, i = 1,..., n. Hence, the product

functions []"_; T; and []7_; S; are both non-decreasing in each
argument.

Since non-decreasing functions of associated random variables have
non-negative covariance, we find:

E[J] 71 - EIRIE] ] = Cov(T+. ][ T) = 0,
i=1 =2 i=2

since the product function is non-decreasing in each argument
because T; > 0,/ =2,...,n. This implies that:

E[[] = EMRIE] T
i=1 =2

By repeated use of this inequality, we get (1).
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Similarly to a), we can prove that non-increasing functions of
associated random variables are associated. By using this, Sy,..., Sy
are associated random variables. Moreover, 0 < S; < 1,i=1,...,n,
so we can apply (1) to these variables. From this it follows that:

E[HT]_1—E[H1— ]_1—E[HS]

<1 —HE(s,-) =1-]]01 - E[T])

i=1 i=1
n
i=1

so (2) is proved as well.
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c) Interpret the inequalities (2) and (3) by applying them to the binary
component state variables X, ..., X.
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SOLUTION:

If we apply the result in b) to the binary component state variables
Xi, ..., Xn, inequality (2) says that for a series structure of associated
components, an incorrect assumption of independence will lead to an
underestimation of the system reliability. Correspondingly, inequality
(3) says that for a parallel structure, an incorrect assumption of
independence between the components will lead to an overestimation
of the system reliability. Clearly, overestimating the system reliability
can have serious consequences in applications, and should be
avoided. Since most systems are not purely series or purely parallel,
we conclude that for an arbitrary structure, we cannot say for certain
what the consequences of an incorrect assumption of independence
will be. This means that in any application where we do not know for
sure that the components are independent, simply assuming
independence in order to compute the exact system reliability can be
dangerous.
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d) Let Xj,..., X, be the associated component states of a binary
monotone system (C, ¢) with minimal path series structures

(P1,p1),---,(Pp, pp)) and minimal cut parallel (K, k1), ..., (Kk, £k))-
Prove that

k p
[[PG(Xf5)=1)<h H (pj(XF1) = (4)

j=1
Hint: Use the results from items a) and b).
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SOLUTION:

Since non-decreasing functions of associated random variables are
associated from a), it follows that the minimal path series structures,
and the minimal cut parallel structures, are associated. Hence, we get:

Pm (XK) =1) <E[ i (XH]
l l

J=1 J=1

the first inequality follows from inequality (2), the first and second
equalities follow by representing the system via its minimal path series
and cut parallel structures. The final inequality follows from (3).
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e) Make the same assumptions as in item d), and assume in addition
that the component states are independent with component reliabilities
P1, P2, ... pn- Use the result in d) to prove that

k p
II11IpP <ne) <]T1]e- (5)

j=1iekK; j=1ieP;
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SOLUTION:

For independent components,

P(s(X¥) = 1) = E[[ [ X1 = [T

ieK; ieK;

Hence, the lower bound follows from the result in d). The upper bound
is proved in the same way.

A. B. Huseby & K. R. Dahl (Univ. of Oslo) STK3405 - Exam 2019 33/38



f) Consider the system in Problem 1. Assume that all components
have the same component reliability p = 0.9. Compute the bounds in
inequality (5) and comment on how well they approximate the actual
system reliability in this case.
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SOLUTION:

Insert p = 0.9 in the bounds from item e) as well as in the expression
for h(p) from Problem 1.

By considering the minimal cut sets found in Problem 1, we observe
that the first 3 sets are of size 2, while the 4 last sets are of size 3. In
order to compute the lower bound, we note that by (1) we have:

[Te=TIr=]IrP=Plip=(2p-p*
i€k i€Ko iEKg
Moreover, similar calculations yield that:
[Te=]Ip=]]r=]]p=Plplip=(3p-3p*+p°)
i€eKy ieKs i€eKs ieKy

Hence, the lower bound becomes:

7
(p) =TI p=2po—pr*? (Bo—3p*+p°)*
j=1i€kK;
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By considering the minimal path sets found in Problem 1, we observe
that all 4 sets are of size 3. Hence, upper bound becomes:

4 4

up) =TIIp=11P=1-01-P"*

j=1ieP; j=1
By inserting p = 0.9 we get:

£(0.9) = 0.9664,
h(0.9) = 0.9674,
u(0.9) = 0.9946.

We observe that the lower bound is very close to the correct system
reliability, while the upper bound is noticeably higher.
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g) In points d) and e), you have found upper and lower bounds for the
system reliability. In which cases is it particularly important to have
such bounds?

A. B. Huseby & K. R. Dahl (Univ. of Oslo) STK3405 - Exam 2019 37/38



SOLUTION:

It is often the case that we are unable to compute the exact reliability of
a system. This may be the case for large, complex systems where the
computations simply take too much time, but also for systems where
the components are not independent. Bounds for the system reliability
can be useful whenever computing the exact reliability is impossible or
too computationally costly.
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