Solutions to exercises - Week 40

Moment and maximum likelihood estimators:

 Exercises 7.9, 7.11 and 7.13

Bayes estimators:

» Exercises 7.22 and 7.24

Best unbhiased estimators:

Exercise 7.40 (solution is given in the
lectures for week 40)

Exercise 7.9
X,,... X, are iid with pdf

f(x|0)=1/16  for 0<x<4¥
We have that EX=60/2 and VarX =6%/12

The moment estimator is given by the equation
X=0/2 soitisgivenby ¢ =2X
We have

Eo" =2EX =2(0/2)=0

nl12]

Since ¢ is unbiased, its MSE equals the variance

2 2
Varg = 4VaiX = 41[0—] _
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The likelihood is given by

n
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We see that the likelihood is zero for 9 < maxx
and that it is decreasing in 8 for 6> maxx

Thus the maximum value of the likelihood is
obtained for 6 =maxx

It follows that the ML-estimator is

~

0= X, = maxX;

We know that the j-th order statistic is has pdf

fox]0)=—" FIOF&I0) = F & p i
0 K10) = e F (18 3 F )

Hence X, =maxX; has pdf (for 0<x<#0)
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fx(n)(X|9):nf(X|0)[F(x|9)] :ng{g

This gives
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Hence we have
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Thus the mean squared error of the MLE is

S - A2 no? +[ n 9_9]2
E(@-6) —Vart9+(B|a56?) T YT re
no? 62 262

(n+2)(n+3° (n+3°  (n+2)(n+1)

We find that the ML-estimator has smaller
MSE than the moment estimator when n>3

Exercise 7.11
X.,....X,, are iid with pdf

f(x]0)=6x"" for 0<x<1
a) The likelihood is given by (when 0<x <1 all i)
Lopo=TTres10)=T]08 =TT
The log-likelihood becomes 7

logL(® |x)=nlogd+ @ — 1)i logx,

i=1
Hence we have

0 n n
—IlogL(@|x)=— logx
—5109L@ 1X) 9+i2_13 g%

We solve dlogL(¢|x)/90 = 0 and find that the MLE

isgivenby n
6 =—

> (~log X;)

i=1

In order to find the variance of . we first find the
distribution of Y =g(X,)=—log X,

The inverse transformation is X, =g *(Y)=¢€"
Hence Y, has density (for y>0)

f(yl0)=fE |0’ =0(e”) e’ =0e"

Thus Y, ~gamma(1,16 7

It then follows that

n

T= Zn;Yi => (~log X;) ~ gammai ,16

i=1

Now the MLE is given by

~ n n
Qz—n ——

> (~logX;) T

i=1
Now from exercise 3.17 (with a=n, =1/0)
we have that

k

k
E] M for k> —n

0 r'(n)




Thus we have

s_g[n) _ (1) T(n-1) r(n—1) n
EO=E =n|= _
[T] n[@] I'(n) = (n-Dr'in-1) n—10
£ E[_] i [E]ZM e
T 0 r'(n) (n—=1)(n—2)
VarézEéz—(Eé): n262 _[ n 0] :¢
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We see that the variance goes to zero as n
goes to infinity

b) We have that X,,...,X, are iid with pdf

f(x]0)=6x"" for 0<x<1

We have that X. ~betaf ,1

Then EX;=6/(6+1) and the moment estimator
IS given by
9 __x
0 +1
which gives
e
1-X 10

Exercise 7.13 .
X,,....X, are iid with pdf f(x|6)):§e”

The likelihood is given by

n 1 ko

: 1 -
L@Ix)=]]fx160) :Haex 0 =™
i=1 i=1

Thus the log-likelihood may be written
logL (6 |x)=—nlog2—-> "|x —6|
i=1
=—nlog Z—Z‘X@) —6‘
i=1

where X, <..<X., arethe x writtenin
increasing order
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Note that the log-likelihood is continuous for all 8
and differentiable except when 6 € {xy,.... X}

In order to find the derivative of the log-likelihood,
we note that we for X;, <0<X,,;, may write

n

logL (@ |x)=—nlog 2—2(0— xm)— > (x(i) —9)

i i=j+1

:—n|092— j0+ZX(i)_ i X(i)+ (n_ 1)0

i=1 i=j+1

=—nlog2+ (N—2j P+ X; — Zn: X

i-1 i=j+1

Thus for x;, <0<x,,, we have
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—IlogL@ |x)=n—-2
899(I) j
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It follows that the log-likelihood is continuous
and piecewise linear, and that its slope is

e positiveif j<n/2
 equaltozeroif j=n/2

e negative if j>n/2

If nis odd, the log-likelihood is maximized for 0= X1,
If nis even, the log-likelihood is maximized for

b€ [X(nIZ) ) X(n/2+1)]

Thus the MLE is the sample median

Exercise 7.22

Given § we have X,,X,,.....X, iid n(g,0%)

Further 6~ n(u,7?)

a) Given 6§ we have X ~ n(f,02/n), so
VN oy

The prior distribution is

7(0) = = & e
27T

Thus the joint distribution of X and ¢ is

X (n+1)/2) if nis odd
M=11 o \/ﬁ _n(X—0)2/(20?) 1 _(0—p)21(272)
= (Xpym + X if nis even f(X,0)=———¢e — g
2( (n2) (n/2+1)) 13 \/ZO’ \/ZT 14
. . . — 2
b) The marginal pdf of X is given by Paotinf, xbuotin (<t n g
- 7'2(72/I’l 7'2+(72/I’l (7_2+02/n)7_202/n 02 7_2”

rmiyzjﬁ(20m8=i7§1i—eK“d8

‘ ToOT
Here we have

K =5 (R=0F + 55 (0 )’

g
12(22—2%—1—92)—1-7_—12(92—2H9+N2)

5 XT24+po?ln
2+0%/n

15

%c%/In 2 4+5%In 7?+0%In
> 4+0%/n

1 [ _YTZ—I—MJZ/n]Z X2 — 2Xu+p?

— %(9 —n(®)) +

24+0%/n
where
. 2 2 2 _2
R
+0o°/n T°+o/n

16




Thus the marginal distribution of X is given by

m(i):jz;g exp[—zwi(e n &) - ( 1 > }d@

e e
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= ! exp ___r (X—p)
J2rJr? £o?in 2(T2+02/n) a

This shows that
X ~ n(u,Tz +02/n)
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c) Finally we find that the posterior distribution
of § given X = X is given by

\/ﬁ 1 2 1 _ 2
2woT exp1— 22 (9_77(7()) _m(x_u) }
w(O]%) =
21 2 EXP— 2 ! 2 (Y_M)Z
Vorr? +o%In 2(r*+0°/n)
N7 40 n
T o o]
- exp{ (0- nr))}
So
9|)?:7~n(77(7),w2) .

Exercise 7.24
Given A we have X,, X,,....,X, iid Poisson(\)
Further A ~gammag 5

a) We have
: =
F (X A )= H e [%]/\ e
" i=1
and

() = L i
BT (a)

Thus the joint distribution of X,,....,X, and X is

1), 2% —nA 1 a—1 A/
(X, xn,A):H[g]A”e mA e
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If we let y = Z X, we may write

f()(1 X, A)= H[ ]Wl() Vel gm-Ae
—H

A
] Yot e* B1(n3+1)
The marginal distribution of X, X,,....,X becomes

RN

m(xl,...,>qq):ff (XX, A A
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Thus the posterior distribution of \ is given by

PO, 0% )=

) A
H[l] 1 \Yralg Al(ns+)
11 %! BT(a)
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Thus
A X =%,...X, =X, ~ gammay+a F M6+ 1L
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b) The posterior mean is:

EQIY X, =)= o)

_ ngy 1
B nﬁ+1n+ nﬁ+1(a5)

The posterior variance is:

Var(\ |zn: X, =Y)= (y+a)[%]

22




