Solutions to exercises - Week 41

Maximum likelihood estimators:

 Exercise 7.19

Cramér-Rao inequality:

 Exercise 7.38

Best linear unbiased estimators:

» Exercises 7.41 and 7.42

Exercise 7.19

Y,....,Y, aregiven by Y, =p0x +¢,where X,...X
are fixed constants and ¢,,....c, are iid Nn(0,0%)

a) Note that Y ~n(3x,02) so the joint pdf of
Y,,....Y, is given by

Oy 16.02)=][= exn[—zjxyi—ﬁx)z}

i1 N2mo

= (2m0%) ™ exp{—glzi(yiz— B3y, +62>92)}

—n2 52 n l n ﬁ n
=(2n0?) exp{— o ;xz} exp{— 5 ; yf+?;>ﬁ yi}
By the factorization theorem we have that
[ZYE,Zin] is sufficient 2
i=1 i=1

b) The likelihood is given by
LB, 1y)=f (Yase¥a 18 07)
,\-1/2 2 n 5 1 n 5 n
:(27m ) ! exp{—%;xi } exr{—ggyi +§;>qyi}
The log-likelihood becomes
5 ) 2 n ) 1 n ) n

0gL(3.0° Iy)= 1 log{ 2i0)~2> "X 2 +§;w
Now

) B & 1
—~ logL 2 ly)=—-L G Ay
959 B0 ly) 3 i:1>§ t— i:1>sy.
If we set the derivative equal to zero, we find that
for any value of ¢* the value of 3 that maximizes
the log-likelihood is given by

B=3"xy /3% 8
i=1 i=1

Thus the MLE of 3 is given by
B=2_%Y /3%

We find
EBszEYi Z&z =Z>ﬁ(6>ﬁ)/2>ﬁ2 =0

c) @ is a linear combination of normally
distributed random variables, so it is itself
normally distributed

The variance becomes

) i X Vary, 02> %’ )

Varg == =—= >




Exercise 7.38.a
X,,... X, are iid with pdf f(x|0)=6x"" (0<x<1)

The joint pdf of X=(X,,...,X,)is (when 0<x <1)

f(x10) =] 05 10)=] [0+ = 0" [
Hence we hal\jtll) - ] -
log f (X |6)=nlogd+ @ — 1)) logX,
It follows that -
0

n n 10 1
—logf (X |0)=—+ ) logX =—-n|l—=) logX —=
5100  X10)=5-+3_logX, [n?:}g'e]

Thus —@/n)y_" logX; is the UMVUE for 1/6
and it attains the Cramér-Rao lower bound

Exercise 7.38.b
X, X, are iid with pdf

f(x |9)_|Og€ for O<x<1,6>1

The joint pdf of X =(X,,...,X,)is (when 0<x <1)

=TT )= T2 0" 1222 o

i1 0—1

Hence we have

log f (X |0)=nlog(logh )—n logf — L+ Iogﬂzn: X,

i=1

It follows that

0 1/9 n 18
—logf(X|0)=n—————— X,
00 gt X10)= logf 60— 1+92

_g[lzn: )(i _L_Fi

n= 0—1 logh
LAY -
0 0—1 logd

0 1
Thus X is the UMVUE for 9—1—@ and it
attains the Cramér-Rao lower bound

Exercise 7.41

X, Is a random sample from a population
with mean . and variance o2

a) The estimator W=>)"aX, has mean
i=1
EW=>3 aBX =u) 3
i=1 i=1
so it is unbiased if > a =1
i=1

b) Before we solve the problem, we recall that
the Cauchy-Schwartz inequality states that

with equality if and only if 'y, = kx




Now the variance of W becomes
Vaw = > "a*VaiX, =¢*) "3’
i=1 i=1

By the Cauchy-Schwartz inequality we now obtain
(set x=a and y, = [)

i aiz > i:ln _ s
i—1 12 n

with equality if and only if a =k-1

If we combine this with the result in a), we see
that the variance is minimized for a =1/n |
i.e. when W= X .

Exercise 7.42

W, ...\, are unbiased estimators of a parameter
with VarlwW =¢> and Cov(W W )= 0 fori = j

We consider estimators of the form
W= aw
and assumglthat they are unbiased
This implies that zk:a,- =1 (cf. exercise 7.41.a)

i=1

The variance is given by

VarW = zk: a’Vaw = Ek: a’o?
i=1 i=1

10

By the Cauchy-Schwartz inequality we now obtain
(set x =ao0, and y, = 16, )

K 2

> a0, (U0 )] [Za]
ai20_i2 2 i=1 - — |l:1
=1 Z(l/ai ) Zl/ai2

i=1

with equality if and only if
a0, =C-(t/0)

l.e. if and only if

ai:C/cri2

11

Thus the estimator with minimum variance is

K
Z\Nu /Ui2
i—1

A ==
231/01-2
j=1

Its variance becomes

k (Lo?) vaw > 1/o?
Vaw' == =
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