Solutions to exercises - Week 42

Complete sufficient statistics and best
unbiased estimators:

 Exercises 7.47, 7.52, 7.59 and 7.60

« Additional exercise

Exercise 7.47
A circle has radius r and area A= 7r?

We make measurements X,,...,X, of the radius

We assume that X, =r +¢ , where the
&'s areiid and n(0,0?)-distributec

Thus the X's areiid and n(r,o*)-distributec

The n(r,o?)-distribution may be written as an
exponential family:

f(x|r,o%)= 1 ex _r expx——L 2
N Joro 20° o’ 207

Hence

Is a complete sufficient statistics

We have X ~n(r,o%/n)
Note that
A= 712 =7(EX)? :ﬁ(EXZ—VarX)
Thus an unbiased estimator of A is
A=r(X2—8/n)

The estimator is based on a complete sufficient
statistic, and hence it is the best unbiased
estimator

Exercise 7.52
Let X,, X,,.....,X, beiid Poisson())

The Poisson pmf is given by
X

f(x|]\)=1 X
0 otherwise

for x=0,1,2,....

This may be written as an exponential family:

F(XIN)= lgrz. (9 = & exp{log )x }
N
h(x) c())  w() t(x)

Hence > " X isa complete sufficient statistic
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a) X= (1/n)z:i”=1 X, is an unbiased estimator for A
that is based on a complete and sufficient statistic

Hence X is the best unbiased estimator for \
b) $°=>"" (X,—X)*/(n—1) is an unbiased

estimator for the population variance, which for
the Poisson distribution equals A

Now X is a complete sufficient statistic
(any one-to-one function of a complete sufficient
statistic is itself a complete sufficient statistic)

We have that E(S?|X) is an unbiased estimator
for A thatis a function of X

By the uniqueness this gives E(S* | X)= X

Now we have
vars? :Var[ EES? |X j+ E[ Varg? X })
=VarX + E[ Var(S® X ) >VarX

C) Ageneral theorem is as follows:

Let T=T(X) be a complete sufficient statistic,
and let T"=T/(X) be another statistic such that
ET'=ET. Then E(T'|T)=T and VarT’'> VarT

Exercise 7.59

Let X, X,,....X, beiid n(x,c®) random
variables, where both parameters are unknown

>o% L 2o
i=1 =1

is a complete sufficient statistic

Then (X,S?) is also a complete sufficient statistic

Now T=(n-1)S*/o2~x2,

From exercise 3.17 (with a=(n-1)/2, 8= 2)
we have that

etz _ oz L(N=1)/2+p/2) _ e P((n+p-1)/2)
I'((n-1)/2) I'((n—1)/2)

Thus we have
2
£ (n—1)S

2
o

p/2

_ e I+ p-1)/2)
T(n—-1)/2)

It follows that

ESP — E[ o’ (n—1)sz]

n-1 o°

p/2

__ 9" Lml(n+p-1)/2)
(n—1)*"? I'(n—1)/2)

Thus

(n—1)"2 D((n-1)/2)
2”2 T((n+p-1)/2)

p

is an unbiased estimator of o°

The estimator is based on a complete sufficient
statistic, and hence it is UMVUE 8




Exercise 7.60

X, Xy, X, iid gammag g distributed, o known Now ;x‘ ~gammaga
The gamma pdf is given by By the result in exercise 3.17 we obtain
. L org if x>0 )
f(x|8)=1{ B'T(a) c En:x LP(ha—1) ., T(na-1) 1
i =f =
0 otherwise = ['(na) (na—Dr'ha—1)  B(na—1)
This may be written as an exponential family:
1 . 1 1 Thus (ne—1)/)"" X is an unbiased estimator for 1/
Ol GO S exp[—g x} BRRNG ’
h(x) ?(6 w,(7) L(x) The estimator is based on a complete sufficient

statistic, and hence it is UMVUE

Thus > X; is a complete sufficient statistics
j=1
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Additional exercise

c) Find the best unbiased estimator for 7(\)=¢e™
Assume that X, X,,....,.X, are iid and Poisson

distributed with 3 Solution:
iStributed with mean The best unbiased estimator is given as
a) Find a sufficient and complete statistic for A n
¢(T)=EW [T)=P(X,=0[>_X;)
Solution: i=
_ N _ Now we have that
By exercise 7.52 we have that T=) "X, isa
complete sufficient statistics =

P[X1:O|2Xi :t]
i=1
b) Find an unbiased estimator for ~(\)=e¢” based on X,

Pl X,=0, X, =
Solution: _ [ ' Z J
Let W=1{X, =0}

2
Then EW=P(X,=0)=e*=7(\)
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P[Xl:O S Xi:t] P(X1:O)-P[ n Xi:t]
P[ n Xi:t] P[zn:xiz ]
) e_A.[(n—ti!l))\]t e_(n_l)/\ _[1_1]t
(r])‘)t ean B n
t!

Thus the best unbiased estimator is given as

A
n

n
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