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Bivariate distributions

Covers (most of) the following material from chapter 4:

* Section 4.1: pages 144-147
e Section 4.2: pages 152-155
* Section 4.3: pages 158-160
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Joint, marginal and conditional distributions

Consider a continuous bivariate random vector (X, Y)
For any set AC &Z2° we have that

P((X,Y)EA):fff(x,y)dxdy
A
where f(X,y) is the joint pdf

Note that

ff f(x,y)dxdy= 77 f(x,y)dxdy =1

—00 —00

The joint cdf is given by

X Yy
F(x,y):P(ng,ng):fff(s,t)dtds
Note that
0°F (X, Y)

ey =53 o

The marginal pdfs of X and Y are given by
fx(x):f f(xy)dy  —oo<X<oo

—00

fY(y):jf(x,y)dx —o0<Yy< o0

—0o0

The conditional pdf of X giventhat Y=y is
defined by

f(xly) =Y

fy (y)
forany y suchthat f,(y)>0

The conditional pdf of Y given that X =x is
defined by
f(x,y)

fy1o=""3

for any x such that f, (x)>0 .




Examples 4.1.12 and 4.2.4
Consider the joint pdf

e’ O<x<y<oo
fxy)= |
0 otherwise

Note that

77 f (X, y)dxdy szeydxw :jye‘ydy
0 0 0

—0o0 —00

- f y leVdy =T(2) =1.T(1) =1
0

We will calculate P(X+Y <1) =P((X,Y)e A
where A={(x,y): x+y<1}
Hence

P(X +Y <1)
= P((X,Y) € A)

:fff(x,y)dxdy

2 1-x

:ffe’ydydx
0 x

1/2
= f (e*—e ™) dx =14+et—2e"2
0

The marginal pdf of Xis (when x>0)

o0

f (X) = f f(x,y)dy zj’eydy —e*

—0o0

The conditional pdf of Y given that X = x becomes
(wheny>x>0)

f(x, e’ vx
F(y|X) = f((;;) e
X

Independent random variables

Let (X, Y) be a bivariate random vector with
joint pdf f(x,y) and marginal pdfs f,(x) and f,(y)

X and Y are independent random variables if for
every xe & and yexZ we may write

f(xy)=f, (), (y)
If X and Y are independent, we have

iy MGG
=70 = o O

so knowledge that X =x gives us no additional
information about Y




Lemma4.2.7

Let (X, Y) be a bivariate random vector with
joint pdf f(x,y)

Then X and Y are independent random variables
if and only it there exist non-negative functions 9(x)
and h(y) such that for every xe & and ye £ we
may write (X, y)=g(x)h(y)

The usefulness of this result is that we do not
need show that g(x) and h(y) integrate to one

Example 4.2.8
Consider the joint pdf

—xy'e?*  x>0,y>0
f(xy)=1{ 384
0 otherwise
Define
x2e ¥ x>0 y'e¥/384 y>0
g(x)= h(y) =
0 x<0 0 y<0

Then f(x,y)=g(x)h(y) so X and Y are independent

10

Expected values

Let (X, Y) be a bivariate random vector with joint
pdf f(x,y) andlet g(x Yy) be a real valued function

Then the expected value of g(X,Y) is given by

Eg(X,Y)= [ [ g(xy)f(x y)dxdy

—00 —O00

provided that r; _fmw lg(x, )| f(x, y)dxdy <o

If X and Y are independent random variables and
g(x) is a function only of xand h(y) is a function
only of y, then

E(g(X)h(Y))=(Eg(X))(Eh(Y)) n

Moment generating function and distribution
of the sum of independent random variables

If X and Y are independent random variables with
moment generating functions M, (t) = Ee* and

M, (t) = E€", then the moment generating function
of X+Y becomes

M oy ('[) _ Eet(X+Y): E(etx etv)
= (Ee”)(E€") =M ()M, (1)
For some important special cases we may use this
result and the uniqueness of moment generating

functions (cf. Theorem 2.3.11.b, page 65) to
determine the distribution of X +Y 12




Example: sum of gamma variables

Assume that X and Y are independent random
variables, and that

X ~ gamma(ay, 3) Y ~ gamma(a,, 3)

Then (for t<1/5)

L 1)
1—ﬁt] MY(t)_[l—Bt]
Hence

ot
1
M X+Y (t)= [l——ﬁt]

Mx(t):

and it follows that X +Y ~ gamma(c, + a,, 3)

13

The distribution of U = g(X,Y)

Let (X, Y) be a bivariate random vector with joint
pdf f(x,y) andlet g(x,y) be a real valued function

We want to find the pdf of U = g(X,Y)

One possibility is to first find the cdf of U and then
differentiate to find the pdf

If we let A, ={(x,y): g(x,y) <u} the cdf is given by
R, (u)=PU <u) =P(g(X,Y) <u)

=P((X,Y)€A) :fff(x,y)dxdy
A,

14

Example

We have the joint pdf

e’ 0<x<y<oo

f(xy)= |
0 otherwise

Consider the random variable U = X /Y
The cdf is given by (when O<u<1)

R (u)=PU <u) =P(X/Y <u) = P(X <uY)
:f e dxdy :fuye*ydy:uLfye*ydy =u
0 0 0

By differentiating we find that the pdf is
f,(uy=1 for O<u<1, so U ~uniform(0,1)

o%&
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Bivariate transformations

Let (X, Y) be a bivariate random vector with joint
pdf f,,(x,y) and support

A={(xy): fry(xy)>0}
Let (U, V) be given by U =g,(X,Y) and V =g,(X,Y)

Then the joint pdf f,, (u,v) of (U, V) has support
B ={(u,v) :u=g,(x,y) and v= g,(x,y) for some (x,y) € .4}

We now assume that u=g,(x,y) and v=g,(x,y)
defines a one-to-one transformation of 4 onto &

We may then solve u=g,(x,y) and v=g,(Xy) to
obtain the inverse transformation x=h(u,v) and

y=h(u,v)

16




u=g,(x,y)

y V=0,(xY) v
V'S kN
/‘ (u,v)
(x,y) .W/
¥ x=h@y) >
y=h,(u,v)

Let BC & and define AC .4 by

A={(x,y): x=h(u,v) and y=h,(u,v) for (u,v) € B}
Then we have that P((U,V)€B)=P((X,Y)€A)
We also have

Now by the formula for change of variables in a
double integral we obtain

P((U,V) € B) = P((X,Y) € A) :ff f o (x,y)dxdy

= [ fe (huv), hy ()3 (uv)| duy ()
B
where J(u,v) is the Jacobian of the transformation:

ox o ox
0 0
I V)= u Vi _ ox dy 0Oy Ox

dy dy| Sudv duov
ou ov

Since (*) and (**) are valid for all BC &, this shows

P(U.V) € B):ff £, (uv)dudv *) that [ for (u,v) e & I:
B 17 fuy (U V)=, (h(u,v), hz(U’V))|J(UaV)| 18
Example The Jacobian is:

Assume that X and Y are independent, and that
X ~gamma(ay,5) Y ~gamma(a,, 5)

Then the joint pdf of (X, Y) is given by

f..(X)= Xty g evis - for x y>0

X,Y( ) /8(11+a2 ].—‘(Oél)r(az) y y

Let(U,V) begivenby U=X+Y and V:L
X+Y

The joint pdf f,,(u,v)of (U, V) has support
L={uyv):u>0ad0o<v<1}

The inverse transformation is given by X =UV
and Y=U(@-V) 19

ox o ox

J(u,v)= ou ov _| Y y =—-uv—ul—-v) =-u
oy v
ou  ov

The joint pdf of (U,V)isgivenby (u>0, 0<v<1)

fu,v (uv)= fX,Y(UV’ U(l—V))| _U|

1 - a—1 __(w+u(1-v))/8
= Garre (V)= (u@—v)) 2 e iy
B () T(e,) ( )
=— 1 umﬁnrl e—u/ﬂ M\/ml—l(l_ v ap—1
8" 2F(Oél —|—a2) F(O‘l) P(az)

Thus U and V are independent and

U ~ gamma(o, + a,, 3) V ~ beta(ay, o) 20




