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Confidence intervals
(Interval estimation)

Covers (most of) the following material from chapters 9 and 10:

• Section 9.1
• Section 9.2.1 (except examples 9.2.4 and 9.2.5)
• Section 10.4.1

Assume that we have random variables
with joint pmf or pdf                                       

where        

2

1( | ) ( ,..., | )nf f x xθ θ=x

Basic concepts

1 2( , ,...., )nX X X=X

We want to find a set      that contains θ

θ∈Θ

C⊂Θ

Definition 9.1.1
An interval estimate (or confidence interval) of a
real valued parameter θ is a pair of functions,  

and        , that satisfy                    for all   
. If            is observed, we make the 

inference                        . The random interval 
is called an interval estimator.     

( )L x ( )U x ( ) ( )L U≤x x
∈x X =X x

( ) ( )L Uθ≤ ≤x x
[ ]( ) , ( )L UX X

Definition 9.1.4
For an interval estimator                     of a 
parameter θ , the coverage probability is the 
probability that                     contains the true 
parameter θ, i.e.   

[ ]( ) , ( )L UX X

[ ]( ) , ( )L UX X

[ ]( )( ) , ( )P L Uθ θ∈ X X

Definition 9.1.5
For an interval estimator                     of a 
parameter θ , the confidence coefficient is         
the infimum of the coverage probabilities,   
i.e.   

[ ]( ) , ( )L UX X

[ ]( )inf ( ) , ( )P L Uθ
θ

θ
∈Θ

∈ X X

A confidence interval with the confidence coefficient 
equal to           is called a         confidence interval1 α− 1 α−

Note  that                has pdf  
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Example 9.1.6 (modified)

Let                 be iid where               1,..., nX X uniform( )θ [ ]0.5,1.5θ∈Θ=

is a sufficient statistic,          
and it has pdf 

{ }( ) 1max ,...,n nY X X X= =

We will consider interval estimators of the form                
and 

/T Y θ=

[ ],aY bY [ ],Y c Y d+ +

1( ) (0 1)n
Tf t nt t−= ≤ ≤

1( ) / (0 )n n
Yf y ny yθ θ−= ≤ ≤
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Now we have  

[ ]( ) ( ),P aY bY P aY bYθ θθ θ∈ = ≤ ≤ 1 1Y
P

b aθ
θ

 = ≤ ≤   

1 1
P T

b aθ

 = ≤ ≤   

1/
1

1/

a
n

b

nt dt−= ∫
1 1

n n

a b

     = −       

We choose a and  b such that ( ) ( )1/ 1/ 0.95
n n

a b− =

Then the interval has coverage probability 95% for 
all 

Hence the confidence coefficient is also 95%

E.g. we may find a and  b by solving  

( ) ( )1/ 0.975 and 1/ 0.025
n n

a b= =

[ ]0.5,1.5θ∈Θ=

For the other interval we have

[ ]( ) ( ),P Y c Y d P Y c Y dθ θθ θ∈ + + = + ≤ ≤ +

1 1
d c

P Tθ
θ θ

 = − ≤ ≤ −   
1 1

n n
c d

θ θ

     = − − −       

We may (e.g.) choose c and  d by solving

( ) ( )1 0.975 and 1 0.025
n n

c d− = − =
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The figure shows the 
coverage probability as a 
function of θ for n = 10

The confidence coefficient 
is 88.3 %

Confidence intervals and tests
There is a close connection between tests         
and confidence intervals (or more generally 
confidence sets) 

Example 9.2.1 (inverting a normal test)

Let                        be iid with      known 1 2, ,...., nX X X 2( , )n µ σ

Consider testing                   versus 0 0:H µ µ= 1 0:H µ µ≠

2σ

The most powerful unbiased level α test has 
rejection region

{ }0 0 / 2( ) : | | /R x z nαµ µ σ= − >x

The acceptance region is

{ }0 0 0 / 2( ) ( ) : | | /cA R x z nαµ µ µ σ= = − ≤x 8

The test has size α so we have
( ) ( )

0 00 0( ) 1 ( ) 1P A P Rµ µµ µ α∈ = − ∈ = −X X

Now we have

0 /2 0 /2( )A X z X z
n n

α α

σ σ
µ µ∈ ⇔ − ≤ ≤ +X

0 /2 0 /2 1P X z X z
n n

µ α α

σ σ
µ α

  − ≤ ≤ + = −  

Since this is valid for all       we obtain 0µ

Thus

/2 /2 1P X z X z
n n

µ α α

σ σ
µ α

  − ≤ ≤ + = −  

This gives the confidence interval

/2 /2/ , /x z n x z nα ασ σ − +  
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Theorem 9.2.2
For each           , let                      be the acceptance 
region of a level α test of                                  

0θ ∈Θ 0( )A θ ⊂ X

0 0:H θ θ=

For each           , define                  by                                             ∈x X ( )C ⊂ Θx

{ }0 0( ) : ( )C Aθ θ= ∈x x

Then            is a confidence set with confidence 
coefficient           (i.e. a          confidence set) 

( )C X
1 α− 1 α−

Conversely, let            be a          confidence set, 
and for any           , define 

( )C X 1 α−

{ }0 0( ) : ( )A Cθ θ= ∈x x

0θ ∈Θ

Then            is the acceptance region for a             
level α test of

0( )A θ

0 0:H θ θ= 10

If we in theorem 9.2.2 consider a two-sided test, we 
will usually obtain a confidence interval (but there is 
no guarantee), while a one-sided test usually will 
give a one-sided confidence interval (i.e. the lower 
limit is        or the upper limit is     ) −∞ ∞

Example 9.2.3 (inverting the LRT)

Let                        be iid and                    1 2, ,...., nX X X exponential( )λ

We can obtain such an interval by inverting a 
level  α test of                     versus 0 0:H λ λ=

1 0:H λ λ≠

We want a           confidence interval of the mean λ1 α−

We will here use the LRT

The unrestricted MLE of λ is   ˆ xλ=

The LRT statistic becomes
0/

010
ˆ/

1

(1/ )( | )
ˆ ˆ( | ) (1/ )

i

i

n x

i

n x

i

eL

L e

λ

λ

λλ

λ λ

−

=

−

=

=
∏
∏

x

x
0/1

0

i

nn

i xi n
x

e e
n

λ

λ

−=
   ∑=    

∑

For fixed        the acceptance region is 0λ

( ) 0/ *
0 01

( ) : i
nn x

ii
A x e k

λ
λ λ

−

=

  ∑ = ≥    
∑x

is    chosen 
such that 

( )
0 0( ) 1P Aλ λ α∈ = −X

*k
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From this we obtain 
the confidence set

( ) / *

1
( ) : i

nn x

ii
C x e k

λ
λ λ

−

=

  ∑ = ≥    
∑x

We set                       and    

Note that               if and only if ( )Cλ∈ x

L Uλ≤ ≤ , where L < U satisfy  

( ) ( )/ /

1 1

i i
n nn nx L x U

i ii i
x L e x U e

− −

= =
∑ ∑=∑ ∑

1

n

ii
x L a

=
=∑

where           should satisfy b a< n a n ba e b e− −=

1

n

ii
x U b

=
=∑

Then the confidence interval takes the form

1 1

1 1
,

n n

i ii i
x x

a b= =

 
 
  
∑ ∑
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Further a and b should be chosen such that 
the confidence coefficient becomes  1 α−

Now
1

gamma( , )
n

i
i

X n λ
=
∑ ∼ and

1

/ gamma( ,1)
n

i
i

X nλ
=
∑ ∼

If we let            denote the cumulative                               
distribution, we have       

1 1

1 1n n

i ii i
P X X

a bλ λ
= =

  ≤ ≤   ∑ ∑

( )nG t gamma( ,1)n

( )1
/

n

ii
P b X aλ λ

=
= ≤ ≤∑

( ) ( )n nG a G b= −

So are the solutions of the equationsb a<

n a n ba e b e− −= and ( ) ( ) 1n nG a G b α− = − 14

Approximate maximum likelihood intervals
Let                 iid random variables with pdf or pmf

and  let be  the MLE of  θ 
1,..., nX X

( | )f x θ θ̂

We may estimate the variance of a function          
using expected information

or using observed information

ˆ( )h θ

�

2

ˆ

ˆ1

( )
ˆVar ( )

( )

h
h

nI
θ θ

θ θ

θ
θ

θ

=

=

 ′ 
=

�

( )

2

ˆ

2 2

ˆ1

( )
ˆVar ( )

log ( | )
n

i
i

h
h

f X

θ θ

θ θ

θ
θ

θ θ

=

= =

 ′ 
=
− ∂ ∂∑

(cf. slide 12 of week 43)

In any case we have (under some regularity 
conditions)

�

ˆ( ) ( )
(0,1)

ˆVar ( )

h h
Z n

h

θ θ

θ

−
→ ∼

�
/2

ˆ( ) ( )

ˆVar ( )

h h
P z

h
θ α

θ θ

θ

  −  ≤    

It follows that

( )/2 1P Z zα α→ ≤ = −

Hence 
� �

/2 /2
ˆ ˆ ˆ ˆ( ) Var ( ) ( ) ( ) Var ( )h z h h h z hα αθ θ θ θ θ− ≤ ≤ +

is asymptotically a          confidence interval for  ( )h θ1 α−

Example 10.4.1 (interval for the odds) 
are iid Bernoulli random variables with 

success probability  p
1,...., nX X

Consider estimation of the odds 

1
ˆ /

n

ii
p X n

=
=∑ML estimator

Both methods for estimating the variance give

�

( )3
ˆ ˆ

Var
ˆ1 ˆ1

p p

p n p

  =   −  −

( ) / (1 )h p p p= −

An approximate          confidence interval  for the 
odds is given by

1 α−

( ) ( )/2 /23 3

ˆ ˆ ˆ ˆ

ˆ ˆ1 1 1ˆ ˆ1 1

p p p p p
z z

p p pn p n p
α α− ≤ ≤ +

− − −− −



17

One may often obtain good confidence intervals by 
using the score statistic

2

2

log ( | )
( | )

E log ( | )

L
Q

Lθ

θ
θθ

θ
θ

∂
∂=
 ∂  −   ∂ 

X
X

X

1

1

log ( | )

( )

n

i
i

f X

n I

θ
θ

θ

=

∂
∂=

∑

which has a           distribution asymptotically (0,1)n

By inverting the score test, we find that                                  

is an approximate          confidence set for θ

{ }/2: ( | )Q zαθ θ ≤X

1 α−

An approximate          confidence interval for p is 
given by

Example 10.4.2 (binomial score interval) 
are iid Bernoulli random variables with 

success probability  p

18

1
ˆ /

n

ii
p X n

=
=∑ML estimator

The score statistic is here (cf. example 10.3.5)

ˆ
( | )

(1 ) /

p p
Q p

p p n

−
=

−
X

See example 10.4.6 for an explicit expression

1 α−

/2

ˆ
:

(1 ) /

p p
p z

p p n
α

  −  ≤  −   

1,...., nX X
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Another possibility is to use the LRT to obtain a 
confidence interval. We then use that

2
1

( | )
2 log ( ) 2 log

ˆ( | )

L

L

θ
λ χ

θ

  − =− →   

X
X

X

Thus the set    

is an approximate          confidence set for θ

2
1,

( | )
: 2 log

ˆ( | )

L

L
α

θ
θ χ

θ

     − ≤      

X

X

1 α−
An approximate            confidence interval for p is 
given by

Example 10.4.3 (binomial LRT interval) 
are iid Bernoulli random variables with 

success probability  p
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1
ˆ /

n

ii
p X n

=
=∑ML estimator

The LRT statistic is here 

(1 )
2log ( ) 2log

ˆ ˆ(1 )

i i

i i

X n X

X n X

p p

p p
λ

−

−

 ∑ ∑ − − =−  ∑ ∑  − 
X

1 α−

2
1,

(1 )
: 2 log

ˆ ˆ(1 )

i i

i i

X n X

X n X

p p
p

p p
αχ

−

−

  ∑ ∑ −  − ≤  ∑ ∑  −    

1,...., nX X


