STK4011 and STK9011
Autumn 2016

Multivariate distributions

Covers (most of) the following material from chapter 4:

» Section 4.6: pages 177-178 and 182-186

@rnulf Borgan
Department of Mathematics
University of Oslo

We consider a continuous multivariate
random vector X = (X,,..., X,)

For any set AC 2" we have that

P(XeA):f...fA f(x)olx:f...fA f (X, X, ) ... OX.

where x=(x,..,x) and f(X)=f(x,...,X)
Is the joint pdf

The marginal pdf of (X,,..., X,) is given by

Let X=(X,...,X,) be a multivariate random vector
with joint pdf f(x)= f(x,...x) andlet f, (x)
denote the marginal pdf of X;; i=1..,n

Then X,,..., X, are mutually independent random
variables if for (x,...,X,) € 2" we may write

f(xl,---,xn)z_lj[ fy (%)

Theorem 4.6.11

X X, are mutually independent if and only if
there exist functions g;(x), i=1..,n, such that
forall (x,..,x)eR" we may write

f (%) = [ [0.0%)

Let X=(X,...,X,) be a multivariate random vector
with joint pdf f(x)= f(x,...,x,) and let g(x)=9(x,...,X,)
be a real valued function

Then the expected value of g(X) is given by
Eg(X)=[" .. [ g(x) f () x
= o[ 90 ) T (%o X,) Sl

If X,,..., X, are mutually independent random
variables and g, (x), i=1...,n, are real valued
functions such that g,(x) is a function only of X ,

then . ]
E[H Oi (Xi)] = UEgi (Xi)




Let X,,..., X, be mutually independent random
variables with mgfs M, (t), i=1..,n, and let
a,.»a, and b,..,b be constants. Then the

mgfof Z=3"" (aX,+h) is
M. (© = ep(tSh) [ M, (@)

This result may be used to prove that if X,..., X,
are independent and X, ~ n(y,07) , then

Z:Zi”:l (a1X1+b|)~n(Za1-Mi +hb, Zafaf)

Multivariate transformations

Let X=(X,...,X,) be a multivariate random vector
with joint pdf f,(X)= f,(x,....x,) and support

A={x: f,(x)>0}
Consider a new random vector U= U,,...,U,)
defined by U, =g (X)=g,(X;,--,X,), i=1..,n

The transformation (u,...,u,) = (9,(X),...., 9, (X))
iS a one-to-one transformation from .4 onto

B ={u:u=(u,..,u,)=(g(x),... g (x)) for xe.4}

The inverse transformation is given by
x =h@u)=h(,..,u), i=1..,n

Then the joint pdf of U= (U,,...,U,) is given by
(for ue 8 ):

fu Uy, Uy) = fi (M(Uy, iUy, Ry (U U)W, 1)

Here J(u,...,u,) isthe Jacobian:

o 9% %
oy ou, o,
% % 0%,
J(u,...,u,)= 6?_u1 ou, ou,
%, 0%, ox,
8_u1 ou, - ou, ,

Example 4.6.13
We have the joint pdf

24g e 0<X <X <X < X, <00

fx(X11X21X31X4) = .
0 otherwise

Consider the transformation
U, =X, U,=X,—X,
U, =X, — X, U,=X,—X,
The support of the distribution of the U, sis

B ={(u,u,,u;,u,) 1 u >0,i=1234}




The inverse transformation is The joint pdf of the U; sbecomes (when all u, > 0)

X1:U1 X2:U1+U2

— —U — (UpFUp) — (U Uy +U3) — (U Uy +Us+Uy)
Xs=U, +U, +U; X,=U;+U,+U;+U, fu (U, Uy, Uz, 0,) = 24

— 24e—4u1 —3Uy— 2Uz— Uy
The Jacobian becomes _ e 33 9g— 2 o
ox  Ox  Ox  OX
c’Tul ou, Ou, Ou,
% 0% 0% 0%
I Uy, U,) = gul ou, Ou, 0u, _
X 0% 0% 0%
ox, 0%, 0%, 0OX%,

The U, sare independent and

-1 U, ~ exponentia (1/ (5—1)), 1=1,2,34
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