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Hypothesis testing

Covers (most of) the following material from chapter 8:

Section 8.1

Sections 8.2.1 and 8.2.3

Section 8.3.1

Section 8.3.2 (until definition 8.3.16)
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Basic concepts

Assume that we have random variables

X = (X, X,,.....X,,) with joint pmf or pdf
f(x|0)= f(x,...x |0)where §c©

We want to test the null hypothesis H,:0€0©,
versus the alternative hypothesis H,: 0 €©j

A hypothesis test is a procedure that specifies:
» for which values of X we reject H,
(accept H,)

« for which values of X we do not reject Hy
(accept H,) °

Usually a test is specified in terms of a
test statistic W =W(X)

Likelihood ratio tests

Let X, X,,....,X, be arandom sample from the
population f(x]8),so X, X,,....,X, areiid and
their pmf or pdf is f(x|8), where 8 may be a vector

Then the likelihood is given by
LOIX)=LO %, . x)=]]T & P
i=1

The likelihood ratio test statistic for testing H,:0<c©,
versus H,;:0€©yq is

sup,, L6 [x)

sup, L 6 x)

The likelihood ratio test (LRT) has rejection region
of the form {x: A\(x) <c} 3

A(X) =

Let 6 be the unrestricted maximum likelihood
estimator of 6 ,i.e. the value of 6 that maximizes
the likelihood when 6c©

Let 650 be the maximum likelihood estimator of
6 under the null hypothesis, i.e. the value of 6
that maximizes the likelihood when 0¢<0©,

Then the LRT statistics takes the form

LG, 1x)

M= La

Example 8.2.2 (normal LRT)
Let X, X,,....X, beiid n(0,1)

We will test H,: 0 =60, versus H,:0=6, 4




Example 8.2.3 (exponential LRT)
Let X, X,,.....X, beiid with pdf ( —oo<f<o0 )

e " X>0
=10 e

We will test H,:0<6, versus H,:0>0,

Theorem 8.2.4

If T(X) is a sufficient statistic for § and A'(t) and
A(x) are the LRT statistics based on T and X ,
respectively, then X (T(x)) = A(x) for all x in the
sample space

Example 8.2.5 (LRT and sufficiency)
Let X, X,,.....X, beiid n(0,1)
We will test H,: 0 =6, versus H,:0=0,

Example 8.2.6 (normal LRT, unknown variance)
Let X, X,,....X, beiid n(u,o%)
We will test H,: p<p, versus H;:p>p,

Union-intersection tests
Assume the null hypothesis may be expressed as

H,:60( 0\,
yar
where T is an index set (finite or infinite)

Suppose there are tests available for testing
Hy,:0€0©, versus H, :0c©O’

The rejection region for the testof H, :0c©_ is

{x: T.(x) € R}
Then the union-intersection test has rejection region

U{XZTW(X)ERY} ,

~el

In particular, if the test for H, :0€©_ has rejection
region

{x:T (x)>c}

then the union-intersection test has rejection region

U{x: T, (0> ¢} ={x supT, (x)>c}
yel’ ~el

Example 8.2.8 (normal union-intersection test)
Let X, X,,....X, beiid n(u,o%)

We will test H,: u=p, versus H,;: u=p,




Intersection-union tests
Assume the null hypothesis may be expressed as
H,:60( Jo,
yar
where T is an index set (finite or infinite)
Suppose that {x: T.(X) e &} is the rejection region
foratestof H,:0c© versus H, :10€6]

Then the intersection-union test has rejection region

N{xTeR}

yel

If the test of H, :0<€©_ has rejection region
{x: T,(x) > c} the rejection region of the intersection-
union test becomes {x inf T(X >¢ 0

Error probabilities and power
We will test H,:0€©, versus H,:0c06;

We may make two types of error:

Decision
Accept Hy | Reject Hp
Hj Correct Type 1
Truth decision Error
H, Type 11 Correct
Error decision
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Let R be the rejection region of the test, so we
reject H,:0€0, if XeR

Probability of Type | error: P,(X€R), 00,

Probability of Type Il error:
P (XeR)=1-R(X€R), 06§

Power function: B(9) = R, (X € R)

Example 8.3.3 (normal power function)
Let X, X,,....X, beiid n(0,o%) with ¢*> known
We will test H,:0<6, versus H,:0>0,
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Casella & Berger distinguish between the size
and level of a test:

» atest with power function 3(0) is a size «
test if sup, B80)=a

 atest with power function 3(0) is a level «
test if sup., B0)<a

Example 8.3.7 (size of normal LRT, modified)
Let X, X,,....X, beiid n(d,0%) with o> known
We will test H,: 0 <6, versus H,:0>0,

A test with power function 3(0) is unbiased if
B(0) > 3" forall 0'cO; and 0" €6, 12




Most powerful tests

Definition 8.3.11

Let C be a class of tests for testing H,: <0,
versus H,:0€0;. Atestinthe class C, with
power function £(0), is a uniformly most powerful
(UMP) class C testif 3(9)>p'(0) for every

6 € ©; and every 3'(9) thatis a power function of a
testin class C

We will use this definition when C is the class
of all level o tests
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Theorem 8.3.12 (Neyman-Pearson Lemma)
Consider testing H,: =0, versus H,:0=4,,
where the pdf or pmf corresponding to 6. is
f(x]6,);1=0,1, using a test with rejection region R
that satisfies

xeR if  f(x]6)>k f(x|6,)

xeRif f(x]6)<kf(x|6,) (8.3.1)
for some k>0, and
a=PR (XeR) (8.3.2)

Then

a) Any test that satisfies (8.3.1) and (8.3.2) is a
UMP level o test
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b) If there exists a test satisfying (8.3.1) and (8.3.2)
with k>0, then every UMP level o testis a size

« test [i.e. satisfies (8.3.2)] and every UMP level «
test satisfies (8.3.1) except perhaps on a set A
satisfying P,(XeA=P (XcA)=0
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Corollary 8.3.13

Consider the hypothesis testing problem of
Theorem 8.3.12. Suppose that T=T(X) is a
sufficient statistic for ¢ and let g(t|6) be the pdf or
pmfof T corresponding to 6;i=0,1. Then any test
based on T with rejection region S is a UMP
level « testif it satisfies

teS if o(t|6)>kag(t]|6,)
teS® if o(t]6) <kg(t|d,)
for some k>0, where

a=R (T€Y)
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Example 8.3.15 (UMP normal test)
Let X, X,,....,X, beiid n(,0%) with o> known

We will find the UMP test for testing test
Ho:0=0, versus H,:0=6, where 60,>0,
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