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1. Coin tossing

Exercise 1.1. A fair coin is tossed two times. At least one of the tosses came up heads. What is the

probability that both came up heads?

Exercise 1.2. In the morning I roll two dice to determine at what time of the day I’ll toss my fair

coin the first and the second time. Die showing 1 meaning coin flip in the time interval 13:00-13:01,

die showing 2 meaning coin flip at 14:00-14:01, and so on. The one minute interval is there in the case

that the two dice are equal, giving me time to flip the coin two times. Sometime after 18:01 you’re told

that at least one of the coins, flipped sometime between 16:00 and 16:01, came up heads. What is the

probability that both came up heads?

Exercise 1.3. Helsesøster or bror (school nurse) wants to know the fraction of teenagers who have

experienced E, where E is something embarrassing, in fact so embarrassing that the teenagers might

not be honest in their ‘yes’ or ‘no’ answer when questioned about having experienced E. The school

nurse therefore sets up the following anonymisation scheme: Each teenager the school nurse samples

are to toss a coin, the outcome of which they keep to themselves. If their coin shows heads, they must

answer truthfully. If the coin shows tails, they toss the coin once more. If this second toss shows heads,

they answer ‘yes’, if it shows tails they answer ‘no’. Of 17 teenagers 4 answered yes, the remaining ones

answered no. The school nurse wants to know the true proportion of ‘yes I’ve experienced E’-teenagers

in the population.

(a) State any additional assumptions you feel you need, and provide an unbiased estimator of the true

proportion of ‘yes’-teenagers. Based on the data given to you by the school nurse, what’s your estimate

of this proportion?

(b) Explain why the school nurse ought to question more teenagers if (s)he wants a good estimate. That

is, explain why, with high probability, it is worthwhile questioning some more teenagers.

(c) Suppose that the school nurse is out of touch with the youth of today, and that the teeneagers

are, contrary to the beliefs of the school nurse, fully willing to provide her/him with an honest answer.

How much does the school nurse lose by introducing the anonymisation scheme in this situation. Hint:

Compare the variance of the estimator you found above, with the variance of the estimator you think the

school nurse would have used had (s)he known that (s)he were dealing with honest and upright youth.

Exercise 1.4. A natural way to compare estimators is to look at the loss they incur. By ‘loss’ we

mean a non-negative function L(θ, δ), where θ is the parameter of the model, and δ is your estimator

(or more generally, you chosen action). We are interested in the performance of an estimator δ when it

is repeatedly applied. The long-term average loss of using δ is the risk function R(θ, δ), defined by

R(θ, δ) = Eθ L(δ, θ).

The problem of comparing estimators is now cast as the problem of comparing their associated risk

functions, and we ought to use the estimator that minimises the risk. As this exercise will indicate, this

latter statement is not sufficiently precise to be operational.

Suppose X1, . . . , Xn are independent Bernoulli random variables with expectation θ. We are to estimate

θ under the squared error loss function

L(δ, θ) = (δ − θ)2.

(a) Find the maximum likelihood estimator of θ and, for n = 10, sketch its risk function.
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(b) Suppose we have some intuition about where on the unit interval the expectation θ might be located,

close to a value 0 < θ0 < 1, say. Consider the estimator

δ1(X) = X̄n/2 + θ0/2,

where X̄n = n−1
∑n

i=1
Xi. For θ0 = 1/2 and n = 10, sketch its risk function.

(c) Your task, as was Pierre-Simon Laplace’s in 1781 I believe, is to estimate the probability of giving

birth to a boy. Which of the two above estimators do you prefer, the maximum likelihood estimator or

δ1 with θ0 = 1/2?

(d) Consider the estimator

δw(X) = wnX̄n + (1− wn)
1

2
.

Find a function wn such that the risk function R(θ, δwn
) is constant.

(e) For n = 10, sketch the risk function of your estimator (that is, draw a line).

(f) Suppose you have absolutely no idea whatsoever about where in the unit interval θ may be located.

Which of your three estimators of θ do you prefer?

2. Random variables and distributions

Exercise 2.1. Consider the function

F (x) =

{

(1− θ)x, 0 ≤ x < τ,

θ + (1− θ)x, τ ≤ x ≤ 1.
, 0 < θ, τ < 1.

(a) Show that F is a distribution function.

(b) Sketch how you would simulate data from F .

(c) Find the expectation and the variance of X ∼ F .

(d) Find the expected sample size needed to identify τ with probability 1.

(e) Suppose that τ is known and that it does not equal 1/2. Propose two estimators for θ and compare

their variances.

3. Transformations of random variables

Exercise 3.1. Let X be a standard normal random variable, and set Y = I{X ≥ c} for constant c.

(a) Find the distribution of Y .

(b) Based on independent draws Y1, . . . , Yn, find the maximum likelihood estimator, say ĉn, of c. Hint:

The maximum likelihood estimator is in this case the estimator your intuition leads you to.

(c) This exercise requires material we have yet to cover in class. Show that

√
n(ĉn − c)

d→ N
(

0,
Φ(c)(1− Φ(c))

φ(c)2
)

,

as n tends to infinity, where φ(x) = (2π)−1/2 exp(−x2/2) is the standard normal probability density

function, and Φ(x) =
∫ x

−∞
φ(y) dy. Hint: Use the delta method. In other words, use the mean value

theorem; the fact that 1 − Ȳn = 1 − n−1
∑n

i=1
Yi is consistent for Φ(c); and that Xn

p→ η, implies

g(Xn)
p→ g(η), when g is continuous.

Exercise 3.2. Go to the 2014 STK4011 website and do Exercises 1 and 2 (‘Transformations of random

variables’ and ‘Transformations of random vectors’) from Nils Lid Hjort’s ’Exercises and Lecture Notes’

https://www.uio.no/studier/emner/matnat/math/STK4011/h14/exercises_stk4011a.pdf.
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4. Moment generating functions

Exercise 4.1. Let X be a Poisson random variable with mean λ.

(a) Find the moment generating function MX(t) of X.

(b) Let Yn be binomial(n, pn), and assume that npn tends to λ as n → ∞. Show that the moment

generating function of Yn tends to MX(t)

(c) Suppose X1, . . . , Xn are independent Bernoulli random variables with expectations p1,n, . . . , pn,n.

Set Zn =
∑n

i=1
Xi. Assume that

∑n
i=1

pi,n tends to λ and that maxi≤n pi,n tends to 0, as n → ∞. Show

that the moment generating function of Zn tends to MX(t).

Exercise 4.2. Let X be a standard normal random variable and set Y = exp(X).

(a) Find the distribution of Y . What’s the name of this distribution?

(b) Show that all the moments of Y exist.

(c) Show that the random variable Y does not have a moment generating function.

Exercise 4.3. Let Xn be a sequence of random variables with moment generating functions Mn(t),

X be a random variable with moment generating function M(t), and suppose that P (0 ≤ Xn ≤ 1) =

P (0 ≤ X ≤ 1) = 1 for all n. Suppose that all the moments of Xn converge to the moments of X, that is

EXk
n → EXk for k = 1, 2, . . .. Show that Mn(t) → M(t).
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