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Missing data 

• Data often (partly) missing 

• Censored data (ex 2.3): Time to event not completely known 

• Classification of images: Classes to some pixels known, unknown for 

most of the pixels 

• Clustering: Data to be allocated to groups, group membership unknown

• If complete data, Likelihood “often easy”

• Likelihood becomes complicated when data are missing

• Notation: 

– 𝒀 = (𝑿, 𝒁) are complete data

– 𝑿 observed, 

– 𝒁 missing

– 𝑿 = 𝑀(𝒀) is observed part 

– Have 𝑓𝑌(𝒚|𝜽)

– Want      max
𝜃

𝑓𝑋(𝒙|𝜽)

𝑓𝑋(𝒙|𝜽) = න

𝑦:𝑀 𝑦 =𝑥

𝑓𝑌 𝒚 𝜽 𝑑𝑦 = න
𝑧

𝑓𝑌(𝒙, 𝒛|𝜽)𝑑𝑧

𝑓𝑋 𝒙 𝜽 =
𝑓𝑌 𝒚 𝜽

𝑓𝑧|𝑥 𝒛 𝒙, 𝜽
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EM algorithm
• Main idea: Iterate between 

– Estimate 𝑍 given 𝑋, 𝜃 (E-step) 

– Estimate 𝜃 given (𝑋, 𝑍) (M-step) 

• Formally a bit more complicated 
– If complete data, we want to maximize log 𝐿(𝜃|𝑌)
– log 𝐿(𝜃|𝑌) unknown, but given a current value 𝜃(𝑡) we can estimate it by

• Algorithm: 
1. E-step: Compute 𝑄 𝜽 𝜽 𝑡

2. M-step: Maximize 𝑄 𝜽 𝜽 𝑡 wrt 𝜽 to obtain 𝜽 𝑡+1 . 

3. Return to E-step unless a stopping criterion has been met

𝑄 𝜽 𝜽 𝑡 = 𝐸 log 𝐿 𝜽 𝒀 𝒙, 𝜽 𝑡

= 𝐸[log 𝑓𝑌 𝑦 𝜃 𝒙, 𝜽 𝑡

= න
𝑧

log 𝑓𝑌(𝑦|𝜃)] 𝑓𝑧|𝑥(𝑧|𝑥, 𝜃
𝑡)𝑑𝑧
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Peppered Moths - Example

5

T

T

Options Count

CC 1

CI (IC) 2

CT (TC) 2

II 1

IT (TI) 2

TT 1



Peppered Moths - Likelihood
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Peppered Moths – updating E & M 

Maximization

Expectation
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𝑄
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𝐸 𝑁𝐶𝐶 𝑛𝑐 , 𝑛𝐼 , 𝑛𝑇 , 𝒑
𝑡 = 𝑛𝑐 ⋅ 𝑃 𝐶𝐶 𝐶𝑋, 𝒑 𝑡 )

= 𝑛𝑐 ⋅
𝑃(𝐶𝐶 & 𝐶𝑋|𝒑 𝑡 )

𝑃(𝐶𝑋|𝒑 𝑡 )

= 𝑛𝑐
𝑃(𝐶𝐶|𝒑 𝑡 )

𝑃 𝐶𝐶 𝒑 𝑡 + 𝑃 𝐶𝐼 𝒑 𝑡 + 𝑃 𝐶𝑇 𝒑 𝑡
𝑃 𝐶𝐶 = 𝑝𝑐
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𝑃 𝐶𝐼 = 2𝑝𝑐𝑝𝐼

𝑃 𝐶𝐼 = 2𝑝𝑐𝑝𝑇

X could be either C,T, or I 

Insert to get result



Moths in R
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Data = (85, 196, 341)



Convergence EM

• Iterations increases log likelihood  

– Jensen's inequality

– For convex 𝑓(𝑥), we have:

• Convergence order 𝛽 > 0:

ℓ 𝜽 𝒙 = log 𝑓𝑋(𝒙|𝜽)

lim
𝑡→∞

|𝜖(𝑡+1)|

𝜖 𝑡 𝛽
= 𝑐

𝜖 𝑡 = 𝑥(𝑡) − 𝑥∗

lim
𝑡→∞

|𝜖(𝑡)| → 0

How fast 

iteration 𝑥(𝑡)

approaches 

the true 

solution 𝑥∗

𝑓 𝐸 𝑋 ≤ 𝐸(𝑓(𝑋))
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Jensen’s inequality
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Ill prove this next week in exercise



Iterations increase the value of,  ℓ 𝜽 𝒙 = log( 𝑓𝑋(𝑥|𝜃))

Select :

Expectation with 

respect to the 

distribution the  

missing data  have 

under the 

under the current 

estimate of the 

parameter

𝑄 𝜽 𝜽 𝑡 = 𝐸 log 𝑓𝑌 𝒚 𝜽 | 𝒙, 𝜽(𝑡)

𝐻 𝜽 𝜽 𝑡 = 𝐸 log 𝑓𝑧|𝑥 𝒛 𝒙, 𝜽 | 𝒙, 𝜽(𝑡)
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Any expectation



Proof: 𝐻 𝜃 𝑡 𝜃 𝑡 ≥ 𝐻 𝜃 𝜃 𝑡 for any 𝜃

= 𝐸 −log
𝑓𝑧|𝑥 𝑧 𝑥, 𝜃

𝑓𝑧|𝑥 𝑧 𝑥, 𝜃 𝑡
≥ − log 𝐸

𝑓𝑧|𝑥 𝑧 𝑥, 𝜃

𝑓𝑧|𝑥 𝑧 𝑥, 𝜃 𝑡

= −logන𝑓𝑧|𝑥 𝑧 𝑥, 𝜃 𝑑𝑧 = − log𝐸{1} = 0

𝐻 𝜃(𝑡) 𝜃(𝑡) −𝐻 𝜃 𝜃 𝑡 = 𝐸 log 𝑓𝑧|𝑥 𝑧 𝑥, 𝜃 𝑡 − log 𝑓𝑧|𝑥 𝑧 𝑥, 𝜃

Jensen’s

= − logන
𝑓𝑧|𝑥 𝑧 𝑥, 𝜃

𝑓𝑧|𝑥 𝑧 𝑥, 𝜃 𝑡
𝑓𝑧|𝑥 𝑧 𝑥, 𝜃 𝑡 𝑑𝑧

𝐻 𝜽 𝜽 𝑡 = 𝐸 log𝑓𝑧|𝑥 𝒛 𝑥, 𝜃 | 𝑥, 𝜃(𝑡)
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Proof of increasing likelihood

In maximization step  choose 

the 𝜃 𝑡+1 such that it improves 

the old 𝜃 𝑡

> 0.
If you are not able to improve

Q, you have converged 

log 𝑓𝑥(𝑥|𝜃
𝑡+1 ) > log 𝑓𝑥(𝑥|𝜃

𝑡 )

Select  𝜃 = 𝜃 𝑡+1 and apply 

result from previous page. 

Result holds for any 𝜃 in 

particular for 𝜃 = 𝜃 𝑡+1

≥ 0

𝐻 𝜃 𝑡 𝜃 𝑡 ≥ 𝐻 𝜃 𝜃 𝑡

⇕

−𝐻 𝜃 𝜃 𝑡 + 𝐻 𝜃 𝑡 𝜃 𝑡 ≥ 0

14



Convergence order  (good to know, but need not derive)

Taylor  expansion:

(Fix point)
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Example: Mixture Gaussian clustering
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+

𝜋1
𝜋2

𝜋3𝑝(𝑥𝑖|𝐶𝑖)

𝑝(𝑥𝑖)



E-step- Mixture Gaussian

)
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(t)

(t)
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(t)

(t)
)

𝜋1
𝜋2

𝜋3

𝑝(𝑥𝑖|𝐶𝑖)

𝑝 𝑥𝑖 = 

𝑙

𝜋𝑙𝜙(𝑥𝑖; 𝜇𝑙 , 𝜎𝑙)

𝑃 𝐶𝑖 = 𝑘 𝑋𝑖 = 𝑥𝑖 =
𝑝(𝐶𝑖 = 𝑘 & 𝑋𝑖= 𝑥𝑖)

𝑝(𝑋𝑖 = 𝑥𝑖)
=
𝑃(𝐶𝑖 = 𝑘) 𝑝(𝑥𝑖|𝐶𝑖 = 𝑘)

𝑝(𝑥𝑖)

𝑝 𝑥𝑖 𝐶𝑖 = 𝑘 = 𝜙(𝑥𝑖; 𝜇𝑘 , 𝜎𝑘)

𝑃 𝐶𝑖 = 𝑘 = 𝜋𝑘



M-step- Mixture Gaussian
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𝑘=1

𝐾



𝑖=1

𝑛
Pr(𝐶𝑖 = 𝑘|𝑥, 𝜃(𝑡))

𝜆
= 1

1

𝜆


𝑖=1

𝑛



𝑘=1

𝐾

Pr(𝐶𝑖 = 𝑘|𝑥, 𝜃(𝑡)) = 1

= 1



Examples galaxy
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EM clustering of Old Faithful eruption data. 
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By Chire - Own work, CC BY-SA 3.0, 

https://commons.wikimedia.org/w/index.php?curid=20494862

https://en.wikipedia.org/wiki/Old_Faithful

