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Stochastic gradient decent
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Main Idea
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«some stochastic element»

"𝜙𝑡 = 𝒮𝑡"



Example
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Convergence in example
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Convergence of SGD

• Want to show that the SGD procedure is consistent

• Do this in three steps (with some sub-steps on the way)
1. Prove that L2 convergence gives consistency

2. Prove that the sequence converge

3. Prove that  we converge to the true parameter 
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Step 1 L2 convergence gives consistency

8

𝜀−𝜀



Assumptions
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x

𝑔(𝑥) has same 

sign as (𝑥 − 𝜃∗)

𝑥 < 𝜃∗ 𝑥 > 𝜃∗

𝑔(𝑥)𝑓(𝑥)

𝜃∗



Step 2 Prove that the sequence converge

10

Recall: 𝑍 is the stochastic version of the gradient 



Proof of Theorem 1
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Second series has only positive terms:

Since by (A-4) : 𝑔(𝑥) has same sign as (𝑥 − 𝜃∗), 𝑑𝑡 ≥ 0
Since by (A-1):  𝛼𝑡 > 0, we then have also 𝛼𝑡𝑑𝑡 ≥ 0

(4)

If we can show that both          and          are bounded, 

then  both series converge by monotone convergence.

And thereby also 𝑏𝑡 converge 

First series has only positive terms:

Since e𝑡 = 𝐸 𝑍𝑡
2 > 0,



Bounding the two series 
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(A-5): Since 𝑍𝑡 < 𝐶,  e𝑡= E 𝑍𝑡
2 < 𝐶2

(A-3): σ𝛼𝑡
2
< ∞

≥ 0

෍

𝑠=𝑡+1

∞

𝛼𝑠
2 e𝑠 ≥ 0

Add two 

Non-negative 

finite numbers

Both series are bounded and therefore converge 

Thus if we remove it we reduce the sum



Two main results 
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(A-4)

𝑥 < 𝜃∗ 𝑥 > 𝜃∗

𝑔(𝑥)𝑓(𝑥)

𝑥 < 𝜃∗ 𝑥 > 𝜃∗

𝑓(𝑥)



Warm up to Theorems
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Warm up to Theorems  cont…



Proof 𝑘𝑡𝑏𝑡 ≤ 𝑑𝑡
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By the construction of 𝐴𝑡
The density  𝑝𝑡 is 

supported on  this 

interval  



Proof  σ𝑡=1
∞ 𝛼𝑡𝑘𝑡 = ∞
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Theorem 2
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Here 

«𝛿» in (A-4) 

can be used directly as 

«𝛿» in Lemma 3

t t



Theorem 3

• Need to be clever when  finding «𝛿» of Lemma 3
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Proof of Theorem 3

20

Since

we can choose a 𝛿 so 

small that the inequality is 

fulfilled for all values 

closer to 𝜃∗

Here 

«𝛿» in Lemma 3

Is: 
𝛿𝑔′ 𝜃∗

2

where «𝛿» is selected above 

for 𝑥 − 𝜃∗ < 𝛿


