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Student representatives

• Give feedback to me about class 

on behalf of all

– you can still email me directly if you want

• So far one volunteer: (thanks)

– Anders Bredesen Hatlelid andebh@ifi.uio.no

• In a big class it is good with more than one

– So still possible
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Last time

• Stochastic gradient decent  

– Neural nets, back propagation 

– Spatial model

• 1D methods for integration 𝑂 𝑛−𝑟

• Monte Carlo method in higher dimensions (Rd)

– MC:  𝑂 𝑛−1/2 vs  Fubini 𝑂 𝑛−𝑟/𝑑

– Provided: var(ℎ(𝑋)) < ∞

• Sampling by inversion and transformation

• Random number generator (RNG)

– Reproducible randomness = assign seed in a PRNG
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(https://www.researchgate.net/publication/259527954_A_Resampling-Based_Stochastic_Approximation_Method_for_Analysis_of_Large_Geostatistical_Data) 

https://www.researchgate.net/publication/259527954_A_Resampling-Based_Stochastic_Approximation_Method_for_Analysis_of_Large_Geostatistical_Data


Last time (and some more today)
• Common set up in many cases.

– Want to sample from 𝑓(𝑥), but  get sample from 𝑔(𝑥)

• Rejection sampling: Correct the error by an acceptance step

– Need a bound of 𝑓(𝑥)/𝑔(𝑥) or (𝑞(𝑥)/𝑔(𝑥) where 𝑞 𝑥 ∝ 𝑓(𝑥) ) 

– Each sample is a random sample from 𝑓(𝑥)

– Need to sample many times to get one sample
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Simulation techniques
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Today

• Importance sampling

• Sampling importance Resampling (SIR)

• Sequential Monte Carlo 
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Rejection sampling
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𝛼 =
Area "inner white"

Area "inner white" & gray



Importance sampling

• If we are unable to sample from 𝑓 𝑥 can we 

still use Monte Carlo methods to compute 

integrals? 

• Lets say we can sample form another 

distribution 𝑔 𝑥 which is quite similar to 𝑓 𝑥
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𝑔 𝑥 ≈ 𝑓 𝑥



Importance sampling
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(We know how to sample from g(x) )

j



Importance sampling version 1
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=
1

𝑛
Var𝑔[𝑡 𝑿 ] 𝑡 𝑿 = ℎ 𝑿 𝑤∗ 𝑿



Importance sampling version 2
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What would be best if    h(x) = c  (constant)?

Normalized weigths
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*

ො𝜇𝐼𝑆 ≈ ഥ𝑡 1 − ഥ𝑤∗ − 1 + ഥ𝑤∗ − 1 2

= ഥ𝑡 − ഥ𝑡 − 𝜇 ഥ𝑤∗ − 1 − 𝜇 ഥ𝑤∗ − 1 + ഥ𝑡 ഥ𝑤∗ − 1 2

𝐸[ ො𝜇𝐼𝑆] = 𝐸 ഥ𝑡 − ഥ𝑡 − 𝜇 ഥ𝑤∗ − 1 − 𝜇 ഥ𝑤∗ − 1 + ഥ𝑡 ഥ𝑤∗ − 1 2 + 𝒪(𝑛−2)

= 𝜇 −
1

𝑛
cov 𝑡(𝑿), 𝑤(𝑿) − 0 +

𝜇

𝑛
var 𝑤(𝑿) + 𝒪(𝑛−2)

var[ ො𝜇𝐼𝑆] = 𝐸 ഥ𝑡 − 𝜇 − 𝜇 ഥ𝑤∗ − 1
2
+ 𝒪 𝑛−2

=
1

𝑛
var 𝑡 𝑿 + 𝜇2var 𝑤∗ 𝑿 − 2𝜇 ⋅ cov 𝑡 𝑋 , 𝑤∗(𝑋) + 𝒪 𝑛−2

Impact of normalization



When is normalization better?
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*

Coefficient of variation:

cv(X)=std(X)/E(X) 



What can go wrong???

• Monte Carlo integration: 

– 𝐸𝑓 ℎ 𝑋 < ∞ (this is the number we want)

– 𝐸𝑓 ℎ 𝑋 2 < ∞ (this is additional requirement)

• Importance integration:

– 𝐸𝑔 ℎ 𝑋 𝑤∗ 𝑋 = 𝐸𝑓 (ℎ(𝑋)) < ∞ (ok  ☺)

– 𝐸𝑔 ℎ 𝑋 𝑤∗ 𝑋
2

= 𝐸𝑓 ℎ 𝑋 2𝑤∗ 𝑋 < ∞ (??)
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𝑤∗ 𝑋 =
𝑓 𝑋

𝑔 𝑋
in rejection sampling this is bounded by 𝛼−1



Effective sample size
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Ex 1:

Ex 2:

Ex 3:



Sampling importance resampling
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Sampling importance resampling
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Why consider SIR?

• Sometimes beneficial to have equally weighted samples

• May be beneficial at a later stage of analysis process

• If we want to evaluate E(h(x)) where h(x) is hard to evaluate

• Usually n < m



Example: slash distribution

• Controlled example (we know the truth)

• 𝑌 has slash distribution when 𝑌 =
𝑋

𝑈

X∼ 𝑁 0,1 , 𝑈 ∼ Unif(0,1)

• Sampling Experiments  

1. 𝑋 from Y

2. 𝑌 from 𝑋

• Methods

1. Rejection sampling

2. Importance sampling

3. Sampling importance resampling
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Normal

Slash



Two test functions

• Ex1: x

• Ex2: h(x)= sin(x)+0.2cos(2*pi*x)

• Ratios:
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Slash /normal Normal/slash

☺





Rejection sampling

• Normal from slash bounded by 2

• Slash from Normal unbounded 

( no rejection sampling possibel)
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Observed acceptance rate:   0.49979

Theoretical acceptance rate: 0.50000
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• Ex1: x

• Ex2: h(x)= sin(x)+0.2cos(2*pi*x)

Slash distribution does not have a mean 

=> The  average does not converge



Sample from slash, estimate propeties

of normal distribution
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SIR normal from slash
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Sample from normal, estimate in slash
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#: 258

#: 65

Some weigths are very large! 

Gives low «effective number samples»



SIR slash from normal
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SIR:

normal from slash and slash from normal
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☺



