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Problem with presented methods in 

high dimensions, Rejection sampling

• Assume you want to sample iid 𝑋𝑖 , 𝑖 = 1,… , 𝑛

• Two methods with rejection sampling  
𝑓 𝑥𝑖

𝑔 𝑥𝑖
≤ 𝛼−1

1. Sample   𝑋𝑖, 𝑖 = 1, … , 𝑛 independently. 

2. Sample {𝑋1, 𝑋2, … , 𝑋𝑛} simultaniously

• Expected time to sample complete 

1. 𝑛 ⋅ 𝛼−1 (nice ☺)

2. 1 ⋅ 𝛼−𝑛 (curse of dimensionality is back )

• For complex distributions in high dimensions 

we need a joint proposal (within this framework)
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Factoring into 1D distributions

• Target
𝑓 𝒙 = 𝑓 𝑥1 𝑓 𝑥2 𝑥1 ⋯𝑓(𝑥𝑛|𝑥1, 𝑥2, … , 𝑥𝑛−1 )

• Proposal
𝑔 𝒙 = 𝑔 𝑥1 𝑔 𝑥2 𝑥1 ⋯𝑔(𝑥𝑛|𝑥1, 𝑥2, … , 𝑥𝑛−1 )

• Sample each component sequentially as 1D

• Markov property: (Simpler notation)

• 𝑓 𝒙 = 𝑓 𝑥1 𝑓 𝑥2 𝑥1 𝑓 𝑥3 𝑥2 ⋯𝑓(𝑥𝑛|𝑥𝑛−1 )

• 𝑔 𝒙 = 𝑔 𝑥1 𝑔 𝑥2 𝑥1 𝑔 𝑥3 𝑥2 ⋯𝑔(𝑥𝑛|𝑥𝑛−1 )
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Sequential Monte Carlo in a Markov structure
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Sequential Monte Carlo 
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Sequential Monte Carlo Example
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Dimension =20, m=100 000
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Neff:

1514



Dimension =100, m=100 000
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Neff:

3.78



Weight degeneracy
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Resampling
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• One possible choice for resampling: Apply SIR directly

• Each iteration:

• Sample ෤𝑥𝑡
𝑖, independently from  {𝑥𝑡

𝑖}, probability of 

each sample is 𝑤𝑡
𝑖

• Set all new weigths equal to 1/N

• When 𝑁eff is small

• Sample ෤𝑥𝑡
𝑖, independently from  {𝑥𝑡

𝑖}, probability of 

each sample is 𝑤𝑡
𝑖

• Set all new weigths equal to 1/N



Dimension =100, m=100 000
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Resample

each time



Dimension =100, m=100 000
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Resample

n<10 000



How to resample more generally?

• Resampling ෤𝑥𝑡
𝑖 from 𝑥𝑡

𝑖 :

– Original (normalized) weights: 𝑤𝑡
𝑖

– Resampling weights: ෦𝑤𝑡
𝑖

– The number of repeats for 𝑥𝑡
𝑖: 𝑁𝑡

𝑖

• We need the expected number of resamples 

times the new weight to be the old weight

– 𝐸 𝑁𝑡
𝑖 ⋅ ෦𝑤𝑡

𝑖 = 𝑤𝑡
𝑖

• One choice (as above)

– Sample ෤𝑥𝑡
𝑖, independently from  {𝑥𝑡

𝑖}, probability of 

each sample is 𝑤𝑡
𝑖

– Set new weights 1/N
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Resampling
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Illustration of optimal resampling
(resample weigth: 1/𝑁)
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𝑁 ⋅ 𝑤𝑡
𝑖

2 1 2 0 6 1 4 1 2 00 0 0 0 0 Total=19

N=25

Resample=6

𝑣𝑡
𝑖 ∝ 𝑁 ⋅ 𝑤𝑡

𝑖 − 𝑁 ⋅ 𝑤𝑡
𝑖



Example optimal resampling
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𝑁 ⋅ 𝑤𝑡
𝑖



Resampling properties 
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Degenerated sample path

Only one particle left

for t=1,2 and 3



Resampling properties
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Makes it suited for filter problem 𝑝(𝒙𝑛|𝒚1:𝑛)

𝑥1 𝑥2 𝑥3 𝑥4 𝑥𝑛

𝑦1 𝑦2 𝑦3 𝑦4 𝑦𝑛⋯

⋯



Origin of method in state space 

models

• For the filtering problem the target is the 

distribution 𝑝(𝒙𝑛|𝒚1:𝑛)

• In chapter 4, we consider a hidden Markov 

model the distribution of x (state) is discrete 

here x (the state) it can be continuous
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𝑥1 𝑥2 𝑥3 𝑥4 𝑥𝑛

𝑦1 𝑦2 𝑦3 𝑦4 𝑦𝑛⋯

⋯



Hidden Markov models - state space

models
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𝑥1 𝑥2 𝑥3 𝑥4 𝑥𝑛

𝑦1 𝑦2 𝑦3 𝑦4 𝑦𝑛⋯

⋯



Sequential Monte Carlo and  HMM
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Terrain navigation (next time)

23


