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Simulation techniques
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Last time
• Want to sample from 𝑓(𝑥), but  get sample from 𝑔(𝑥)

– The ratio:  𝑓(𝑥)/𝑔(𝑥) is important

• Rejection sampling

– Bounding the ratio

• Importance sampling

– Weighting with the ratio

– Effective number of samples

• Sampling importance Resampling (SIR)

– Resampling with the ratio

– Proof: larger variance than importance sampling 

• Sequential Monte Carlo

– Weight decay 

– Resampling 

• Reduce variability at later time

• Optimal resampling

– Sample degeneracy

• What are we able to approximate?
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Properly weighted sample
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Factoring into 1D distributions

• Target

– 𝑓 𝒙 = 𝑓 𝑥1 𝑓 𝑥2 𝑥1 ⋯𝑓(𝑥𝑛|𝑥1, 𝑥2, … , 𝑥𝑛−1 )

• Simpler to sample from

– 𝑔 𝒙 = 𝑔 𝑥1 𝑔 𝑥2 𝑥1 ⋯𝑔(𝑥𝑛|𝑥1, 𝑥2, … , 𝑥𝑛−1 )

• Sample each component sequentially as 1D

• Markov property: (same principle - simpler notation)

– 𝑓 𝒙 = 𝑓 𝑥1 𝑓 𝑥2 𝑥1 𝑓 𝑥3 𝑥2 ⋯𝑓(𝑥𝑛|𝑥𝑛−1 )

– 𝑔 𝒙 = 𝑔 𝑥1 𝑔 𝑥2 𝑥1 𝑔 𝑥3 𝑥2 ⋯𝑔(𝑥𝑛|𝑥𝑛−1 )
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𝑥1 𝑥2 𝑥3 𝑥4 𝑥𝑛⋯



Sequential Monte Carlo in a Markov structure
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Sequential Monte Carlo 
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N samp = 100000

Problem weight decay   



Resampling to solve problem
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Origin of method in state space 

models

• For the filtering problem the target is the 

distribution 𝑝(𝒙𝑛|𝒚1:𝑛)

• This is good match for the resampling 

approach
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𝑥1 𝑥2 𝑥3 𝑥4 𝑥𝑛

𝑦1 𝑦2 𝑦3 𝑦4 𝑦𝑛⋯

⋯



Hidden Markov models - state space

models
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𝑥1 𝑥2 𝑥3 𝑥4 𝑥𝑛

𝑦1 𝑦2 𝑦3 𝑦4 𝑦𝑛⋯

⋯



Hidden Markov model sequential Monte Carlo
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next time 

step

Use : 

Expand

«Summarize t-1»

«Recognize»



Algorithm SMC for HMM
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Terrain navigation
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Terrain navigation
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path  (given)

• Initialization

– Path is constructed

– Radius of curve 30 000

Just one 

way to get it 

from the 

synthetic
Initial ensemble (n = 100 )

Initial ensemble members equal weight



Terrain navigation
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Mimic observation process

Update weights from data

Current estimate



Terrain navigation
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Update according to dynamic model

Resample?



SMC/ Particle filter /  Bootstrap filter
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Bootstrap filter
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General algorithm
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Could also have: 𝑞(𝑥1
𝑖 |𝑦1)



SMC and parameter estimation
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Hidden Markov model 

With unknown parameters

(we saw this type of model 

in lecture 4, EM for HMM )



SMC and maximum likelihood

22



SMC and Bayesian parameter estimation
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Direct use of SMC

24



Properly weighted sample
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Is direct use of SMC properly weighted?
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Lemmings data
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Number of unique samples 

of 𝑥𝑡 in the final data set

a=0.9 

𝑥𝑡



Introducing dynamics in 𝜽
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«𝜃 is like  𝑥»



Dynamics in 𝜽 continued
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Sufficient statistics

32



SMC and sufficient statistics
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Algorithm Storvik filter
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