
STK-4051/9051  Computational Statistics  Spring 2021

Variance reduction

Instructor: Odd Kolbjørnsen, oddkol@math.uio.no
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Additional reference person

• liliana.vazquezfernandez@fhi.no

(or shorter version: livf@fhi.no).
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Today

• Variance reduction

• SMC- retake
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Monte Carlo methods
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Recap
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Variance Reduction
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For importance sampling we have seen two options:



We should use normalized 

importance weight if: 
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Imp_sam_beta.R

• Sample: uniform(0,1) 

• Target:  beta(2,3) 

• Estimate mean
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0.7120781 >
0.6043563

2*0.6547519
= 0.4615155

Bootstrapping to get uncertainty:



Control variates  
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Importance sampling
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Imp_sam_beta.R 𝜆 = −0.3110773

Improvement also for:

𝜆 = −0.25 → 0.005587
𝜆 = −0.40 → 0.005719

In example: 

Robust towards 

estimation of 𝜆



Questions
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Rao- Blackwellization
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law of: 

Total Expectation

law of:

Total Variance 



Example 1
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Example 2 (spatial statistics)

• Spatial dependency:

𝐸 𝑧 𝑥 = 0

cov 𝑧 𝑥 , 𝑧 𝑥 + ℎ = 𝜌ℎ

𝜌 ∼ unif[0.85 , 0.95]

• What is: E 𝑧 𝑥 |𝑧 0 = 1 ?
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GT



Direct vs Rao-Blackwellization N=1000
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GT

RB

Direct



Direct vs Rao-Blackwellization N=100

17

GT

RB

Direct



Direct vs Rao-Blackwellization N=10
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GT

RB

Direct



Direct vs Rao-Blackwellization N=10
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GT

RB

Direct



Questions
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Antithetic sampling
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Things that are antithetic

to one another contradict 

or oppose each other.



Antithetic sampling
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Antithetic sampling-theoretical derivations
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Proof by induction on dimension:

1) Prove that it is true in  dimension 1
2) Prove that if it is true for  dimension 𝑚 − 1

then it is true for dimension 𝑚

If ℎ1(𝒙), ℎ2(𝒙) is non decreasing  in each argument 𝒙 = (𝑥1, … , 𝑥𝑚)
ℎ𝑗 𝒙 > ℎ𝑗(𝒙 − 𝒉), for all 𝒉 such that ℎ𝑖 > 0, 𝑖 = 1,… ,𝑚

then cor(ℎ1(𝑿𝑖), ℎ2(𝑿𝑖)) ≥ 0

Could have had

E ℎ𝑗 𝑿 = 𝜇𝑗

but this is not the 

case in question

In antithetic 

sampling
Note slightly confusing the way 

we use the index on 𝑿𝑖



Antithetic sampling-theoretical derivations
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First:  dimension 1

Same sign

For any X and Y

Select joint 

distribution of 

X and Y to 

suit us

X and Y is selected to have the same distribution as Xi

and X and Y are selected to be independent 



Antithetic sampling-theoretical derivations

• Practical application in dimension 1
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Works the same way, since: Φ ⋅ is monotone and 

Φ 𝑥 = 𝑢 ⇔ Φ −𝑥 = 1 − 𝑢
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For any  (𝑥1, 𝑥2, … , 𝑥𝑚−1), we have that

ℎ𝑗 𝑥1, … , 𝑥𝑚−1, 𝑥𝑚 ≥ ℎ𝑗 𝑥1, … , 𝑥𝑚−1, 𝑥𝑚 − ℎ , for ℎ > 0

𝐸{ℎ𝑗 𝑋1, … , 𝑋𝑚−1, 𝑥𝑚 } ≥ 𝐸{ℎ𝑗 𝑋1, … , 𝑋𝑚−1, 𝑥𝑚 − ℎ } for ℎ > 0

The  relation is valid for any distribution,

we select:  𝑓(𝒙|𝑥𝑚) which gives the result

law of: 

Total Expectation

Warm up computations
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Use result for 𝑚 − 1 for 𝑓(𝒙|𝑥𝑚)

Use result for 1 dimension 



Example
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Questions
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