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Solution proposal

Problem 1

a) Weak stationarity: E(X;) = pu, Var(X;) = o2, > wJQ independent
og t, and autocovarinces 7y(h) = Cov(xyyp, x) only dependent on h.

For all integer h

v(h) = E[( Y vjwing)( Y bjwij)]

j=—o00 Jj=—00

= E[( Y birnwi)( > djwe )]
j=—o0 j=—o00

= o0 Y Yt
Jj=—00

because F(wsw;) = 02, s =t and E(wsw;) = 0 s # t.
b) Solving backwards
xp = @ ay g+ wp+ -+ PPwp_y
Because |¢| < 1,
Eloy —w + -+ @kwt—kP = ¢2kE{Xt2—k] —0
since E[z? ,] < oo by assumption. Hence z; = > 7% ; ¢*w;_, which is

linear with )
| #ji>0
%_{ 0j<0 °

Since ¢; = 0 j < 0, the time series is causal.
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c)

An ARMA (p,q) process is a weak stationary time series satisfing the
stochastic difference equation

Ty — Q1T — - — GpTi—p = wp + 0161 + -+ Oqwi—g
where wy, t = 0,+1,+£2,... is a sequence of white noise.
The time series z; is causal if the solutivons of 1 — 12 —--- —¢p2? =0

are larger than 1 in absolute value.

The time series x; is invertible if the solutiuons of 1+612—---—0,29 = 0
are larger than 1 in absolute value.

For stationary AR(p) time series the autocorrelation function (ACF),
p(h), is exponentially decreasing and the partial autocorrelation
function (PACF), ¢np, equals zero if h > p.

For MA(q) time series the autocorrelation function, p(h) equals zero
if h > ¢ and the partial autocorrelation function, ¢pyp, is exponentially
decreasing.

For ARMA(p,q), where p,q > 0 processes both ACF and PACF are
decreasing.

By plotting ACF and PACF, pure AR(p) and MA(q) processes can be
identified. If neither is appropriate, this suggests an ARMA(p,q).

For a stationary process the Yule-Walker equations are in matrix
notation defined as

Fn¢n =Tn and 0121; = 7(0) - ¢;1’Yn
where I';, is the covariance matrix
70) o y(n—1) 7(1)
Iy = s : and y, = |
Y(n=1) - ~(0) v(n)

For an causal AR(p) time series

Tp— Prapq — - — ¢p$t—p = Wt

one get by sucessively multiplying both sides by ¢, xi—1, -+, zi—p,
using the assumed causality and taking expectations

p1v(1) + -+ dpy(p) = 7(0) — o
¢17(0) + -+ py(p—1) = ~(1)
p1y(p— 1)+ ¢pv(0) = ~(p)

The first equation is 02 = 7(0) — ¢/, 7, and the p last equations

w
Lnon = vn-
Estimating the theoretical autocovariances, v(h) by the corresponding
empirical, 4(h), one obtains estimators for the parameters ¢1,--- , ¢,
and o2
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e) The polynomial equation 1 — (5/6)z + (1/6)2% = 0 has solutions 3 and
2, and hence the AR(2) time series defined by

xt— (5/6)xi—1 + (1/6)xt—0 = Wy

is causal. Using this one gets by multiplying by z;, 241, ... and taking
expectations

7(0) = (5/6)7(1) + (1/6)7(2) = E(ziw) = o,
V(1) = (5/6)7(0) + (1/6)y(1) = E(xiawi) =
(k) = (5/6)y(k = 1) + (1/6)y(k —2) = E(zigwi) =

for k=2,3,....
The covariances sayisfy the difference equation
(k) = (5/6)y(k —1) + (1/6)y(k—2) =0, k=1,....

Dividing by 7(0) yields the diffence equation

p(k) — (5/6)p(k — 1) + (1/6)p(k —2) =0, k=1, ...

for the autocovariance function. This difference equation has the
general solution

_|_
_|_

\)

v(k) = e1(1/2)" + e2(1/3)%, k=2, ...
and initial conditions p(0) = 1 and p(1) — (5/6)p(0) + (1/6)p(1) = 0,
i.e p(0) =1 and p(1) =5/7. Thus c¢; and ¢y are determined by
c1+eca=p0)=1
c1(1/2) + c2(1/3) = p(1) = 5/7

which have solutions ¢; = (16/7) and ¢z = —(9/7).

Therefore the autocorrelation function is p(k) = [(16/7)(1/2)F —
(9/7)(1/3)¥]/2, k=0,1,2,....

The PACF is found by solving recursively the Yule-Walker equa-
tions,i.e. for h=1

Y(0)p11 = (1) or ¢11 = p(1) = 10/7.

Since the process is AR(2) we know that the solution ¢oo = ¢ = 1/4
and that ¢gp, =0,k =3,4,....

Problem 2
a) The spectral density f,(w) is defined as
fa:(w) — Z ,y(h)e—%rwh
h=—00

where 7 is the autocovariance function.

Large values of f,(w) indicates that the corresponding frequencies
contribute much to the periodic variation in the time series {x;}.
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b) Using that the auto covariances are v(h) = ¢/"lo2 in a stationary
causal AR(1) process, the spectral density can be found directly from
the definition.

Alternatively, in an ARMA(p,q) process with autoregressive polyno-
mial ¢(z) and moving average polynomial 6(z) the spectral density
is )

5 ’9(672mw)|2

= g

which in this case means

2
1 oL

[1—0.5e27w)[2 ~ 1.25 — cos(2mw)’

folw) = Uzu
¢) The periodogram is defined as

I(j/n) —\\FZmez””/” ,j=0,1,...,n—1.

Forj=1,....,n—1

n n—1 —27i(j/n)n
. . o 1—e J
—2mi(j/n)t —2mi(j/n) 727” ]/n) —27i(j/n)
tE_l ue = ue tE_O = ue [ oG

Therefore, for j =1,...,n—1

n

1

I(j/n) = ’f Z Je PRI = = 7 (g pr) (g —pp) (e 2T/,
s,t=1
Hence,
1 — L 1 n-1 B
E[I(j/n)] = - Z v (s—t)e=2mi/m)(s=t) — = Z (n—|h|)y(h)e~2miG/mh.
s,t=1 =—(n—1)

by changing summation variable h = s — .

d) For j # k I(j/n) and I(k/n) are for large values of n under the
regularity conditions described in Shumway and Stoffer, in particular
Yoo o |hly(h) < oo, approximately uncorrelated.  For linear

processes (%81;3 ey %8’; 773 )’ is moreover approximately distributed

s (X1,...,Xg)" where Xi,..., X} are independently y>2-distributed
with 2 degrees of fredom.

The spectral density f, is continous and if it is not varying too
much, gain can be obtained by smoothing/averaging over adjacent
frequencies. But there is a tradeoff, if the smooting is too coarse,
bias will result when f, is not constant, and if not enough frequencies
are included in the smooth the variance will increase.
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