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Problem 1

In this problem you are asked to consider autoregressive time series.

a) How is an autoregressive time series of order p defined? Explain what
it means that it is causal.

Consider the autoregressive time series of order two

xt = xt−1/3 + 2xt−2/9 + wt

where wt is a time series of white noise, i.e. wt ∼ wn(0, σ2).

b) Show that xt defined above is causal.

c) Explain that the auto correlation function of xt satisfies a difference
equation. Find the the auto correlation function of xt.

d) What is the partial autocorrelation function of xt?

Problem 2

Consider observations y1, . . . , yn described by the equations

xt = µ+ axt−1 + wt, |a| < 1

yt = bxt + vt

where wt, t = 1, . . . , n and vt, t = 1, . . . , n are independent random variables
where wt ∼ iidN(0, σ2w) and vt ∼ iidN(0, σ2v) . The variable x0, x0 ∼
N(0, σ20), is independent of wt and vt

a) Interpret the equations as a state-space model. Explain what the state
equation and the observation equation are.

(Continued on page 2.)
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b) What are the conditions for the bivariate series (xt, yt)
′ to be

stationary? Find the expectation and covariance of the stationary
series (xt, yt)′ satisfying the equations above?

c) What is the stationary distribution of (xt, yt)′ described in part b)?

Problem 3

Let xt, t = 0,±1,±2, . . . be a stationary time series such that∑∞
h=−∞ |γ(h)| <∞ where γ(h) is the covariance between xt+h and xt.

a) Define the spectral density fX(ω) of xt. Explain why fX(ω) = fX(−ω)
and fX(ω) = fX(1− ω).

Let aj , j = 0,±1,±2, . . . be a sequence of scalars so that
∑∞

j=−∞ |aj | < ∞.
Let yt =

∑∞
j=−∞ ajxt−j .

b) Show that the spectral density of yt has the form

fY (ω) = |A(ω)|2fX(ω)

where A(ω) =
∑∞

j=−∞ aje
−2πiωj .

c) Let wt be a white noise series, wt ∼ wn(0, σ2w), and yt be the
ARMA(p,q) process defined by φ(B)yt = θ(B)wt where the roots of
the polynomials φ(z) = 0 and θ(z) = 0 are outside the unit circle. Use
the result from part b) to explain that

fY (ω) = σ2w
|θ(e−2πiω)|2

|φ(e−2πiω)|2
.
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