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Survival functions, cumulative hazards, 
and product integrals: the general case

Cumulative hazard:

Uncensored survival time  T

Survival function:  ( ) ( )S t P T t= >

For the absolute continuous case, the hazard is given by:

0

1( ) lim ( | )
t t

t P T t t T tα
∆ → ∆

= < + ∆ ≥

0

( ) ( )α= ∫
t

A t u du

We have the relations:

{ }( ) exp ( )S t A t= −( )

( )
( ) ( ) S t

S t
t A tα ′′= = −

2

For a general distribution the hazard rate is not defined, but 
we may define the cumulative hazard rate as (generalizing 
the first relation above):

0

( )
( )

( )
−

= −∫
t dS u

S u
A t

How can the second relation above be generalized?

For the discrete case A(t)  is a step function with increments
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A u
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( | )= = ≥P T u T u
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Partition [0,t] into small time intervals:

The limit is a product-integral 

Need product-integrals to achieve this generalization
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( ) { }
0

1 ( ) exp ( )π
≤ ≤

− = −
u t

dA u A t

For the continuous case we have:

where                                             is the increment 

For the discrete case we have:

( ) ( )
0

1 ( ) 1 ( )π
≤ ≤ ≤

− = − ∆∏
u t

u t

dA u A u

( ) ( | )∆ = = ≥A u P T u T u
of the cumulative hazard at time  u

For the general case we have a mixture of the two
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The Kaplan-Meier estimator
For right censored survival data we observe:

min{survival time  , censoring time }

{ }

=

= =

%

%

i i i

i i i
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D I T T

Model: the uncensored survival times Ti are iid
with hazard rate  

Counting and intensity processes:

{ }( ) , 1= ≤ =%
i i iN t I T t D

( )tα

{ }( ) ( ) ( ) ( )i i it I T t t Y t tλ α α= ≥ =%
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Aggregated counting process:

Intensity process:
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with

the number at risk just before time t
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Nelson-Aalen estimator:

Plug this into the product-integral expression for the 
survival function (Nelson-Alen is a step-function):

This is the Kaplan-Meier estimator
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Example 3.8: Second births
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Example 3.9: Third births
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An alternative estimator of the survival function is

For practical purposes there is little difference between the 
two estimators

But from a theoretical point of view, the Kaplan-Meier 
estimator is the natural one (and it may be generalized to 
Markov models)

{ }ˆ( ) exp ( )= −%S t A t

1
exp
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∏
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May show that  (this is Duhamel's equation)
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A t A t− ≈ − −Asymptotically:

Kaplan-Meier estimator: Properties

{ }*exp ( )= −A t

Thus:

( )ˆ ˆ( ) ( ) ( ) ( ) ( )S t S t S t A t A t− ≈ − ⋅ −

The statistical properties for Kaplan-Meier may be 
derived from those of Nelson-Aalen:

2     Var{ ˆ ˆ( )} { ( )} Var{ ( )}• ≈ ⋅S t S t A t

2 2 2ˆ     Variance estimator: ˆ ˆ( ) { ( )} ( )τ σ• = ⋅t S t t
2 2

0
ˆwith    ( ) { ( )} ( )σ −= ∫

t
t Y s dN s

     ˆ( ) is as.normally distributed around ( )S t S t•
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Usually the variance is estimated by Greenwood's formula:

2 2 2ˆ( ) [ ( )] ( )τ σ= ⋅% %t S t t

2 1

0
with    ( ) [ ( ){ ( ) ( )}] ( )

t
t Y s Y s N s dN sσ −= − ∆∫%

Only minor difference between the two variance estimators 

Pointwise 95% confidence limits for S(t)

ˆ ˆ ˆ( )  1.96 ( ) ( )σ± ⋅ ⋅S t S t tLinear:

{ }ˆˆexp  1.96 ( ) / log ( )ˆ( )
σ± ⋅ t S t

S tLog-log-transformed:

(cf. Exercise 3.6)
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Estimation of mean survival time

The mean survival time is given by (exercise 1.3)

0

E( ) ( )
∞

= ∫T S u du

Due to censoring, this may usually not be estimated

We may consider the expected survival in  [0,t ] :

0

( )µ = ∫
t

t S u du

This may be estimated by

0

ˆ( )µ = ∫
t

t S u du
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Estimation of median survival time and other 
fractiles of the survival distribution

The p-th fractile of the survival distribution is given 
by (exercise 1.2)

( ) or equivalently ( ) 1ξ ξ= = −p pF p S p

It is estimated by

ξ p

{ }ˆ ˆinf : ( ) 1ξ = ≤ −p t S t p

Confidence intervals may be found by "inverting" the 
confidence intervals for the survival function (exercise 3.8)
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Example 3.10: Median time between first and second births


