Exercise 4.7: The partial likelinood is a profile likelihood

Assume thatV,(t) are counting processes with intensity
processes,;(t) = Y;(t)ao(t)r(5, x;).
Then thetotal log-likelinood can be written as

o, 5) = Y / “log(\ () AN () — / A(B)dt

where,(t) = >, \i(t).
For instance for right censored ddf&, D;) this expression
becomes the more familiar

Z log(c;(T3))D; — / (S = log(H Fi(T)PS(T;) 77

1=1

wherea;(t) = ao(t)r(8, z;), Si(t) = exp(— [ a;(s)ds) and
f(t) = a;(t)/S;(1).
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4.7a: But then

(o, B) = i foT log(aw(¢)) + log(Yi(t)) + log(r(8, X;)]dN;(t)
— Jo @o(t) 220, Yi(O)r (B, @) dt
= Iy log(ao( ))ANG(t) + 327, Ni(T)r (B, 2:)
— [ SO(B, t)a (t)dt

wheres©)(8,1) = Y1 Yi(t)r(8,2;) andNa(t) = Y1, Ni(t).)

This sincer (g3, z;) does not depend amand since
log(Y;(t))dN;(t) = 0 (if Y;(¢) = 1 this holds true and if
Y;(t) = 0 then necessarilyN;(t) = 0.

Clearly the term/, log(ao(t))dN,(t) can be made arbitrarily

large by lettingn () becoming arbitrarily large for such that
dN.(t) = 1.
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4.7a: But then

The expectation of the terrfy S (8, t)ao(t)dt equals the

expectatlon oW ( )smce

— [ S ag(s)ds = M,(t), i.

e. a martingale, and so

the thls last term needs to be kept finite.

To maximize the log-likelinood over a
Including discrete distributions, we wi
we extend the model by substituting t
event times given as

| possible models,
| obtain maximallues if

ne integrals by sums ove

(Ao, B) = 2.n, 1Og(AAo( i) + 2 iy Ni(r)r(B, i)
— 2o, SO(B, Tj) AA(T;)

where thel’; are the observed event times and

Ag(t) = Y, AA(T)).
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4.7b: Then for given

[(Ap, B) Is maximized for

aZ(A()a 6) _ O
OAAq(Ty) ’
thus for ,
—S9B,T) =0
Ao (1)) (8,T%)

and so we get
1

(8,T%)

AAO(Tkaﬁ) — 5(0)

If there are no equal event times.
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4.7c: Then inserting A Ay (T}, 3) into 1( Ay, 3) we get

Z(Aoaﬁ) = ZTj log(S(O)(lg,Tj)) 2 im NilT)7 (8, )
o ZTj S(O) (57 TJ) 5(0)(15,Tj)
= =5 log(SOB,Ty)) + Xop r(B,25) — Na(7)

HereN,(7) is a constant and does not influence the maximum.
Thus

ﬁ7$] . (573:”6)
exp(i(Ao, B ~Usowz =1lls 6

whereR(7}) is the risk set at tim&;. Thus

exp(l(Ag, B) + Na(7)) = L(6)
whereL () the partial likelihood.
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4.7d: SinceN,(7) does not depend orp

we then have that maximizing profile likelihod@4,, 3) with
respect t@3 is the same as maximizing the the partial likelihood

L(5).
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